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Abstract
This paper builds upon recent work in leveraging the corpora and tools originally used to develop speech technologies for
corpus-based linguistic studies. We address the non-canonical realization of consonants in connected speech and we focus on
voicing alternation phenomena of stops in 5 standard varieties of Romance languages (French, Italian, Spanish, Portuguese,
Romanian). For these languages, both large scale corpora and speech recognition systems were available for the study. We
use forced alignment with pronunciation variants and machine learning techniques to examine to what extent such frequent
phenomena characterize languages and what are the most triggering factors. The results confirm that voicing alternations occur
in all Romance languages. Automatic classification underlines that surrounding contexts and segment duration are recurring
contributing factors for modeling voicing alternation. The results of this study also demonstrate the new role that machine
learning techniques such as classification algorithms can play in helping to extract linguistic knowledge from speech and to
suggest interesting research directions.
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1. Introduction

The “big data” revolution has affected many research
domains due to both the amount of available data and
to many methodological changes needed to efficiently
exploit the data. As is the case for many domains,
speech technologies and corpus-based linguistics have
been impacted by the increasing amounts of data avail-
able for training automatic systems and for linguistic
studies, and for novel machine learning techniques that
can benefit from large corpora. The current scientific
and technological state of the art reinforces the collab-
oration between the two communities, allowing them to
jointly take advantage of the abundance of data and the
emergence of new methods. A shared topic concerns
the patterns of variation in connected speech: statis-
tically supported modeling of phonetic variation is of
high interest for linguists that aim to ground their hy-
potheses in ”naturalistic” data and for speech technol-
ogy specialists that aim to ”master” the variation re-
sponsible for processing errors.
In fact, modeling variation in connected speech has
been a long term research topic in linguistics and a
challenge for speech technologists. For instance, pho-
neticians and phonologists are particularly interested
in sound variation, whether it be synchronic, observed
at the present moment, or diachronic, happening over
time. It is now accepted by both communities, that
studies of such phenomena can be facilitated by speech
technologies, e.g. by analyzing large, varied corpora
for linguistic exploration. We aim to shed a new light
on the study of voicing alternation in connected speech

by introducing an automatic classification step to deter-
mine which factors are most important to explain the
observed data. By voicing alternation, we mean the
non-canonical realization of voiced stops as voiceless
stops (/bdg/ pronounced [ptk]), and, conversely, the
voiceless realization of voiced stops (/ptk/ pronounced
[bdg]). Over time the topic has been of interest for dif-
ferent linguistic communities (phoneticians, phonolo-
gists, historical linguists etc.) who addressed the is-
sue in the broader framework of lenition (associated to
weakening, that is a voiceless consonant such as /p/ be-
coming [b]) and fortition (associated to strengthening,
that is a voiced consonant such as /b/ becoming [p])
(Honeybone, 2008; Gurevich, 2004), and for speech
technologists who questioned these phenomena in or-
der to overcome transcription errors dues to such non-
canonical realizations (Vasilescu et al., 2018).
The purpose of this paper is to use a bottom-up ap-
proach to study voicing alternations in several lan-
guages and to compare the results with those of top-
down studies. We hypothesize that bottom-up ap-
proaches, that specifically aim to extract linguistic
knowledge from an extended array of local factors
(acoustic, prosodic, contextual) can give unexpected
results unforeseen by the top-down studies relying on
a priori linguistic representations, and thus shake the
current state of affairs (Meunier and Bigi, 2016; Wu
and Adda-Decker, 2020; Wu and Adda-Decker, 2021).
The underlying interest in applying speech technolo-
gies to corpus-based linguistic studies is two-fold: (i)
such studies can improve our knowledge about speech
variation in the targeted languages and allow linguis-
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tic hypotheses to be tested and (in)validated against
representative corpora; and (ii) the gained knowledge
can hopefully serve to improve the acoustic, pronuncia-
tion and lexical models used in speech recognition and
synthesis, and speech technologies in general. More
specifically, in this paper we rely on large-scale cor-
pora covering five languages and combine two auto-
matic methods aimed to model the voicing alternations
of stops: forced alignment of non-canonical variants
with language-specific automatic speech recognition
systems and machine learning techniques to prioritize
the factors that trigger voicing alternation.
The paper is organized as follows. The Section 2 is
dedicated to the methodology of the paper. The de-
scription of corpora, automatic alignment and the two
methods used to model voicing alternation in the five
Romance languages are detailed in the section. Sec-
tion 3 focuses on the results: voicing alternation rates
are described as a function of languages and subse-
quently, tested together with various contextual pa-
rameters to feed classification algorithms in order to
highlight the factors that trigger voicing alternation the
most. Section 4 provides a summary and conclusion.

2. Methodology
2.1. Corpora
Almost 1000 hours of spoken data were used in this
study, covering five different languages: French, Span-
ish, Italian, Portuguese and Romanian. These five lan-
guages were selected for two reasons: (i) from a lin-
guistic point of view, they share a common origin (i.e.
Latin), and thus share some common features, but still
demonstrate language specific patterns due to individ-
ual diachronic evolution; and (ii) from a practical per-
spective, given that all five languages are widely spo-
ken, we were able to obtain access to numerous data
and language specific speech recognition technology
that allow us to automatically align the reference tran-
scripts with the speech data.
These corpora were acquired from the Linguistic Data
Consortium or ELRA, or developed in the framework of
international research projects: IST ALERT for part of
the data in French and Portuguese (da Silva et al., 2011;
da Silva et al., 2013), IRST for part of the data in Ital-
ian (Marcello et al., 2000), and OSEO Quaero (Lamel
et al., 2011) for all languages.
The data used in this study cover mainly the stan-
dard variety of each language, except for Spanish, for
which a small amount of data of broadcast Latin Amer-
ican Spanish varieties were included, in addition to
the recordings issued by European broadcast sources.
More precisely, only broadcast-news, formal public
discussions and debates were included in the database
for all five languages.
Only 7 of the 300 hours of Romanian data was accom-
panied by manual transcriptions and the remainder was
automatically transcribed with a system built for this
language (Vasilescu et al., 2014). All of the spoken

data was manually transcribed for the four other lan-
guages. Table 1 shows the amount of data for each
language, along with the quantification of word-tokens
(M), word-types (k), and the mean of the number of
variants for each word.

Lang #hours word tokens (M) word types (k) #variants

Fre 176 2.4 55.7 6.8
Spa 223 2,6 61.9 4.4
Ita 168 1.8 57.0 5.3
Por 114 1.0 40.0 3.7
Rom 300 3.6 48.0 3.7

Table 1: Data description: language, duration of the
corpus, number of word tokens (in millions, M), num-
ber of word types (in thousands, k), mean number of
variants/word when allowing voicing alternation for
each stop occurrence.

2.2. Forced alignment with pronunciation
variants

We adopt the method proposed in (Adda-Decker and
Hallé, 2007; Hallé and Adda-Decker, 2007; Jatteau et
al., 2019a; Jatteau et al., 2019b) to study voicing alter-
nations of Romance stop consonants /ptkbdg/ through
automatic forced alignment with specific variants in
the pronunciation dictionaries. In this study, we in-
cluded in the pronunciation dictionary both the canon-
ical form and the non-canonical forms, i.e. possible
pronunciations of word with systematic pronunciation
variants (Adda-Decker and Lamel, 2017). The baseline
pronunciation dictionaries are those used by the LISN
(former LIMSI) speech transcription systems.
The method consists of providing non-canonical pro-
nunciation variants in pronunciation dictionaries and
allowing the speech recognition systems to select the
best matching one during the forced alignment process.
The described in-house speech recognition systems had
been previously trained on the same type of data se-
lected for the study (Vasilescu et al., 2020). The ar-
chitecture of the systems are therefore comparable to
that used in (Vasilescu et al., 2020). Systems exist for
all the languages selected, namely French (Gauvain et
al., 2002), Spanish (Vasilescu et al., 2018), Italian (De-
sprés et al., 2013), Portuguese (da Silva et al., 2011;
da Silva et al., 2013) and Romanian (Vasilescu et al.,
2014). Automatic word and phone level alignments of
the speech data with their manual orthographic tran-
scriptions were produced using a system derived from
that described in (Vasilescu et al., 2014). As described
in (Gauvain et al., 2005), the system selects the most
probable variant given the actual acoustic realization.
During alignment, voicing and devoicing are decided
if the best matching phone model corresponds to the
voiced or voiceless variant respectively. Hence, the
system can select (1) for any segment of /ptk/, its as-

https://www.ldc.upenn.edu/
https://www.ldc.upenn.edu/
www.elra.info
https://cordis.europa.eu/project/id/IST-1999-10354/en
http://www.quaero.org/
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sociated voiceless acoustic model or its voiced coun-
terpart [bdg] and (2) for any segment of /bdg/, its origi-
nally voiced acoustic model or its voiceless counterpart
[ptk]. For instance, the Romanian word grup, /grup/
could be transcribed either as [grup], [grub], [krup] or
[krub] depending on whether the system considered the
first and last consonants to best correspond to the voice-
less or voiced realization.
Several recent works took advantage of large corpora
and automatic alignment with pronunciation variants
to investigate the voicing alternation processes. This
variant-based approach has given reliable accounts of
voicing variants (voiced vs voiceless) of consonants
for Spanish (Vasilescu et al., 2018; Ryant and Liber-
man, 2016), French (Jatteau et al., 2019a; Jatteau et
al., 2019b; Hutin et al., 2020a) and Romanian (Hutin
et al., 2020a; Hutin et al., 2020b). In (Vasilescu et al.,
2020) this method was applied to a corpus of nearly
1000 hours of speech to compare alternation patterns
in the same five Romance languages as studied here.
The main result reported in (Vasilescu et al., 2020) was
that the stops’ realizations are influenced by both the
stops’ own position in the word and its adjacent (left
and right) segments. In this paper, we extend the work
of (Vasilescu et al., 2020) and make use of the same
corpora to gain insight in the factors relevant to voicing
alternation via automatic classification. The role of po-
sitional and contextual information in detecting voicing
alternation will be assessed here by decision trees.

2.3. Decision tree-based classification
Over the last decade, technologies for browsing or
mining content from large collections of textual ma-
terial have been extended to the exploration of au-
dio material. The large-scale data mining on text
had helped transform the relevant disciplines and it
was expected that the disciplines dealing with spoken
language would reap similar benefits from accessible,
searchable, large corpora1. Data mining phonetics has
proven useful to investigate various phonetic questions
such as foreign accents in French (Boula de Mareüil et
al., ), tone contour shapes in Mandarin Chinese (Zhang,
2019) or, more generally, surface pronunciations of a
word in conversational speech (Bowman and Livescu,
).
In the following, we use a decision tree paradigm with
multiple contextual and durational factors which are
also available to automatic speech recognition process-
ing. We want to explore to what extent the following
features allow for classifying data that behave canon-
ically or non-canonically with respect to their voicing
feature2.

The selected features that are modeled are:

1http://www.phon.ox.ac.uk/mining_
speech/

2In future work we plan to add more specific features such
as the acoustic voicing ratio (vocal fold vibration rate).

Figure 1: Voicing alternation rates of voiceless (ptk)
and voiced (bdg) stops in 5 Romance languages, ac-
cording to the automatic labeling via forced alignment
with pronunciation variants (i.e., bdg ⇐⇒ ptk).

• language: one of French (fre), Spanish (spa), Ital-
ian (ita), Portuguese (por) or Romanian (rom)

• wordPosition: whether the stop is word ini-
tial (wInitial), medial (wMedial) or final (wFi-
nal) (Vasilescu et al., 2020; Ségéral and Scheer,
2008)

• leftContext: whether the stop is preceded by a
pause (hesitation, breath or silence), a vowel (V),
a sonorant (Son), a voiced obstruent (Ob+) or a
voiceless obstruent (Ob-) (Vasilescu et al., 2020;
Niebuhr and Meunier, 2011; Meunier and Es-
pesser, 2011)

• rightContext: whether the stop is followed by a
pause (hesitation, breath or silence), a vowel (V),
a sonorant (Son), a voiced obstruent (Ob+) or a
voiceless obstruent (Ob-) (Jatteau et al., 2019b;
Hutin et al., 2020b)

• segment/word duration: how long the seg-
ment/word is (Vasilescu et al., 2014; Ryant and
Liberman, 2016; Snoeren et al., 2006) (duration of
the stop (phDur), durations of the preceding (pre-
vPhDur) and following phones (nextPhDur) and
duration of the word in question).

All of these features were chosen based on linguis-
tic literature and the results of our investigations will
therefore reflect the underlying linguistic parameters.

3. Results
In this section, we present results from both the auto-
matic alignment and automatic classification.
Figure 1 shows the alternation rates obtained via the
forced alignment with voiceless and voiced stops vari-
ants for both canonically voiceless (/ptk/) and voiced
stops (/bdg/). The results show that the voicing alter-
nation rates of voiceless stops tend to be lower than
that of voiced stops for Portuguese and Romanian, fol-
lowed by French, for which 9.4% of the voiceless stops
(/ptk/) were aligned with their non-canonical voiced

http://www.phon.ox.ac.uk/mining_speech/
http://www.phon.ox.ac.uk/mining_speech/
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variant [bdg] and 9.9% of French voiced stops /bdg/
were aligned with the devoiced [ptk] variant. The voic-
ing alternation rates of voiceless stops tend to be higher
than that of voiced stops for Italian, while similar voic-
ing alternation rates are found for voiceless and voiced
stops in Spanish. Portuguese demonstrates a much
higher voicing alternation rate for voiced stops (/bdg/
realized as [ptk]) than for the voiceless stops (/ptk/ pro-
duced as [bdg]). Although the devoicing rate of /bdg/ in
Portuguese is surprisingly high, the outcome is in line
with the special pattern found for Portuguese in (Pape
and Jesus, 2015) and concluded that Portuguese stops
behave more similarly to German ones than to Italian
ones.
As for decision trees (Quinlan, 1986), they allow the
explicit inclusion of linguistic features and perform a
relevance analysis which provides information about
their contribution to the prediction of the targeted vari-
able. Here, the classification examines the contribution
of investigated factors to the differentiation of the voic-
ing pattern (voiceless vs voiced) of canonical stops.
The features presented above were included as predic-
tors and the voicing labels resulting from the forced
alignment were included as target variables in the anal-
yses using the rpart package (Therneau et al., 2010) in
R (R Core Team, 2013). For each experiment, 70% of
the data set was randomly selected for training and the
remaining 30% was used as test data to assess how well
the tree generalizes to new data. Since there are much
fewer voicing alternation observations than unchanged
observations, sampling techniques were used to bal-
ance the two groups of each data set (voiced vs voice-
less). We used the number of observations for voic-
ing alternation as a baseline and randomly extracted the
same number of unchanged observations for our analy-
ses. Each classification tree was pruned using the low-
est cross validation error.
The classification trees show the features that had
the largest contributions to the prediction of voiced
/ voiceless segments (see texts in white rectangular
boxes). Conditions and thresholds are specified on the
branches of the tree. Each leaf node shows (1) the pre-
dicted class (ptk voiced vs ptk voiceless; bdg voiced
vs bdg voiceless); (2) the predicted probability of each
class; and (3) the percentage of observations in the
node. More precisely, the leaves in the blue and green
frames indicate the target variable (i.e. voiced vs voice-
less for canonically voiced / voiceless stops). The two
numbers in the second row of each leaf indicate the per-
formance rate of each target value, with the predicted
token for voiced segments on the left and for voiceless
segments on the right. Here, the correctly predicted rate
for each blue leaf is the first number on the second row
of the leaf; the correctly predicted rate for each green
leaf is the second number on the second row of the leaf.
The percentage in the leaf suggests what percentage of
the training samples ended up in each leaf. The sum of
the percentages in all leaves is 100%.

Figure 2: Classification tree for voicing pattern
of the canonically voiceless stops (ptk voiced vs
ptk voiceless), all languages pooled.

Figure 3: Classification tree for voicing pat-
terns of canonically voiced stops (bdg voiced vs
bdg voiceless), all languages pooled.

Figure 2 shows the classification outcome
(ptk voiceless, ptk voiced) for the canonically
voiceless stops (/ptk/). The features that contribute the
most to the classification of the voicing feature of /ptk/
(/ptk/ realized as voiceless [ptk] or voiced [bdg]) are
the duration of the segment in question and the left
context. When the voiceless stop is shorter than 0.045s,
it is more likely to observe voicing alternation (/ptk/
produced as [bdg], 74% correctly predicted). If the
segment duration is greater than 0.055s, voiceless stops
tend to stay voiceless, with 65% correct prediction. If
the segment duration is between 0.045 and 0.055s, the
left context plays an important role in the prediction of
the voicing pattern of /ptk/: when the voiceless stops
are preceded by a voiced context (a voiced obstruent, a
sonorant or a vowel), they are more likely to undergo
voicing alternation (60% correctly predicted) and they
tend to stay voiceless when preceded by a voiceless
obstruent or a pause (77% correct prediction).
Figure 3 shows the classification outcome (bdg voiced,
bdg voiceless) for the canonically voiced stops (/bdg/).
The feature that contributes the most to the classifica-
tion of the voicing feature of voiced stops is the right
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context, followed by the left context, the duration of the
preceding segment and the language. When the voiced
stop is followed by a voiceless obstruent or a pause, it
is predicted to undergo voicing alternation (88% cor-
rectly predicted). When the voiced stop is followed by
a voiced obstruent, a sonorant or a vowel but preceded
by an obstruent (voiced or voiceless) or a pause, voic-
ing alternation is predicted for the segment (71% cor-
rectly predicted). Interestingly, among the contribut-
ing features, “language” is located towards the lower
part of the tree. This suggests that particular languages
tend to be subordinate to the historical movement of
the language family. Nevertheless, the languages split
into two groups with Portuguese in one branch and the
other four languages in the other, which is in line with
the higher alternation rate seen for Portuguese in Fig-
ure 1.

Factor
Language Fre. Spa. Ita. Por. Rom.

ptk

Left context ✔ ✔ ✔ ✔

Right context ✔ ✔

Phone duration ✔ ✔ ✔ ✔ ✔

Previous phone duration ✔

bdg

Left context ✔ ✔ ✔

Right context ✔ ✔ ✔ ✔

Phone duration ✔ ✔

Previous phone duration ✔ ✔ ✔

Next phone duration ✔ ✔

Word position ✔ ✔

Word duration ✔

Table 2: Contributing factors for predicting /ptk/
(ptk voiced vs ptk voiceless) and /bdg/ (bdg voiced vs
bdg voiceless) voicing patterns for each language.

The contributing features for predicting the voicing pat-
terns of stops in each language are presented in Ta-
ble 2. With respect to the voicing patterns for /ptk/
(ptk voiced vs ptk voiceless), phone duration is an in-
fluential feature for predicting voicing alternations in
all five languages. More specifically, shorter phone du-
rations correspond to a higher tendency towards voic-
ing of /ptk/. Since the realization of voiceless stops as
voiced stops in speech production is essentially a phe-
nomenon of reduction and weakening, the results based
on duration are consistent with linguistic theory. The
surrounding context also plays a role, with voiced con-
texts favoring voicing alternation of the voiceless stops.
With regard to voicing patterns for /bdg/ (bdg voiced
vs bdg voiceless), the duration (of the phone in ques-
tion, of surrounding phones or of the word containing
the phone in question) is a recurring feature for predict-
ing voicing alternations. In addition, voiceless contexts
also generally predict voicing alternation of /bdg/.
In order to find out how well each algorithm gener-
alizes, we made a prediction using the test data sets.

ptk bdg

Cat.
Predict.

voiced voiceless
Cat.

Predict.
voiced voiceless

All
5lang

voiced 62 38 All
5lang

voiced 69 31
voiceless 27 73 voiceless 35 65

Fre.
voiced 61 39

Fre.
voiced 78 22

voiceless 20 80 voiceless 46 54

Spa.
voiced 68 32

Spa.
voiced 78 22

voiceless 27 73 voiceless 40 60

Ita.
voiced 65 35

Ita.
voiced 58 42

voiceless 28 72 voiceless 31 69

Por.
voiced 67 33

Por.
voiced 67 33

voiceless 26 74 voiceless 41 59

Rom.
voiced 59 41

Rom.
voiced 75 25

voiceless 24 76 voiceless 37 63

Table 3: Confusion matrices (left panel /ptk/; right
panel /bdg/) obtained for each language. The correct
prediction rates (%) on unseen test data are shown in
bold.

The generated confusion matrices are shown in Table 3,
based on the mean of 10 round-robin experiments with
a random selection of data. The overall correct pre-
dictions of voicing alternation (voiceless stops /ptk/,
voiced stops /bdg/) on unseen data are 73.6% for voice-
less stops and 68.2% for voiced ones.

4. Summary and conclusions
The aim of this study was to apply a bottom-up method
to extract linguistic knowledge from speech using ma-
chine learning techniques, i.e. decision tree-based clas-
sification, to investigate features that could help model
voicing patterns of canonically voiceless (/ptk/) and
voiced (/bdg/) stops. A total of ∼1000 hours of speech
data in French, Spanish, Italian, Portuguese and Roma-
nian were analyzed. We were able to isolate the most
contributing features for predicting the observed voic-
ing alternation patterns for all languages individually
and combined. The decision tree classification results
confirm that the surrounding (left and right) contexts
and the segment duration are recurring contributing
factors for predicting voicing alternation (both voice-
less stops become voiced ones and voiced stops be-
come voiceless ones). The trained algorithms exhibit
satisfactory results when generalizing to new data sets.
Our results suggest that machine learning techniques
could help extract important linguistic knowledge from
speech and open interesting research directions for the
linguistic community.
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mots fréquemment réduits (). In Actes des 33èmes
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