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ABSTRACT

This article presents the study of the shock wave propagation through aluminum alloys (pure aluminum and aluminum 2024-T3) produced
by laser plasma using experimental and numerical tests. Water confinement regime interaction, pulse duration (7.2 ns), and power density
(1–5 GW=cm2) range correspond to laser shock peening process configuration and parameters. To that scope, we simulate the shock wave
propagation using non-linear explicit code LS-DYNA, which we validate with experimental results. Thereupon, we present a descriptive
analysis that links separately the material model and loading conditions to the dynamic response of aluminum alloys under high strain rate
laser shock by coupling the Johnson-Cook (J-C) material model with the Grüneisen equation of state (MAT_015 and EOS_GRUNEISEN
accordingly). In addition, we make use of stress propagation into target thickness to analyze the origin of different points on the Back Face
Velocity (BFV) profile during shock propagation. Finally, we provide evidence that 2D compressive effects do not depend only on the focal
spot size or target thickness such as the edge effects but also on power density and material initial yield strength.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0080326

I. INTRODUCTION

Applications using high strain rate laser shock is continuously
developing in the last decade. Laser shock is used for engineering
applications, for example, Laser Shock Peening (LSP)1–4 to enhance
the resistance of materials to surface-related failures such as fatigue
or corrosion.5,6 This process introduces compressive residual stress
fields at the surface through possible dislocations and grain refine-
ment due to high strain rate hardening7–9 and by doing so
improves tribological performances. Another promising application
is the laser adhesion test (LASAT),10,11 where researchers evaluate

the bonding strength in stack of laminates Carbon Fiber Reinforced
Polymer (CFRP) by identifying the tensile stress areas due to high-
power laser impact. We can also mention Laser Impact Welding
(LIW)12 and laser paint stripping.13,14

During a laser shock, a shock wave is generated and propa-
gates through the target. It is formed due to the expansion of a
high pressure plasma produced by laser (intensity order of
GW=cm2) pulse in the range of ns duration15 as shown in Fig. 1.
Moreover, Anderholm proved that it was possible to increase the
pressure delivered through a laser shock up to six times compared
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to the direct configuration by confining the plasma using any
transparent medium to the laser wavelength16,17 such as water15,18

or solid polymers19,20 for the same laser intensity.
The wide range of parameters (related to material properties,

laser parameters, and overlapping configuration) require process
optimization using numerical twin modeling. For example, Ballard
developed a one-dimensional approach where the transition
between the elastic and plastic parts of the wave is marked by the
elastic precursor due to a decrease in the wave velocity in the
plastic part.21 The author used this approach to study the influence
of strain hardening and viscoplasticity on wave propagation.
Furthermore, different finite element commercial codes have been
used to reproduce shock wave propagation under laser impact such
as ABAQUS1,19,22 or the non-linear explicit code LS-DYNA.23–26

These simulations allow to demonstrate edge effects affecting shock
wave propagation and stress fields in the material.27 They are very
sensitive to boundary conditions (spatial and temporal pressure
profiles) and mechanical properties.

Recently, many works investigated the ablation pressure in the
confined regime.15,19,28,29 Notably, Scius-Bertrand et al.15 collected
an extensive range of experimental data to validate 1D ESTHER
code30 given plasma microscopic parameters like temperature and
density. The authors provide also scaling laws for the temporal pres-
sure profile that can be used as loading conditions to simulate the
process with mechanical codes. Furthermore, Rondepierre et al. con-
ducted in-depth investigations of plasma pressure as a function of
laser spot size to underline the importance of the multi-dimensional
release of the plasma for submillimeter laser spot sizes.29 The
authors extended Fabbro’s model28 with a new scaling law depend-
ing on power density and spot diameter. In both models, progress
was done to control laser loading through the real top hat spatial
profile, energy, and pulse profiles measurement shot by shot.

This article aims to link material behavior under such shocks
and usage of these new advances on pressure produced by the con-
fined regime. The objective is to discriminate the impact of loading
parameters (spatial and temporal) from mechanical behavior of the
material. Comprehensive approach using simulation is based on mod-
eling from the Johnson-Cook (J-C) model implemented in multidi-
mensional LS-DYNA software and uniaxial elastic plastic approaches
to highlight the main mechanism through literature parameters.

To have a general approach, first pure aluminum (pure-AL) is
investigated by focusing on spatial loading conditions affecting

shock propagation. To that scope, uniaxial and multiaxial models
are described in Secs. II A and II B accordingly. In Sec. III, experi-
mental setup to measure the Back Face Velocity (BFV) of aluminum
alloys under laser shock is described for new sets of experiments
with various well-controlled laser parameters. Furthermore, loading
conditions used in numerical simulations (temporal and spatial
loading conditions) are discussed in Sec. IV. Thereafter, we simulate
the laser shock propagation through a pure-AL plate using a uniaxial
approach (Sec. V A) and beyond (Sec. V B), where we analyze the
related 2D phenomena and their signature on the dynamic response
of the target. Finally, we validate and optimize our numerical results
on pure-AL and Aluminum 2024-T3 (AA2024-T3) accordingly
using the Velocity Interferometer System for Any Reflector (VISAR)
to measure the BFV, which has been done in Hephaïstos Laser facil-
ity located in the PIMM laboratory (Procédés et Ingénierie en
Mécanique et Matériaux) as presented in Sec. V C. We discuss the
obtained results in Sec. VI and conclude in Sec. VII.

II. ONE-DIMENSIONAL AND MULTIDIMENSIONAL
MODEL

Laser shock propagation is characterized by high strain rate
deformation (106 s�1), short load impulse (few tens of ns), and
strong stress (GPa), which makes it difficult to analyze the back-
ground of the physical mechanisms. Therefore, numerical simula-
tion could provide the detailed phenomena and analyze the stress
propagation during laser shock propagation. Starting with the uni-
axial approach in Sec. II A, we present the numerical method used
to derive the stress wave propagation. Thereafter, we utilized
LS-DYNA to analyze the contribution of a multidimensional model
on the dynamical results with respect to the uniaxial approach
within Sec. II B.

A. Uniaxial approach

1. Problem statement

We assume here that the total strain field is uniaxial, which
reduces the behavior of the material at the center of the impact,
and along the impact direction. By deliberately excluding a 2D
description in this approach, we aim to assess the importance of
2D effects in the behavior of the impacted specimen, with respect
to other effects from plasticity. Due to the amplitudes of the stress
waves generated by the laser during the LSP process, the propaga-
tion of the waves occurs both elastically and plastically. According
to the literature works,21,31,32 plasticity alone can induce specific
propagation behaviors, since a shockwave travels at a lower speed
while it induces plasticity in the material than when it does not,
making the elastic and plastic parts of the wave interact with each
other.

2. Modeling of the elastic-plastic propagation

Elastic propagation: When considering a purely elastic evolu-
tion (the increment of plastic strain is zero) in a homogeneous iso-
tropic material, and for a uniaxial state of strain, the stress wave
propagation is governed by the following equation (the

FIG. 1. Schematic setup of the laser shock experiment under a water confined
regime (WCR).
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developments can be found in Appendix A):

@U
@t

þ A� @U
@x1

¼ 0: (1)

In Eq. (1), x1 is the coordinate in the direction of the shock, and U
and A are defined in the following equation:

U ¼ σ11

v1

� �
, A ¼ 0 � κ þ 4

3 μ
� �

� 1
ρ 0

� �
: (2)

σ11 is the axial component of the stress tensor in the direction of
the shock and v1 is the material velocity component in the same
direction, such that v1 ¼ @u1=@t, with u1 being the axial displace-
ment component. In matrix A, ρ refers to the density of the mate-
rial, while κ and μ are the bulk and shear moduli, respectively. The
derivation of Eq. (1) needs the assumption of a standard elastic
behavior using Hooke’s Law, instead of a hydrodynamic description
via an Equation of State. According to Ballard,21 the hydrodynamic
behavior can be neglected as a first approximation if the applied
pressure is under 0:1κ. We will check that the applications follow
this condition.

Plastic correction: In the case of a plastic behavior, the plastic
strain increment _ε p is non zero. In our case, plasticity is detected
when the equivalent von Mises stress exceeds the plastic flow stress,
given here by the Johnson-Cook isotropic hardening model,33

R(�ε p, _�ε p) ¼ Aþ B�εnp

� �
1þ C ln

_�ε p

_ε0

� �� �
� 1� T � T0

Tm � T0

� �m� �
, (3)

where A is the initial yield strength of the material at the quasi-
static strain rate; B and n are the strain hardening modulus and
exponent, respectively; C is the strain rate sensitivity parameter; m
is the thermal softening coefficient; T is temperature; and T0 and
Tm are the reference and melting temperatures accordingly. In the
following, the influence of the temperature will be neglected
(T ¼ T0).

34–36 _ε0 is the reference plastic strain rate, and �ε p is the
equivalent strain defined as

�ε p ¼
ðt
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3
_ε p : _ε p

r
dt: (4)

In Eq. (4), we introduce the notation “ : ” for the double dot
product, which can be defined as follows:

a : b ¼
X
i,j

aijbij, (5)

where a and b are second-order tensors. We also introduce the
accumulated plastic strain p, such that its rate follows the equation:

_p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3
_ε p : _ε p

r
: (6)

We can, thus, define the yield function as

g ¼ σvM � R(�ε p, _ε p), (7)

σvM referring to the von Mises equivalent stress or the 2nd invariant

of the stress tensor: σvM ¼ J2(σ) ¼
ffiffiffiffiffiffiffiffiffiffi
3
2 S : S

q
, with S being the devia-

toric part of the stress tensor, such that S ¼ σ � 1
3 Tr(σ)I. The plastic

correction ensures that the flow rule and consistency conditions hold,

_ε p ¼ _Λ @g
@σ

_Λ � 0
_Λg ¼ 0

8><>: , (8)

where Λ is the so-called plastic multiplier. For the von Mises crite-
rion, it can be derived that _Λ ¼ _p.

The Johnson-Cook model is highly non-linear, which implies
that taking plasticity into account, even for a uniaxial problem is
not straightforward. We proceed by using a radial return algorithm,
following the strategies of works from the literature,37,38 coupled
with a fixed point iteration updating the internal variables. This
last part ensures that the new flow strength is updated at each itera-
tion and, thus, that the radial return is computed implicitly for the
value of the flow stress of the current iteration. The global numeri-
cal resolution proceeds as follows: at each time step and for each
cell of the discretized numerical domain, an elastic trial state is
computed by solving Eq. (1). From the latter, the yield function g
from Eq. (7) is evaluated. If g � 0, then the step is elastic and one
can proceed to the next time step. If not, one must apply a correc-
tion on the stress and compute the plastic strain increment such
that the flow rule and consistency conditions are verified. Here, this
problem requires to solve a non-linear equation to find the correct
value of the accumulated plastic strain rate, for which root-finding
methods can be used. The steps taken to compute the state of the
system at the next time increment are summarized in the pseudo-
code algorithm given in Appendix B.

3. Numerical method for the stress wave propagation

The differential equation we need to solve is Eq. (1). The
problem was specifically put in this hyperbolic form to allow the
use of dedicated precise numerical methods. Following the litera-
ture works,32,39 we use a Godunov-type with a high resolution
method. The details of the method can be found in the work of
Leveque.40 Such a method is well-suited for rapid loadings, such as
the ones typical of the LSP process, because it is able to limit the
spurious oscillations appearing in the solution without adding too
much artificial viscosity.

B. Multidimensional model

Non-linear finite element solver LS-DYNA has been used to
simulate the material response under laser shock. Similar problems
have been already solved using this code such as hypervelocity, bal-
listic impacts,41,42 and laser shock propagation in composite.23

Authors studied dynamic behavior of materials under high strain
rate loading conditions using different types of material
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model.33,43,44 Moreover, an equation of state is necessary to provide
the thermodynamic relation relying the sudden pressure, internal
energy, and density changes during the shock wave.41 Following
parts present the used 2D-axisymmetric numerical model, then the
material model in LS-DYNA and the associated equation of state.

1. Mesh and geometry

During laser shock, the main interest is focused on the central
zone in relation to pressure loading and the measuring plan of the
Back Face Velocity (BFV) as shown in Fig. 2. Thereafter, a mesh
has been generated using the Bias function to obtain thinner
mesh at the center of the plate. The smaller shell element size is
1:85 � 4 μm2 for the 2D axisymmetric model, which is based on
the revolution symmetry assumptions to reduce simulation time as
well (Fig. 2).

2. Material model

Since we are dealing with a high strain rate (up to 106 s�1), the
material response will be significantly different from static to quasi-
static and dynamic loading conditions.45 To better describe strain
rate effects, various high strain rate formulations have been used
for laser shock in aerospace applications, such as Bammann
model43 and Zerilli–Armstrong material model in Ref. 44. An apt
material model is the J-C model33 owing to its availability in finite
elements codes,46 which is the function of Von Mises tensile flow
stress, in accordance with strain hardening, strain rate hardening,
and thermal softening as defined in Eq. (3). Different works have
assumed negligible thermal effects during the laser shock
process34–36 and have provided validated results comparing to the
experiment. The J-C (Johnson-Cook) material model is available
in LS-DYNA in different forms; in this study, we use the
MAT_JOHNSON_COOK (MAT_015) coupled with the equation

of state. Following the methodology of the previous works, thermal
effects will be assumed to be negligeable.

3. Equation of state

The Grüneisen is a commonly used Equation of State (EOS)
in high strain rate impact.47,48 It accurately represents the behavior
of the Hugoniot relationships under shock compression. The
Grüneisen as defined in LS-DYNA (EOS_GRUNEISEN) with cubic
shock-velocity as a function of particle velocity vs(vp) defines differ-
ent pressures for compressed and extended materials as the follow-
ing equations accordingly:

p ¼ ρ0C
2β 1þ 1� γ0

2

� �
β � a

2 β
2

	 

1� (S1 � 1)β � S2

β2

βþ1 � S3
β3

(βþ1)2

h i2 þ (γ0 þ aβ)E, (9a)

p ¼ ρ0C
2β þ (γ0 þ aβ)E: (9b)

Here, C is the intercept of the vs(vp) curve (value of vs when
vp ¼ 049); S1, S2, and S3 are the unitless coefficients of the slope of
the vs(vp) curve; γ0 is the unitless Grüneisen gamma, a is the unit-
less, first-order volume correction to γ0, and β ¼ ρ

ρ0
� 1, E denotes

the internal energy.

III. EXPERIMENTAL SETUP

A. Used laser systems and optical setup

Experiments have been performed on Hephaistos facility at
PIMM laboratory. The laser system (a GAIA HP, from Thales)
delivers a Gaussian temporal pulse of 7.2 ns duration at Full Width
at Half Maximum (FWHM) in the green visible wavelength
(532 nm) and with an energy going up to 14 J. Finally, a motorized
half-wave plate is used and coupled to a polarizer to control the
laser energy emission on target. Pulse durations and energies were

FIG. 2. 2D axisymmetric model with a 311 250 shell elements.

https://aip.scitation.org/journal/jap


measured, respectively, pulse by pulse with a DET-10A2 (Thorlabs)
photodiode and a QE50LP (Gentec-EO, Canada) calorimeter (cali-
brated by a second calorimeter every day of shot campaign). The
laser beam was focused on the metal target and smoothened using
a DOE (Diffractive Optical Element) coupled to an appropriate
converging lens in order to obtain a focal spot size ranging from 2
to 5 mm. Top-hat beam profiles on the target were obtained, as
shown in Fig. 6, and measured through a Basler-ac camera (pixel
size : 5:5� 5:5 μm) located at the target surface.

B. Velocity measurement with the VISAR system

Back free surface velocity time resolved profiles of the target
are measured by a Velocity Interferometer System for Any
Reflector (VISAR) based on a Barker system.50,51 It gives the signa-
ture of shock waves and its dependence on the target. The resolu-
tion of less than 1 ns is achieved; thus, the elastic precursor velocity
can be measured as well.

As shown in Fig. 3, a VISAR is constituted of two parts:

• A single longitudinal mode (λ0 with a narrow spectral width)
collimated laser beam (Verdi CW 532 nm made by Coherent) is
focused on the rear surface of the metal target. The scattered
reflection of the beam is then collected and directed toward the
second part to be analyzed; a short focal length has to be used to
collect as much light as possible. This reflection is wavelength-
shifted according to Doppler-Fizeau’s effect as the surface is
moving under a velocity V,

λ(t) ¼ λ0 1� V(t)
c

� �
, (10)

with c being the speed of light in vacuum.
• The second part is a field-compensated Michelson-like interfer-
ometer. Calibrated mirror enables to delay one arm from the
other of the interferometer. It changes the initial path difference

(δ) in the interferometer, and hence, the required velocity to
move from one fringe to the next one is also changed: this is the
Velocity Per Fringe (VPF) factor. Then, the interference between
the signal at time t [wavelength λ(t)] and one at time t þ Δt
[wavelength λ(t þ Δt)] is produced. Therefore, there is a transla-
tion of the interference fringes as soon as a wavelength-shift
occurs. Fringes are acquired by using two fast PhotoMultipliers
(PM provided by Valyn company).

Time-resolved measurement of the interference intensity
enables one to obtain the corresponding velocity by the current
equation,

Iv(t)/ 1þ cos
2πδc

λ0(c� V(t))

� �
: (11)

C. Target materials

This study is based on the simulation of shock wave propaga-
tion within pure-AL and AA2024-T3. Their current mechanical
properties and material model J-C parameters as elaborated
in Eq. (3) have been collected from different works in the
literature34,52–54 as summarized in Tables I and II.

Where ρ refers to the density, μ refers to the shear modulus,
Cp is the specific heat capacity, and the rest of parameters has been
defined in Eq. (3).

IV. PRESSURE LOADING MODELING

This part presents the source term used in our simulations for
the laser-induced plasma pressure (temporal and spatial input).

On the one hand, the temporal distribution of the pressure
has to be defined. This has been done using previous models based
on numerical simulations and experimental fitting.15,29,30 On the
other hand, the spatial distribution of the pressure along the laser

FIG. 3. VISAR setup used for rear-free surface velocity measurements.
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spot irradiating the metal target is defined using experimental mea-
surements of the spatial distribution of power density. A propor-
tional scale law is directly applied between the power density
distribution and the pressure distribution, as the maximum reached
pressure (Pmax in GPa) is given by the following experimental law
[expression (12)]:

Pmax ¼ 2:2
ffiffiffiffiffiffiffiffiffi
Ilaser

p
, (12)

where Ilaser is the power density in GW=cm2; this formula has been
fitted in the function of laser intensities based on the original
formula55 by using α ¼ 0:6.56

A. Temporal pressure distribution

Most recent pressure time-resolved profiles from literature
have been implemented. For earliest plasma period corresponding
up to the end of the laser pulse, we use scale law extracted from
ESTHER code.15 For longer periods of time, Rondepierre et al.
demonstrated that the release depends on focal spots through the
plasma expansion behavior.29 Indeed, rarefaction phenomenon is
dominant when the blast wave reaches the center of the plasma.29

1. Description of the rarefaction phenomenon

Following the work of Pirri in 1973,57 a rarefaction wave prop-
agates from the edges of the laser spot toward its center, in reaction
to the radial expansion of the plasma. This rarefaction wave is
assumed to travel at the local speed of sound Cs. As the plasma is
considered as an ideal gas, the speed of sound is given by the fol-
lowing equation:

Cs ¼
ffiffiffiffiffiffi
γP
ρ

s
¼

ffiffiffiffiffiffiffiffiffiffiffi
γRTp

M

r
, (13)

with γ being the adiabatic coefficient, P being the pressure, ρ being
the density, R being the gas constant, Tp being the plasma tempera-
ture, and M being the molar mass.

One can calculate the time τR from which the rarefaction wave
reaches the center of the plasma to impact its release as in the

following equation:

τR ¼ D
2Cs,m

, (14)

with D being the laser spot diameter and Cs,m being the average
sound of speed (from t ¼ 0 to t ¼ τR) regarding the drop in the
plasma temperature.

From this time, the plasma pressure on the surface is affected
by a spherical blast wave, and the pressure starts to follow a scaling
law (as shown in Fig. 5), which is given by the following equation:

P(t)/ t
τR

� ��6
5

: (15)

2. Calculation of τR

To implement the rarefaction phenomena in our pressure
temporal profile, we have to calculate the time τR from which to
apply the rarefaction scaling law on the pressure.

Either the density or the molar mass of the plasma cannot be
easily calculated (the plasma is partially made of ionized water,
from the confinement) to obtain the average speed of sound Cs,m.
Therefore, to calculate τR, we made the choice of using the
maximum reached temperature TM , associated to a maximum
speed of sound CM,s. Thus, the speed of sound is obtained at any
time by applying a proportional ratio from these maximum values
according to the following expression:

Cs(t) ¼ CM,s

ffiffiffiffiffiffiffiffiffiffi
Tp(t)

TM

s
: (16)

From numerical simulations (Esther Code, CEA30), the
maximum temperature TM was estimated to be around 50 000 K
for a power density of I0 ¼ 4GW=cm2, which is also consistent
with experimental results from Ref. 58 (TM � 8000 K at
0:4GW=cm2). This also gives CM,s � 11 000m=s at I0.

TABLE I. Mechanical properties for pure-AL and AA2024-T3.54

Material ρ(kg/m3) μ(GPa) Cp(J/g-°C) Tm(°C) T0(°C)

Pure-AL 2698.9 25 0.9 660.37 25
2024-T3 2780 28 0.875 502 25

FIG. 4. Values of the rarefaction time τR (ns) as a function of the power density
I (GW=cm2) for different laser spot sizes.

TABLE II. Jonshon Cook parameters of pure-AL and AA2024-T352 and Grüneisen
parameters.48

Material A(MPa) B(MPa) C n C(m/s) S1 γ0

Pure-AL 90 200 0.035 0.3 5328 1.338 2
2024-T3 369 329 0.025 0.35 5328 1.338 2
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Furthermore, as the plasma is considered to be an ideal gas,
we also assumed that the maximum temperature, similarly to the
maximum pressure [see expression (12)], is proportional to the
intensity: TM / ffiffi

I
p

, so that

Tp(I) ¼ Tp(I0)

ffiffiffiffi
I
I0

r
: (17)

The rarefaction time has been calculated as a function of the
power density and for our four usually used laser spot sizes (2, 3, 4,
and 5 mm), as shown in Fig. 4. The following law has been
extracted to get the rarefaction time knowing the power density (I)
and the laser spot size (D),

τR(ns) ¼ aD(mm)� b

Ic(GW=cm2)
, (18)

where a ¼ 1380GWcens=cm2cþ1, b ¼ 52 nsGWc=cm2c, and
c ¼ 0:285.

As expected, this rarefaction time will be larger with bigger
laser spot sizes (the distance to be travelled by the wave has
increased) and smaller with higher laser intensities, since the initial
temperature will be higher as well the speed of sound.

In our study, we combined the 1D profile provided by
ESTHER code (the red curve PT1) and the rarefaction phenome-
non for each power density (I) and focal spot (D) as showed in
Fig. 5 by the green (PT2) and the blue (PT3) profiles, respectively,
for 3 and 4mm focal spot under 3 GW=cm2 power density.

B. Spatial pressure distribution

The power density is measured using a Basler-ac camera as
shown in Fig. 6. The homogeneity of the focal spot is ensured
thanks to the use of a DOE (Diffractive Optical Element) as shown
by gray circles in Figs. 6(a) and 6(b) for 3 and 4mm focal spots,
respectively.

As illustrated in Fig. 6(c), the transformation between the
spatial pressure profile of 3 and 4 mm focal spots are obtained by

homothety of ratio SF = 1.315. This value corresponds to the ratio
between the two Full Width at Half Maximum of the spatial pro-
files (FWHM1/FWHM2).

The fluctuation that exists in the spatial profile will make a
huge loading gradient between one element and another even with
1 μm mesh size. These fluctuations are created due to the interfer-
ences of the laser beam after being diffracted by the DOE.
However, this will be quickly homogenized during the plasma crea-
tion by plasma absorption in the conduction zone and the ablation
front from critical density to solid surface. To avoid this power
density variation and to reach the plasma pressure, we filter the
experiment profile (SP1) using a second-order Butterworth filter at
0.455 kHz to obtain the smooth profile (SP2) shown as the blue
curve in Fig. 8 for 3 and 4 mm focal spot diameter in (a) and (b)
accordingly. Moreover, we filter the average profile of the experi-
mental spatial pressure distribution with the first-order
Butterworth filter at 1.82 kHz to obtain the sharp and the closer
profile to the experimental profile shown as the green curve SP3 in
Fig. 8, which highlights a strong boundary pressure gradient at the
edge of the focal spot. We provide the analytical fittings of the
spatial profile [Ir for SP2 and SP3 in Table IV (Appendix D)].

V. RESULTS

A comprehensive study of loading conditions such as the
spatial and temporal power density distribution has been done first
on a pure-AL target using Uniaxial and multidimensional simula-
tions. For each parameter, BFV profiles are extracted to analyze
experimental results in relation to physical phenomena.
Furthermore, these numerical models are compared in Sec. V C
with experimental results for pure-AL and calibrated for
AA2024-T3.

A. Uniaxial results

Using the uniaxial approach described in Sec. II A, we calcu-
lated the Back Face Velocity (BFV) of pure-AL under laser impact
of three different intensities (0.7, 1.8, and 3.3 GW=cm2) as

FIG. 5. Temporal pressure profile using the analytical fit of Scius-Bertrand et al.15 in PT1, while for PT2 and PT3 we count also the rarefaction phenomena for 3 and
4 mm focal spot sizes accordingly as shown in (a) and (b).
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illustrated in Fig. 7. In these cases, the maximum pressure, com-
puted with Eq. (12), is under 0:1κ � 8 GPa for the pure-Al. Here,
the uniaxial approach is a valid approximation of the true behavior.

As shown in Fig. 7, the simulated BFV using the uniaxial
approach shows the same behavior under different applied laser
intensities, and the signature of stress propagation due to the laser
shock on the simulated BFV is characterized by some points as
summarized in Table III.

We can observe in Fig. 7 three main peaks (b, c, and d) for all
laser loadings at 190, 500–550, and 800–900 ns, respectively. They
correspond to the emergence of the shock wave after the propaga-
tion of incident shock wave through the target: one time and to

going back and forth, respectively. As illustrated in Fig. 7, the sole
description of the elasto-plastic state of pure-AL during the impact
at its center is not enough to observe edge effects as explained by
Berthe et al.,11 which must then originate from the regions of the
shockwave outside of its center. Hence, the current 1D model
cannot be useful for the LASAT application (which need to take
into consideration edge effects) contrary to the multidimensional
models that are described in Sec. V B.

B. Multidimensional results

In order to take into account the multidimensional effects on
the BFV during the laser shock, we are going to use the multiphy-
sics solver LS-DYNA to analyze the influence of spatial and tempo-
ral loading conditions on the BFV profile.

1. Influence of loading conditions on BFV

The first step is to verify which type of spatial profile we can
use to model our power density spatial distribution. To that scope,
we simulate BFV of pure-AL using three types of spatial distribu-
tion (SP1, SP2, and SP3) for 3 mm focal spot as shown in Fig. 8.
For material model parameters, we use literature parameters as
summarized in Tables I and II, and for loading conditions, we use
the analytical pressure profile developed using 1D ESTHER code15

for 3 GW=cm2 power density (PT1 in Fig. 5).
Figure 8 reveals that the BFV profile simulated using the mea-

sured experimental spatial distribution of the power density SP1
[black curve in Fig. 8(a)] provides a lot of fluctuations due to the

FIG. 6. CCD image of a 3 and 4 mm focal spot in (a) and (b) accordingly, with the associated normalized laser spatial intensity (green and red curves accordingly) in (c).
The blue curve corresponds to the homothety of the green one using the scale factor (SF = 1.315).

FIG. 7. BFV of 1 mm pure-AL plate under three laser intensities 0.7, 1.8, and
3.3 GW=cm2 calculated using a uniaxial approach as shown by red, green, and
blue curves accordingly. Points a, b, c, and d are identified according to their
origin in Table III.
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one that already exist in the spatial profile SP1 as shown by the
black curve Sim(SP1) in Fig. 8(c). Moreover, using SP2 [blue curve
in Fig. 8(a)], smoothed BFV is obtained as shown by the blue curve
Sim(SP2) in Fig. 8(c). However, the smoothed profile SP3 still pro-
vides some fluctuations on the BFV [Sim(SP3) in Fig. 8(c)], which
could be related to the high gradient of pressure at the edge of the
focal spot (where the energy decreases from 100% to 1% by
moving 1.8 mm away from the focal center for 3 mm focal spot).
To compromise, in the following simulation, we are going to use
both spatial profiles (SP2 and SP3) but with the same 2D mesh
developed in Fig. 2. Moreover, BFV profiles simulated with the
experimental spatial profile or the sharp spatial profile (SP1 and
SP3 accordingly) provide negative velocity after the first shock
breaking out, which is related to the edge effects that cannot be
reproduced by the smoothed spatial profile SP2 [green curve Sim
(SP2) in Fig. 8(c)].

After choosing SP2 and SP3 as spatial pressure distributions,
we analyzed the influence of the temporal pressure profile on the
BFV. To that scope, we are going to simulate the BFV of pure-AL
under 3 GW=cm2 power density with 3 mm focal spot size [SP2
and SP3 from Fig. 8(a)] using PT1 (the 1D profile from Fig. 5
obtained using ESTHER15) as a reference to see the effect of rare-
faction phenomena by using PT2 for 3 mm focal spot size (green
curve in Fig. 5).

Figure 9 highlights the influence of counting the rarefaction
phenomena in the loading conditions (where the blast wave arrives

at the plasma center around 265 ns for a 3 mm focal spot) on the
BFV. Influence of rarefaction phenomenon is negligible for our
study as we see in Figs. 9(a) and 9(b), since we are looking only to
the first three back and forth of the shock wave in the target. This
influence will be more important for smaller focal spot and higher
laser intensities according to Eq. (18). In the sequel, we are going
to use the PT2 and PT3 as the temporal pressure distribution
profile for the 3 and 4mm focal spots accordingly.

2. Edge and compressive 2D effects

One of the current challenges is to identify which configura-
tions trigger maximum tensile stresses in the samples that can
result in debonding as the one used for the LASAT application23 or
paint stripping.13 Edge effects are one of the interesting phenomena
to understand and control their appearance under laser shock in
order to allow the creation of regular spallation inside the mate-
rial.11,27 Authors proved that depending on the ratio thickness/laser
spot diameter (=R), it is possible to stimulate edge effects and to
generate tension or regular spallation inside the target.11,27 In this
part, we elaborate the edge and the compressive 2D effects, associ-
ating them to the BFV profile. For completeness, we analyze the
sensitivity of these effects on the loading conditions and target
properties.

Edge effects. As already shown in Fig. 8, the spatial distribution
of the power density profile has a crucial role in the significance of

FIG. 8. Spatial distribution of normalized intensity profiles SP1, SP2, and SP3 for 3 and 4 mm focal spots in (a) and (b) accordingly, and the computed BFV of pure-AL
under 3 GW=cm2 power density using the three different spatial distribution profiles SP1, SP2, and SP3 for 3 mm focal spot (a) as shown by the curves Sim(SP1), Sim
(SP2), and Sim(SP3) accordingly in (c).
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the edge effect that is present directly after the release of the 1st

shock wave. The smallest edge effect is obtained for the smoothed
profile SP2 as shown by the blue curve Sim(SP2) in Fig. 8(c). To
analyze the origin of these effects during the shock wave propaga-
tion, we used the X-T diagram that provides us the axial stress level
σyy distribution through the target thickness as shown in Fig. 10 and
the associated BFV profile calculated using the sharp spatial profile
SP3. We focus on σyy to analyze the axial response of targets, while
the components σxy have been found to be negligible compared to
the axial one at the back face. Indeed, the center of the stress wave
deforms the material uniformly in compression/tension, hence the
absence of any substantial shear stress.

Figure 10 reveals the link between the BFV profile and the
stress level σyy through the thickness of the target due to the laser

shock. Furthermore, the blue arrows show the propagation of the
compression waves through the plate thickness which hit the back
face and reflect as tensile waves as shown in the red arrows in
Fig. 10. The signature of the elastic precursor on the BFV profile
can be also linked to the separation of two compression waves that
hit the back face, where the faster elastic one is marked by the dark
circle in the X-T diagram (Fig. 10), while the plastic compression
wave hits the back face and produces the first peak of the BFV
profile (first shock).

In order to verify the influence of the ratio thickness/laser
spot diameter (=R) on the edge effects (tensile 2D effects), different
simulations have been done on 1mm pure-AL thickness for differ-
ent focal spot sizes under two different power densities (0.8 and
2 GW=cm2) in Figs. 11(a) and 11(b) accordingly.

Figure 11 demonstrates that the first edge effect present in the
first release after the first shock will be neglected at a ratio of
R = 0.15 between the thickness and the focal spot diameter. In
addition, the second edge effect needs a smaller ratio to be negligi-
ble (R = 0.095). Moreover, these ratios proved to be insensitive to
the applied power density by comparing the sensitivity study of the
BFV profile in Fig. 11(a) to the one in Fig. 11(b) under a different
power density.

Compressive 2D effects. After analyzing the edge effects that
are produced by a traction stress (red color) on the back face, we
are going to analyze the third peak that appears on the BFV profile
of pure-AL under 0.8 GW=cm2 [red curve in Fig. 11(a)] and does
not exist under 2 GW=cm2 [red curve in Fig. 11(b)]. To that scope,
we generate the X-T diagram of the 1 mm pure-AL under
0.7 GW=cm2 as depicted in Fig. 12.

Figure 12 identifies the compression wave that is responsible
for the third peak in the BFV profile of 1 mm pure-AL under
0.7 GW=cm2. We mark three interesting points on the X-T
diagram of σyy [E, F, and G in Fig. 12(a)]. Their corresponding
BFV profile and σyy contours are given in Figs. 12(c) and 12(c)
accordingly. In particular, we show the origin of this compression
wave that has been noticed to be related to 2D effects propagating
from the right and left sides of the sample [as shown in the σyy

contours in Fig. 12(b)]. At point E, a 2D shock wave has been

FIG. 9. BFV of pure-AL under 3 GW=cm2 power density using two different spatial distribution profiles SP2 and SP3 for 3 mm spot diameter from Fig. 8(a) in (a) and (b)
accordingly with different temporal profiles PT1 and PT2 from Fig. 5.

FIG. 10. Axial compression and tension stress level σyy (blue and red arrows
accordingly) during the wave propagation through the target thickness (horizon-
tal axis) and during the laser shock with the associated BFV profile under
3.3 GW=cm2 power density and 3 mm focal spot (SP3).
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generated and is going toward the back face that can be almost
seen in the X-T diagram in Fig. 12(a). These 2D waves will reflect
on the back face as a tensile wave and propagate towards the front
face and reflect again as a compression wave [as shown by the con-
tours plots of σyy in Fig. 12(c) for point F], another 2D wave will
join the last one and propagate until they reach the back face and
produce the third peak (point G) in the BFV profile [Fig. 12(b)].

It has been seen in Fig. 11 that compressive 2D effects will dis-
appear also for a small ratio between thickness and laser spot diam-
eter (R�0.15). These 2D effects do not exist in Fig. 11(b) even for

big ratio between thickness and laser spot diameter under
2 GW=cm2 of power density. In order to verify the influence of
applied pressure on these compressive 2D effects, we quantified the
2D velocity as noted in Fig. 12(b) with respect to the ratio between
the applied laser pressure and pure-AL Hugoniot elastic limit pres-
sure PHEL as defined in the following equation:5

PHEL ¼ 1
2
ρCelVF , (19)

FIG. 11. Influence of the ratio thickness/focal spot diameter (=R) on edge effects for pure-AL of 1 mm thickness under different laser intensities, 0.8 and 2 GW=cm2 in (a)
and (b) accordingly.

FIG. 12. Axial compression and tension stress level σyy (blue and red arrows accordingly) during the wave propagation through the target thickness (horizontal axis)
under 0.7 GW=cm2 in (a), with the associated BFV profile in (b), and σyy contours at three different points (E, F, and G) in (c).
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where ρ is the material density, Cel is the elastic wave velocity given
by Eq. (20), and VF is the velocity that corresponds to the elastic
precursor,

Cel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E(1� ν)
ρ(1þ ν)(1� 2ν)

s
: (20)

Using mechanical properties of the pure-AL54 and its BFV profile
under laser shock Fig. 12(b), we quantify the 2D velocity for different
ratios between the laser applied pressure and the HEL one (Pmax=PHEL)
using a 3mm focal spot, a ratio of 13 is sufficient to neglect the com-
pressive 2D effects. We note that for a larger focal spot diameter
(D .3mm), this ratio between the applied laser pressure and the HEL
one is more than enough to neglect the compressive 2D effects.

C. Experimental validation of numerical results

Apart from the different types of loadings that can be used in
laser shock (spatial and pressure distribution), also different mate-
rial model parameters are available in the literature. Therefore,
experimental measurements of BFV should be done to validate our
numerical inputs. Experimental laser shock has been operated on
pure-AL with four different laser intensities according to the pres-
sure ratio Pmax=PHEL in order to prove the relation between this
later and the compressive 2D effects. To achieve that, we use 0.7,

1.8, 2.46, and 3.3 GW=cm2 that correspond to a pressure ratio
(Pmax=PHEL) of 6.13, 9.8, 11.5, and 13.3 accordingly, which will be
compared with the numerical BFV as shown in Fig. 13. The BFV
simulation of pure-AL is done with both filtered spatial power
density distribution [SP2 and SP3 from Fig. 8(a)] and the modified
temporal profile PT2 for a 3 mm focal spot (Fig. 5).

Figure 13 shows a good accordance between numerical and
experimental results for pure-AL with different laser intensities
applied. Two different spatial distribution of power density have
been used, the sharp and the smoothed profile (SP2 and SP3)
accordingly as illustrated in Fig. 8(a). BFV profiles calculated using
the sharp profile [Sim(SP3)] reproduce very well the experimental
velocity, especially the edge effects, while it was not been the case
using the smoothed spatial profile [Sim(SP2)].

After validating the loading conditions in terms of pressure
profiles using the pure-AL in Fig. 13, we compared the numerical
BFV profile for AA2024-T3 with experimental measurements in
Fig. 14 using a 4 mm focal spot in order to test the material model
parameters that are summarized in Tables I and II.

Using the same intercept of the vs(vp) curve of pure-AL for
AA2024-T3 as summarized in Table II, the simulated wave does not
reach the back face of the AA2024-T3 plate at the same time as the
experimental wave reaches it see the cyan curve in Fig. 14
[Sim(literature parameters)]. To adjust the arrival time of the wave to
the back face, the intercept of vs(vp) in the Grüneisen equation of state

FIG. 13. Comparison of BFV profiles for pure-AL between experimental measurements under 0.7, 1.8, 2.46, and 3.3 GW=cm2 and the numerical results under 0.8, 1.9,
2.5, and 3.3 GW=cm2 power density in (a), (b), (c), and (d) accordingly using a 3 mm focal spot.
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should be decreased until the numerical first shock breaks out at the
same time the experimental does, which we found equal to 4880m=s
as shown by the BFV profile (blue curve) in Fig. 14 under two differ-
ent laser intensities [Sim(adjusted parameters)]. The used spatial
profile SP2 [Fig. 8(b)] was enough to model the dynamical behavior of
the 970 μm of AA2024-T3 since edge effects are negligible as shown
by the experimental BFV profiles (Exp-1 and Exp-2) in Fig. 14.

VI. DISCUSSION

The selection of proper modeling of loading conditions as the
spatial and temporal distribution of power density is of crucial
importance to obtain the accurate dynamical response of metallic
structures under high strain rate laser shock. In this study, we used
the LS-DYNA explicit solver to simulate our laser shock propaga-
tion through aluminum alloys. As a material model in LS-DYNA,
we used the Johnson-Cook (J-C) material model (MAT_015)
coupled with Grüneisen EOS (EOS_GRUNEISEN) (Tables I and
II) to describe material behavior under high strain rate deformation
produced by laser shock.

To analyze separately the influence of loading conditions on
the BFV profile during laser shock, we started with the well-known
and studied pure-AL material in the literature under the high strain
rate regime. We simulate the BFV profile using the smooth and the
sharp spatial laser distribution [SP2 and SP3 in Fig. 8(a)].
The simulated BFV profile using the sharp SP3 profile stimulates
the edge effects (negative velocity after the first shock). For the tem-
poral pressure, we used the scale laws of Scius-Bertrand et al.15

while taking into account the rarefaction phenomenon defined in
Sec. IV A 1 for the 3 mm focal spot (PT2 in Fig. 5).

In order to analyze the source of these edge effects, we used
the X-T code provided by DYNAS+, for pure-AL under
3.3 GW=cm2 in Fig. 10, where the decrease in the velocity after the
first shock on the back face is related to a tensile stress values σyy

on the back face. Afterward, we analyzed the relation between these
edge effects and the ratio between the sample thickness and
the laser focal spot (R), we found that first edge effect vanishes or

the solution will converge toward the 1D solution in Fig. 7 when
R�0.15 as we summarized in Table III. Therefore, according to the
existence of these edge effects, the spatial pressure profile slope will
be selected from the extreme smooth profile [SP2 in Figs. 8(a)
and 8(b)] until the sharp profile [SP3 in Figs. 8(a) and 8(b)].

By comparing the BFV profile simulated using the
1D-approach (Fig. 7) and the one using LS-DYNA for power
density of 0.7 GW=cm2, we can see that the third peak [point G in
Fig. 12(b)] is related to 2D phenomena. Figure 12(a) elucidates the
origin of this peak which appears to be related to a compression
wave that reaches the back face, σyy contours can also show the
origin of this peak which is the convergence of 2D waves and
reflected 2D waves [point E and F in Fig. 12(c)] toward the back
face. Moreover, we demonstrated that these compressive 2D effects
depend on the applied pressure with respect to the Hugoniot elastic
limit. They vanish for Pmax=PHEL � 13 as summarized in Table III.
We validate these numerical sensitivity studies with experimental
velocity measurement for 1 mm pure-AL thickness using four dif-
ferent laser intensities as shown in Fig. 13.

FIG. 14. Comparison of BFV for AA2024-T3 between experimental laser shock under 2.5 and 3 GW=cm2 power density and the numerical results under 2.2 and
2.8 GW=cm2 power density in (a) and (b) accordingly using the smoothed spatial distribution SP2 for the 4 mm focal spot [Fig. 8(b)].

TABLE III. Origin of pure-AL and AA2024-T3 BFV profiles peaks according to their
timing position including Edge and compressive 2D effects.

Notations Definition

(a) Shoulder separating the fast elastic wave from the
slower plastic wave21,59

(b) 1st shock breaking out
(c) 2nd shock breaking out that corresponds to the back

and forth of the first one
(d) 3rd shock breaking out that corresponds to the back

and forth of the second one
(e) Signature of the edge effect on the BFV: tensile stress

concentration of σyy related to the focal spot size and the
sample thickness, where it vanishes when: h/Φ≤ 0.15

(g) 2D shock breaking out that vanishes when Pmax/PHEL≥ 13
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After validating the numerical inputs using the pure-AL, we
adjusted the literature material model parameters of AA2024-T3 to
reproduce the experimental measured BFV profiles as shown in
Fig. 14. The adjusted model of AA2024-T3 is used to also verify
the sensitivity study of edge and compressive 2D effects that have
been done on pure-AL as summarized in Table III.

Mastering back face velocity measurement during laser shock
has allowed quantifying different phenomena (edge effects, 2D
effects, etc.). In order to complete the detailed description of the
BFV profile that we started to do with the 1D results as in
Table III, we use the BFV profile that of pure-AL (1 mm thickness)
under a 0.7 GW=cm2 laser intensity as depicted in Fig. 15 where
edge and compressive 2D effects exist where points (a, b, c, and d)
have been identified in Table III.

After validating numerical models of pure-AL and
AA2024-T3, we calculated the strain rate during laser shock on
these two targets in the function of different laser intensities as
shown in Fig. 16 in Appendix C, where the strain rate of deforma-
tion can reach 107 s�1 in pure-AL (1 mm thickness) and
AA2024-T3 (970 μm) under 2 and 2.5 GW=cm2 accordingly.

VII. CONCLUSION

In this study, we demonstrated that wave propagation simula-
tions using LS-DYNA reproduce all experimental phenomena that
exist during laser shock propagation. Results demonstrated that
loading conditions should be investigated before adjusting the
material model parameters. What is more, we investigated the
multi edges effects and their signature on the BFV profile for
pure-AL and AA2024-T3 during laser shock and we provided con-
ditions where these effects can be stimulated or avoided. We aspire
that these numerical and experimental tools could provide a high
accuracy material characterization under a high strain rate defor-
mation of aluminum alloys.
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APPENDIX A: DEVELOPMENTS FOR ELASTIC UNIAXIAL
STRESS WAVE PROPAGATION

The mechanical problem is governed by the following set of
equations:

div(σ) ¼ ρ @2u
@t2 Balanceoflinearmomentum

σ ¼ C : εe ¼ C : ε� ε p
� �

Elastic law
ε(u) ¼ 1

2 (∇uþ ∇Tu) Strain� displacementrelation

8<: ,

(A1)

where σ refers to the stress tensor, ε refers to the total strain
tensor, ε p refers to the plastic strain tensor, εe refers to the elastic
strain tensor, and u refers to the displacement field. Furthermore, ρ
is the density and C is the stiffness tensor. The elastic behavior of
the material is assumed to be isotropic, so that the matrix C can be
reduced to

C ¼ 3κJþ 2μK, (A2)

where κ and μ are, respectively, the bulk and shear moduli, and J

and K are fourth-order tensors defined as

J ¼ 1
3
I � I and K ¼ I� J, (A3)

with I being the second-order identity tensor and I being the
fourth-order identity tensor. The notation � refers to the so-called
outer product. If M ¼ a� b (a and b being second-order tensors),
then

Mijkl ¼ aijbkl: (A4)

Furthermore, the double dot product in Eq. (A1) can be defined as

M : að Þij¼
X
k,l

Mijklakl: (A5)

Supposing a uniaxial strain state in the x1 direction, the
mechanical fields have the following forms:

u ¼ u1(x1)e1, ε ¼ ε11(x1, t)e1 � e1
σ ¼ σ11(x1, t)e1 � e1 þ σ22(x1, t) e2 � e2 þ e3 � e3ð Þ

�
, (A6)

where ε11 ¼ @u1=@x1.
Using the previous hypotheses, the stress wave propagation

equations are derived for this simplified 1D problem. The propaga-
tion will be assumed to be purely elastic so that we have _ε p ¼ 0.

FIG. 15. BFV measurements using VISAR for pure-aluminum-1 mm thickness
using a 3 mm focal spot under a 0.7 GW=cm2 power density.
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The mechanical fields only depend on one spatial coordinate, x1.
As a consequence, the first two equations of system (A1) lead to
the partial derivative system,

@σ11
@x1

(x1, t) ¼ ρ @v1
@t (x1, t)

@σ11
@t (x1, t) ¼ κ þ 4

3 μ
� �

@ε11
@t (x1, t) ¼ κ þ 4

3 μ
� �

@v1
@x1

(x1, t)

(
, (A7)

since @ε11=@t ¼ @2u=@t@x1 ¼ @v1=@x1. From system (A7), it is
straightforward to deduce the stress wave equation (1).

APPENDIX B: RADIAL RETURN ALGORITHM

We present here the pseudo-code algorithm used to compute
the radial return allowing the problem to verify the Eq. (8) during
an elasto-plastic propagation.

Remark 1 During the elastic trial state, the total strain is

computed using
@ε11
@t

¼ @v1
@x1

. This equation being independent of plas-

ticity, the computed value for the total strain is also valid in the radial
return part of the algorithm, where it is needed to correct the stress.

Remark 2 For the computation of the new plastic flow
stress, we introduce the function R* line 11 of Algorithm 16 such

that R(�εkþ1
p , _ε

kþ1
p ) ¼ R*(pk, Δp). The Johnson-Cook model depends

on the quantities �ε p and _ε p, which can be both expressed as func-
tions of Δp by the definition of the accumulated plastic strain rate
_p. More precisely, �εkþ1

p ¼ �εkp þ Δ�ε p ¼ �εkp þ Δp. We can, thus,

define a function R*, equivalent to R, depending explicitly on Δp.
In line 11 of the algorithm, the quantity pkþ1 is used as argument

for the function R* so that the equation is solved for the new value
of the yield flow stress at each iteration, not just the one when plas-
ticity was detected.

APPENDIX C: STRAIN RATE IN PURE-AL AND
AA2024-T3

Using the validated material model and loading conditions on
the pure-AL and on the AA2024-T3, we calculate the strain rate of
deformation for different power densities [I (GW=cm2)] as shown
in Fig. 16.

APPENDIX D: ANALYTICAL FIT OF THE SPATIAL
POWER DENSITY

We provide the analytical fittings of the spatial power density
for the smooth and sharp filtered profiles in Table IV, where
α ¼ 2:76(mm)=FWHM(mm), and FWHM is the Full Width at
Half Maximum of the spatial profile.

FIG. 16. Strain rate in pure-AL (1 mm thickness) and AA2024-T3 (970 μm thick-
ness) for different applied power densities accordingly in a and b.

Algorithm 1 Simulation of the elasto plastic uniaxial stress wave
propagation

1: Input variables : σk
11, σ

k
22, ε

k
11, ε

k
p;11, p

k, Rk.
2: Compute σ trial

11 , vkþ1
1 with the numerical method assuming an elastic

evolution.
3: Compute the corresponding εkþ1

11 and σ trial
22 values.

4: Elastic trial : εkþ1
p;11 ¼ εkp;11 and pkþ1 ¼ pk

5: if J2(σ trial)� Rk � 0 then
6: σkþ1 ¼ σtrial

7: End
8: else
9: Initialize Δp, and σkþ1 ¼ σtrial

10: while Δp . ϵ do ▷ϵ is a given tolerance
11: Find Δp such that J2(σkþ1)� 3μΔp� R�(pkþ1;Δp) ¼ 0.

12: Compute Δε p ¼ 3
2

Skþ1

J2(σkþ1)
Δp

13: Compute εkþ1
p and pkþ1 using Δε p and Δp.

14: Compute Rkþ1 ¼ R(�εkþ1
p ; _ε

kþ1
p )

15: Compute the new stress state :
σkþ1 ¼ κTr(εkþ1)I þ Skþ1 � 2μΔε p

16: End

https://aip.scitation.org/journal/jap
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