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On the sharp regularity of solutions to hyperbolic boundary
value problems

Corentin Audiard *f

June 24, 2022

Abstract

We prove some sharp regularity results for solutions of classical first order hyperbolic
initial boundary value problems. Our two main improvements on the existing litterature are
weaker regularity assumptions for the boundary data and regularity in fractional Sobolev
spaces. This last point is specially interesting when the regularity index belongs to 1/2+ N,
as it involves nonlocal compatibility conditions.

1 Introduction

Everything in a toy model Consider the simplest hyperbolic initial boundary value prob-
lem (IBVP)

Ou + Ogu(z,t) = 0, (x,t) € (RT)?

u(z,0) = uo(x),

u(0,1) = g(t)

When (ug, g) € L?(R")?2, the solution is piecewise defined: u(z,t) = ug(x — t) for x —t > 0,
g(t — ) for x —t < 0, it belongs to C;L>.

It is well known that the smoothness of (ug,g) is not enough to ensure the smoothness of w,
compatibility conditions are required: for k € N, u € ﬁ;?:OC';Z H*=J if and only if

(ug,g) € (H"? and Vj < k— 1, u(0) = (=1)7g9)(0).

These compatibility relations are trivial here due to the solution formula, but are more generally
derived considering u (and its derivatives) at the corner x = ¢t = 0, and writing 0%u|z—o|i=0 =
0“U|¢=0|z=0. A basic rule of thumb being that any compatibility condition that makes sense
should be true.

For fractional regularity, not much changes except in the notoriously pathologic case s = 1/2[Z].
Indeed even if there is no trace in H'/2(R*), the gluing of two functions in H'/2(R*) is not
H'Y2(R). The simplest way to see this is to consider the map f € L*(R) — f(:) — f(—-) €
L*(R*). It is continuous L3(R) — L*(R*) and H' — H}(R*) hence HY(R) — [L2, H}], /o

*Sorbonne Universités, UPMC Univ Paris 06, UMR, 7598, Laboratoire Jacques-Louis Lions, F-75005, Paris,
France
fCNRS, UMR 7598, Laboratoire Jacques-Louis Lions, F-75005, Paris, France



1 INTRODUCTION 2

by interpolation. The interpolated space is the famous Lions-Magenes space HSéQ(RJr), and
it is different (algebraically and topologically) from H/2(R*t): by interpolation of Hardy’s
inequality, any function f € H&f(R*) must satisfy

f*(x)

R+ T

——dx < 00,

this is obviously not the case for functions merely in H'/2(R*).
For the regularity of solutions of the BVP, this adds a “global” compatibility condition

_ 2
= CtH1/2 o (uO’g) c H1/2(R+) and / |g(1:) uo(:n)|

R+ x

dr < oo.
Our aim here is to prove an analogous result for general hyperbolic boundary value problems.

Settings and results Let Q be a smooth open set of R?, we consider first order boundary
value problems of the form

Lu:= (0 — Y0_, A;0)u =0, (z,t) € A x R/,
Bu|8Q =g, (:E?t) € 00 x Rzrv (11)

’u,‘tzo =ug, T € Q.

The index t in R?‘ has no meaning except to emphasize the time variable. The Ags are q X q
matrices depending smoothly on (z,t), B is a smooth b x ¢ matrix, b is the number of boundary
conditions.

For data (ug, g, f) € L2(Q) x L2(09Q x R}) x L?(R; x ), the well-posedness of such hyperbolic
BVP has been obtained in a large variety, of setglngs that we will only shortly mentj .
After the pioneering results of Friedrichs %BFWsymmetrlc dissipative systems, Kreiss &PTO%
proved the well-posedness of the BVP with zero initial data in the strictly hyperbolic case
(3~ Aj&; has only real eigenvalues of algebraic multiplicity one) under the now standard Kreiss-
Lopatinskij corﬁdmon on B. In Kreiss’s framework, the case of L? initial data was then tackled
th Rauch T7u]> Well-posedness of constantly hyperbolic BVP was later obtained by %Ftéwe
1D] (zero initial data), the author then proved well-posedness with L? initial data [Z
further generalization was obtained by Métivier Hq or a new class of hyperbolic operators,
larger than the constantly hyperbolic ones. He also gave a new proof, both more general and
simpler, of well-posedness with L? initial data.

For more references and results, in part'%ulz%l;l i‘fg)r characteristic BVP (that we do not consider
here) the reader may refer to the book %ZI

Let n be a normal on 0f2, the problem is said to be noncharacteristic when ) A;n; is
invertible on 9€). For non characteristic boundary value problem htg& églgmein reference on the
smoothness of solutions is the classical paper of Rauch and Massey ?TS , where, under no specj
assumption (except of course well-posedness), the authors prove that the solution of
belongs to M¥_,CY (R, H*=1(Q)) when (uq, g, f) € H¥(Q) x HF1/2(0Q x Rf) x H*(Q x R}f)
and satisfy natural compatibility conditions that we describe now. For conciseness, when there
is no ambiguity we will usually denote H” instead of H¥(X), X = Q,0Q x R}, Q x R}
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We denote A =) A;0; and define inductively v; the formal value of (&) =0 by

J .
v = o, V1 = (00— = & (Au+ flico =3 (5) (D Al—o)vj1 + 0 flco.  (1.2)
=0

The first order compatibility condition is Buvg|ga = g|t=o and the generic compatibility condi-
tion of order j is

-1 .
. 1
Compatibility at order j: &/ 'gl—o = E <‘7 l )(aiB)vj_l_ﬂaQ. (1.3)
=0

Note that @ makes sense as soon as (ug,g, f) € (H®)3, s > j — 1/2. If the smoothness of
the data is j —1/2,7 € N*, we define a special compatibility condition : when Q = R4~! x Rt
denote x = (2/,y); the condition is

Compatibility at order j — 1/2:

j—-1 .
o g(a! 1) (Z <] | 1) (3§B)Uj—1—z($/vt)> €y’ (R = (RY). (1)

=0

For general smooth €2, @ is defined similarly through local maps and a partition of unity:
near the boundary, Q is diffeomorphic to (a part of) R4~ x R* thanks to some map ®, one
simply requires % to stand for g(®(2',0),t), (v; 0 ®(2',t))o<i<j—1-

Note that due to Hardy’s inequality, the j-th condition implies the condition of order j — 1/2.

Definition 1.1. Ifs=k+60, —1/2 <0 < 1/2, k € N*, 0 #1/2, we say that data (ug,g, f) €

(H*)3 satisfy the compatibility conditions at order s when is satisfied for 1. < j <k.
If s = k — 1/2, the, compatibility conditions are satisfied at order s when is true for
1<ji<k-—1and is true for j = k.

A strong L? solutio ﬁ is a function v € C,L? such that there exists a sequence u,
of smooth solutions of with data (g, gn, fn) that converge to (uo,g, f) in L?, and for
any T' > 0, [|u — un||c(o,r,22) — 0.

Assumptions We need the smoothness of 2 and the well-posedness of (ﬁ :

1. 99 is a smooth hypersurface with normal v, parametrized by local maps (¢;(¥'))i<j<.,
y € R¥L and ¢;(v,ya) = &;(v) + yav(p;(y')) are local diffeomorphisms V; — U,
with (R x R*™*)NV;) C Q, and U}-’ZlUj D 0. We do not assume that the U; are
bounded sets, but De;, Dgp}l must be uniformly bounded, and d(2\ UIm(yp;), 0€2) > 0.

2. The boundary is uniformly not characteristic, in the sense that ) A;v; is invertible on
012, and the inverse is uniformly bounded.
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3. For data (ug, g, f) € (L?)3, there exists a unique strong L? solutionﬂ to (ﬁtha‘c satisfies
the semi-group estimate for v large enough

le™ ulleqo,g,c2@) + Vale T uloalrzpaxpg S luollzz@) + 1677 glr2@ax0m)

le™ fllL2(j0,0x0)

vV

We use the convention that norms inside the domain are denoted || - || while norms on
the boundary are denoted | - |.

+

(1.5)

We point out that a conseque ceiof: c;C&lee semi-group estimate is the resolvent estimate: for ~
large enough (larger than for (i gi;

7||e_7tu‘|iQ(QXR;r) + |€_7tu|89|§/2(aQXR?’)
) e 1B,
S N

This is readily obtained by squaring ﬁ%%s%eme fixed ~yg, multiplication by e =2, v > ~y and
integration in ¢. Higher regularity versions of the resolvent and the semi-grou ggpcilrgl%tes are
a bit more delicate to state. We define weighted Sobolev spaces HJ in section %O_Emighted
resolvent estimate is then

£ 1,

2 2 2 2
allgs + luloalss S luollZay + ol + (1.7)
The main point of this estimate is that it is sharp with respect to the parameter v and allows
to absorb commutators in a priori estimates. Moreover, it implies the following (simpler to
read) estimate

le™ " ullFrsxmry +  le " uloalFe poxrs)

S uollzrsay + le ™" glioaxr+) + €7 Flliaxrt): (1.8)

We shall not need something as precise for the semi-group estimate: let s=k+60, k€ N, 0 <
6 < 1, then

k

—tai 12 -7t 2
> lle TOulloms mr-roqy o 1eT T uloal )
7=0

S ol + le” " gl7r@axjom + e 7 flEs- (1.9)

Both estimates should be modified when s = k 4+ 1/2, k € N: it is necessary to add in the
right hand side the H&f norm of O g — Zg (I; 8l§)vk_1_l, see page 013 details. This is the
(implicit) convention that we use in theorem we refer to the proof for more details.

An interesting related feature is that the constant in < can not be uniform in 6, it blows
up as § — 1/2 and the estimates are actually not true for § = 1/2.

We can now state more precisely the regularity result of Rauch and Massey:

I This as 1 tﬁlii gomewhat too strong, as it is classical that in this framework, weak solutions are actually
strong, see |[L1]-
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auchMass

Theorem 1.2 W Uo, g, f) € H¥(Q) x HHY2(90 x RF) x H¥(Q x R)) satisfy the
compatibility condztzon up to order k, the solution of (L.I]) belongs to ﬂ;?:OCng*j.

The only suboptimal part of the theorem is the regularity assumption on g. This is due to
the fact that the theorem is deduced from the homogeneous case g = 0 with a lifting argument.
It was already pointed out at the time by the authors that it could be improved (without proof),
but quite unfortunately the result ztg}lalg remained in the litterature is the suboptimal 0% ?
for example the reference book [4], and in some at clllifferent settings the lecture notes [[14
the interesting discussion in the introduction of [[J
Our result is that the same property holds with boundary data in H* instead of H*t1/2
moreover we allow k£ to be any nonnegative real number rather than an integer.

Theorem 1.3. Let s € R*. If (ug,g,f) € H*(Q) x H*(0Q x R) x H*(Q x R}) satisfy
the compatibility condition up to OT%ﬁQr‘Z’ the solution of % belongs for any T > 0 to
H*(Q % [0, é %iisc%tewﬁes estimate or 7 large enough, and if s=k+60, ke N, 0<60 <1,
it satisfies

The proof when s is an integer is quite similar to the original argument of Rauch and
Massey, actually the fact that we handle directly nonzero boundary data leads to some slight
simplifications due to the fact that it allows to avoid a reduction to the case where B is
constant. The fractional case is essentially an interpolation argument, however it is not trivial
due to the presence of the compatibility conditions. For example, in the model case described
earlier instead of interpolating [L? x L2, H' x H']y one must identify [L? x L2 {(uo,g) €
HY(RY) x HY(R*) : up(0) = (0) .

The litterature on such problems is not very rich. Another related problem is the interpolation
of Sobolev spaces with boundary conditions, that are in some sense between H?® and Hj.
This issue appeared quite long ago f elhgt&c equations on non smoot? domams Xy parabolic
problems, see e.g. the last section of 7]%‘510118 14-17 of chapter 4 in [I3 W ere most of ﬁgﬁ
identification problems were left open), or the more recent (and much more involved) book [[1],
in particular VIII.2.5. Due to the technicity of this last reference (anisotropic Besov spaces are
studied), degenerate cases (in our settings s € N + 1/2) are not considered. The Schrédinger
F P;crlg)_p on a domain and related interpolation problems were also studied by the author in
B%él—wfere the natural spaces for the boundary data are Bourgain spaces.

Plan of the article Sec on 2 is devoted to notations and a brief reminder on interpolation.
The proof of theorem 1s then organized in three sections : in section 3 we recall a standard
smoothness result for the pure boundary value problem posed for t € R, due to Tartakov.
For completene e include a.slgc%tch of proof that follows an argument of the (unfortunately
depleted) book [5]. Theorem @%‘che case s integer is proved in section 4. An important point
is a basic lifting lemma which proves also useful for the general case. In section 5, smoothness
is first proved for 0 < s < 1 with an interpolation argument, then for any s with a non trivial
differentiation argument.

Ackowledgement This work was partially funded by the ANR project NABUCO, ANR-
17-CE40-0025.
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2 Notations and basic results

Basic notations Proofs are often reduced to the case Q = R%"! x RT. In such settings, we
denote the variable z = (2/,y) 2’ € R%"!. The variables 2/, are called tangential, while y is
the normal variable.

Partial differential operators acting on functions of (z,t) are written as 9%, o € N+ by
convention a1 is the order of differentation in time. A multi-index, or a differential operator,
is said to be tangential when a4 = 0.

We denote [Ly, Lo] = L1Ly — LaLy the commutator between two linear operators.

. . .o . Slnn 1
Sobolev spaces (2 is assumed to be a smooth open set as in definition page @S_Tﬁ%Sobolev
spaces H®(Q2), are defined when s is an integer as

{ueL?: ||ul} = Z / 10%u|*dx < oo}

|a|<s

When s is not an integer, they are defined by (complex) interpolation, H® = [L%, H¥], sk for
any integer k larger than s. This definition does not depend on k.

The Sobolev spaces for functions defined on 9€2, Q0 x Rf etc are defined in the same standard
way.

HE(Q) is the closure of C2°(£2). We do have [L?, Hi]s = H§ for 0 < s < 1, except for s = 1/2,
where Hé/ 2 = HY? and (L%, HY, j2 = HégQ is different algebraically and topologically from
H'/2. 1t is a Banach space endowed with the norm

u\xr
T e =

lonsmagenes
where d is the distance to 02 (see HA 12]). The only important fact, regularly used in the article,
is that if X, X7 are Banach spaces, an operator T': Xy — L?, X; — H0 maps [Xo, X1]y/2 to
Hl/2 For example, u € H*(RY) — u(x2',y) — u(z’, —y) maps H1/2(Rd) to Hl/Q(Rd Lx RY).
The weighted Sobolev spaces H are defined as follows :

F

dx,

Definition 2.1. When s is a nonnegative integer we define H3(€2 x R;") as the the set of
functions in L? such that the following norm is finite

lullms = > e 0%l 2.

|af<s

When s is not an integer, H3 is defined by complex interpolation : if k is an integer larger
than s, HS = [L2 H ]S/k
H3(09 x R+) is defined similarly.

When s is an mteger it is a straightforward consequence of Leibniz formula Gj (e tu) =
S (D) (—7)ie 9! ""u that the H3 norm is equivalent to [le™7ul|gs, though with constants

7

that depend on v, hence the [ spaces coincide algebraically and topologically with the set of
functions such that e "'u € H 5.
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Traces Sobolev spaces on 0f2 are defined with local maps. The trace operator is an isomor-
phism:
{ H2(Q) = [Tees1/2 H=1/27h(099),
u— (8ﬁu|89)k<s—1/2»
where 0,, is the normal derivative on 0f).

For functions defined in H*(2 x R™™), the trace operator on 9Q x R™ and  x {0} is more
subtle, the map

{ H*(Q x R™) — (Hk<571/2 H 127k (50 x R#)) X (Hk<571/2 H= 127k % {0})> )

u — (OFulpoxr++ OFuloxior)kes—1/2,
(2.1)

is continuous but not surjective: if s ¢ N, local compatibility conditions between (gi,vy) €
(TTH'275(00 x R™)) x ([T H*~1/27*(Q x {0})) are required as follows

VE+j<s—1, & gl—o = vjlan, (2.2)

ionsmagenes?2
(see [13])-

In the case s = 1, and Q = R%! x Rt*, surjectivity requires the global compatibility condition
1/2
vo(2',t) — go(a',t) € Hoé (092). (2.3)

This condition extends to smooth 2, see the short comment after @ :

Provided such compatibility conditions are added, the trace map is a surjection and has a right
inverse, this very well known fact will be proved later in the article in some basic cases where
it is needed with more precise estimates.

3 Regularity for the pure boundary value problem

Consider the boundary value problem

Lu=f, (z,t) € QxRS
Bulaga = g, (3.1)
'LL|t:0 =0.

compaclassiq

compaclassiq

bvp

art
When g, f can be smoothly extended by 0 for ¢ < 0, the smoothness of u is well known E‘TQ JB0

The classical proof is done by first studying the pure boundary value problem posed on t € R,
the case t € RT is then deduced by an extension by 0 for t < 0. We give here a minor variation
of this argument that directly tackles %

Proposition 3.1. Let k € N. If the extension of f and g by 0 for t < 0 belongs to H*, then
for v large enough the solution of satisfies e Yty € H*(Q x R;Y). In particular, its belongs
to H*(Q x [0,T]) for any T > 0.

Proof. The classical plan is to straighten the boundary through local maps, then use a tan-
gential regularization. It is done by induction on k, it suffices to prove the final step where we
assume u € H*1(R? x R;) and prove u € HF.



3 REGULARITY FOR THE PURE BOUNDARY VALUE PROBLEM 8

. . Smn 1 . . . .
We fix local maps ¢; as in assumption ilf Lot (1j)o<j<s be a partition of unity associated to
QU (UjIm(e;)). We denote the new variable y = (v, ya), u; = (e 7" ) o ¢;, and uy = ou,
Li=d+~v+Y, Ok Ak(Dygoj);kl(y)) Oy,. For 1 < j < J, u; satisfies

{ LJUJ + ([ij?L]eivtu) CY; = ei’yt(wjf) O Y = f]> (ylvydat) € Rdil x RT x R:_7 (3 2)
B(e;(y',0)ui (', 0,8) = e (1) (; (¥, 0), t) = g;. '

For simplicity we still deé%gte B for B o ¢;(-,0). The regularization procedure was introduced
ormander
by Hérmander [S]: for v € L?(RP), p > 1, define

2 _ o2 (L (g 2
ol = [ PP e 500 ol

Let p(z) € C(RP), such that |p(&)| < €™, m > k and p does not cancel on a neighborhood
outside 0 (such functions are easily constructed, for example using A™/2(po(t)p'(y')), m even).
Define p. = p(-/¢)/e?. It is an exercise in calculus that for 0 < s < k — 1, an equivalent norm
to || - || gs.s -uniformly in 0- is

! 1 de\ '/
2
o+ ([ Wl g s )~ Mol 33)

Friedrich’s lemma can be generalized in such settings: for P a first order differential operator
with smooth coeflicients

1 p 9 1 d5< 9 3.4
P, el ey g2y < ol (3.4

aPi
For details, we refer to ﬁ% chapter 2 section 6.
We shall use tangential molliﬁerse ffe(sxs, s t) for the functions u;, 1 < j < J, and full mollifiers
pe(x,t) for ug. Everything in is extended by 0 for ¢t < 0. Note thategyees to the assumptions

on f, g, the extensions of (f;,g;) are still in H*. We apply p-* to @_fcfrg j<J:

{ Ljpe #uj = pe * fj — pe * V5, Lile w0 oj — [pex, Ljle™ " uy, (3.5)
B(pg * uj)‘ydzo = Pe*gj — [Pg*, B]U’j’ydzo'

Since p. * u; belongs to L*(R*, H Zol(le_l x Ry) it is in H* due to non-characteristicity, we
can use the resolvent estimate

lpe * £illZe + llpe * [y, Lile w0 @72 + [[lpe*, Ljlu; 7
Y

Ype *ujlfa +pe xuslis <
+lpe * gj — [pex, Blujl7a.
Multiplying by e¢—2¢—1 (1 + (5/5)2)_1, integrating in € and using Friedrich’s lemma we have

1 £5ll3 4+ 115, Lyle " w0 @135 s
Vw172 pprers + )35 S IoH 2 5 I L°H + [lg; 13- (3.6)

eqredresse

equivsobo

estimtan
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The commutator [¢;, L;] is the multiplication by a smooth matrix ;. Due to the special
structure of the local maps, 901'_1 o ¢; has the form (¢; ;(y'),yaq) hence

Oje " uo ;=Y Pibjui(pii(y), ya) + Oiuo © ;.
1

Pi
Thanks to composition rules (in H 0 again see ﬁﬁ ),

J
5, Lile ™" w0 @l aprs S 3 il oppnr + ol v
. . = . imtan
For ~ large enough this can be absorbed in (the sum over j of) the left-hand side of :
= 21 Il + lluoll s 4
ZVHUJHLmk Vo i S 5 1 JFZ‘QJ'@]I@- (3.7)
7j=1 1

It seems “moral” that noncharacteristicity should imply the same bound for |lu;l| gx-1,s, how-
ever the H* 19 norm is a non local norm for functions defined on R% x Ry, hence such an
assertion is not clear. Instead we first obtain interior estimates with similar, simpler compu-
tations

7fytN 2 __ —
< I follFp + lle wOUHH’C*W’ pp(tho) C Q, 1o =1 on supp(thy).  (3.8)

Yol 15 S

~
— — imtan2
Decomposing again Wou = Z;}:O Yoju, and following the same lines that led to (i%fli:n =
J J
e o1 il + lluollFe—is
Y lotiuo @jllfepi-rs S = +Z! 9% (3.9)

i=1 7

A simple consequence of the definition of the H*° spaces is that for any tangential differential
operator D of order 1 and s > 1

1
||D'UHH5—2,5 5 6HUHH571,6 + O”UHLQHsfl,J. (310)

Now for j > 1, each function %wju o ; is compactly supported in R4 x RT* x Ry, and on
its s or}:el[%j is (uniformly) non characteristic, so we may extend it by zero for y; < 0 and
use %ﬁ deduce

< il + ol Fpe-v.s J
j 24 gl + 2l (3.11)

Z’YWO%U 0 @il Fr-1s S
v 1

j=1
Note that the term ’yHe*'YtuHQ 51 is present due to the factor 7 in the definition of L;. Thanks

to the mductlon assumptlo]q thls lower order term is bounded by || gH K1 +£1? Putting

k—1-
H’Y

together

J J
(Z il 2 pn1s + HUOHiﬂcLé) + Z lujl Fers S e Fll T + e gl T
1 1

Letting 0 — 0 we have u; € L?H* 1< j < Jand ug € H*. We conclude that v € H* again
thanks to the uniform non characteristicity. O

interieur

interieur2
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4 Smoothness of the IBVP: the integer case

We assume in this section that (ug,g. f) € (H #)3 satisfy the compatibility conditions @ up
to order k, and we prove theorem in these settings.

To prove that u € ﬂ;?:OCg H*~J_ the strategy is to use the regularity for the pure boundary value
problem by substracting an approximate solution (actually a Taylor expansion at ¢ = 0) to u.
For technical reasons, it is necessary to use much more regular data that satisfy compatibility
conditions to higher order. The construction of such data requires the following lifting lemma
that is also used in the next section.

Lemma 4.1. For m € N, there exists a lifting map Ry, : H*(0Q) — H™5T1/2(9Q x Ry),
continuous for any s > 0 such that

0" Ringli—o = g, 0] Rmgli—o =0, j <m+s, j#m—1, (4.1)
and forr <m+1/2, ||Rnl|ll 2 << 1 is arbitrarily small.

Proof. Up to the use of local maps, the problem is reduced to 92 = R%"!, and to construct a
lifting valued in H™Ts+t1/2(R4~1 x R;). The variables are denoted (z’, ).

We choose y € C®(R) such that x*)(0) = 0, & # m, x"™(0) = 1. We use the Fourier
transform on R?~! x R, and denote & the dual variable of 2/, 7 the dual variable of ¢, and \ is
a large parameter to fix later:

Ry = SESERAE), cauivalently Fo ()€ 9) = il (). 16) = VT T

ce
The trace relations @ are obvious from the second formula. The H™*51/2 norm is easily
bounded

2
X\7 g m+s
‘|ng||§{m+s+1/2(Rd) = / IX( / m+|1| | (<§> +7-2) + +1/2d§d7’

_ / M(@ (14 A22))msH12de N (6) dr

§>) (m+1)
R \ R 1 +)\272 m+s+1/2
< /|9’2<§>2 /|X(7)‘2( )\2m)+1 dr dg.
S Al

With the same computation

Hﬁ\HQ < |g|2 ‘ )\27_2)7“d7_ df < HgH%Q
mYllHr = ( 2(m r)+1 ~ A2(m—r)+1°
It is therefore sufficient to choose \ large enough to ensure the smallness of || Ry, ||r2_spgr- O

Lemma 4.2 (Construction of smooth compatible data). Let k > 0, (uo, g, f) € (H*)? satis-
fying the compatibility conditions up to order k. For any m > k, there exists (uon,gn, fn) €
(H>)3 satisfying the compatibility conditions up to order m, and such that

H(U’O?g7 f) - (Uo,mgn, fn)”(Hk)& — 0.
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Proof. By density of smooth functions, there exists a sequence (4o n, gn, fn) € l(o}rl )3 converg-
ing to (ug, g, f) in (H*)3. We denote v;,, the corresponding functions in or j > 1 the
“compatibility error” is defined as

7j—1 .
w= 0 ko = 3 (1) @B ol

=0

Due to the compatiblity conditions and continuity of traces we have

‘1{k—j+1/2 —n 0-

eve
As a consequence, given a lifting operator ;_; as in lemma @%Rj_lgjm\] Hrpatad:
For k < j <m, €j, is not small in any Sobolev space, nevertheless from lemma %ﬂﬁere exists

a lifting Rj_1,, such that |Rj_1n€jnlgr < 1/n. We then define

m

Gni=9n— Y _ Rj1(cjn)-

Jj=1

This choice ensures that compatibility conditions are satisfied by (ugn, gn, fn) up to order m
and ||gn, — gl — 0. O

mainth ahaute
Proof of theorem n eger case) We follow the notations of lemma ﬁ?g Vjn are
smooth functions defined by for smooth data (wo,m, gn> fn). We define the approximate
solution

H
“\t.

m—
Ugpp.n ( , X € CX(RT), x =1 near 0.
7=0
We solve then
Lwy, = fn — Lugppn,
1Unh:0 ::07
Bw, = gn — Bugppn,

By construction, the data (0, gn — BUappn, fn — Ltappn) are smooth and it is easily seen that
0 (gn — Bugpp, 19 O (fn — Lugppn) =0, j < k+ 1 provided m > k + 4. Hence according
to proposition e solution w, belongs to H**2 this implies by Sobolev embedding w, €
K1 I HFH1-0 . Therefore uy, := wy, 4 Uappn 19 also in ﬁfiéCgH’““ J, and it is a solution of
with data (uon, gn, fn)- P
Using a differentiation argument similar to the proof of r(r)gosition ﬁgﬁut much simpler since
no regularization is needed, we see that u,, satisfies Il §|IE

k
D N0f (e wn)ll o+ sy + e unloalpr < (||U0,nHHk(Q) + e gnl e (o0x 0,77
7=0
Hle fulin ),
1
as well as @g%gﬁe same estimates, applied to u, — uq, (p,q) € N2, shows that (u%! is a

Cauchy sequence in ﬂ?ZOCg H*=J but since (uy,) converges (in L?) to the solution u of with
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; . olvre
data (ug, g, f), this ensures that u € ﬂ?ZOC’tJ H*=J. The estimate @Tﬁﬁen an elementary
differentiation argument : tangential regularity is obtained directly by differentiation (which is
now legal) and use of the L? estimate, while normal regularity uses the non characteristicity.

5 Regularity for positive s

For ease of presentation, we only detail the case = R%"! x RT. The general case can be
obtained by using a partition of unity as in the previous section.

In this section, we follow the (non standard) convention that Hg is Héé2 if s=1/2.

Under such settings, we can assume that Ay is invertible and A;l is uniformly bounded.
Furthermore since B : RP — R® has maximal rang b, there exists a smooth basis of Ker B (as
a smooth vector bundle over the contractible space R¥~1 x R;") that we denote (ki,- - kp_p).
A basis (vj)1<j<p of (KerB)=t is then obtained easily:

B
- kY -
B= . is an isomorphism R — RP, we can choose v; = B~ *(e;), 1 < j < b.
¢
kp—b

We remind that compatibility conditions of order s =k + 6, k € N*, 0 < 6 < 1 are defined as
follows:

1. If 6 < 1/2, then compatibility conditions @ up to order k are satisfied.
2. If # > 1/2, then compatibility conditions @ up to order k + 1 are satisfied.

3. If 0 = 1/2, compatibility conditions up to order k are satisfied and

2
k-1

_ k—1 ; dy
/Rdl oy gl y) — Z < j >(6tJB) (Ag—1-juo + Br—1-j fli=0) [(z',y) M < 0.

Jj=0

The case 0 < s <1 From the previous section, the map (ug, g, f) — u solution of ﬁ is
continuous

Xox L? = (L*?)? — C4L* and
X, x HY = {(ug,g) € (H")?: Buglog = gli=o} x H' — C:H' N C}L?.

Let us define for 0 <6 <1

Xp = {(uo, g) € (H%)? : the compatibility condition of order 6 is satisﬁed} ,
(note that compatibility conditions of order less than 3/2 do not ipvolve f).
Both the semi-group estimate and the resolvent estimate @ﬁ%gw from an interpolation

argument if we can prove that
Xo = [Xo, X1]o. (5.1)



nterpfacile
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More precisely, since the resolvent estimate implies for s = 0, 1

112

Y
171

lullzr + lluloalizn < CO)lI(uo, e g)l%, + v

Yull2s + luloal2s < lltwo, e 0)l%, +

interpX
the interpolation identity @ﬁ%plies

2 2 ' —vt N2 HfH?{%‘ .
’YHUHHQ + Hu|aQ||H9 S C(Y)I(uo, e " g) %, + S (5.2) |resolvsupers

(a better estimate would require to use weighted X % spaces, a course that we chose not to
follow).

. X N N B
Proof of (@QEWe extend B on Q x R as B(z',y,t) = B(z',t), and consider the map
ug — Bug := ug. It is an isomorphism (H*(Q2))? — (H*(2))P, and the compatibility condition
can be rewritten

Bug|aq = gli—o < BB~ Bug|oq = gli—o < (I, 0) toloa = gli—o, with i = Bug.
interpX
This transformation “diagonalizes” @,_%nd we are reduced to determine
[L* x L?, H" x H'p, and [L* x L, {(uo,g) € H' x H" : ugly—o = gl=0}], = [Y0, V1o,

where ug and g are now scalar functions.

Of course, it is well-known that [L2, H']g = H?, so the first case is immediate. In the second
case, surprisingly, wi \Agersemg%t abzle to find results in the litterature except in the simplest case

6 < 1/2, which is in [I3] section 14.
Lemma 5.1. For 6 < 1/2, [Yy, Y1]p = Yp.

Proof. The following inclusions are clear : H0 X H0 ¥ ) x HY (99 x RT). On the
other hand, for § < 1/2 we have [L?, H}]y f C ap ter 1 section 11), and we can
conclude

HY x H = [L? x L?, H} x H}o C [Yo,Yi]p C [L? x L2, H' x H')y = H? x H®.

Lemma 5.2. For 0 < 0 < 1, there exists an universal (independent of 8) operator R

R: Yy — HITV2(Q xR, Vo< O <1.

risyvard

Proof. This is a result due to Grisvard [[7], Tor completeness we include a simple proof. Given
(uo,g) € (H?)?, from lemma @Tﬁere exists an opertor Ry : g — Ry(g) € H'*'/2 which is
independent of #. By construction, Rpg|i—0 — ug € Hg. If # = 1/2, we also notice

Rug(a',y,0) —uo(2',y) = Reg(a’,y,0) — g(a’, y) + g(2',y) — uo(2,y).

Hl/ by interpolation 1/ by assumption
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If there exists an universal lifting Ro : HY(Q) — {u € H+/2(Q x RY)| ulpq = 0}, R can be
defined as R(ug,g) = Rpg + Ro(uo — Rpgli=0) so we focus on the construction of Ry.

For ug € HY (Héé2 for § = 1/2), we extend it as an odd function of y, I(ug) defined on R?.
The map I : HY(RY! x RT) — H?(RY) is continuous as it is clearly the case for § = 0, 1.
Define now

Ry(I(u0))(§,6) = x((€)t)(uo)(S),
where x is as in lemma i ccording to the proof of lemma @e_vl%j ol : HY — HG‘H/Q(]Rd X

RT) is continuous, moreover by construction Ry o I(ug) is an odd function of y, therefore
necessarily RyoI(ug)|y—0 = 0. Thus by taking the restriction on R4—1 x R; xR, Ry := Rjol
solves the problem. O

Proposition 5.3. For 0 < 6 < 1, [Yy, Y1]p = Yp.

Proof. On one hand, the map (uo, g) — uo(2’,y) — g(z',y) is continuous Y; — H} for i = 0,1,
therefore by interpolation it is continuous [Yp, Yi]g — Hg. This gives the first inclusion

[Y0, Y1]p C Yo (5.3)

On the other hand, from Lions-Peetre reiteration theorem, for any 0 < s,0 < 1
[D/O’ Yl]sa }/1]9 = D/Oa }/1]94-5(1—9)'

If we have for some s < 1/2, [Y;,Y1]g D Y1 41—g) for any 0 < 6 < 1, then by reiteration thi§elr facile
implies [Yp, Yi]g = Yp for 0 > s. On the other hand, the case § < s is contained in lemma EI [
For any 0 < r < 1 we define the map

ue QX RE) = Tr(w) = (ulimo, uly).

It is easily seen that Tr is continuous H%/2 — Y} and HY/?*$ — Y, for 0 < s < 1/2. As it is
well known that [H5+1/2, H3/2]y = H/2+0+(1-0)s e deduce by interpolation

Tr: HY2HA=0s+0 — [fgs+1/2 g3/2], 5 v, Y1)y is continuous.

We observe now that the lifting R from lemma @%M inverse for Tr: for fixed 0 < s < 1/2
and any 0 < 6 <1, we have Tro R = I : Yy, 1-9) —> Yois(1—0). Since R maps Yy ,1_g) to
H3s=0+0+1/2 thig implies

Yois(1-0) C [Ys, Yalo,

which was the required converse inclusion. O

The case s >1 We denote s =k + 6, 0 <60 < 1. According to the integer case, we already
have u € NC¥~JHJ. For any tangential multi-index « of order k (that is, ag = 0, |a| = k), 9%u
satisfies

L(0%u) = 0*f + [L, 0%,
Bo%ulaq = 0%g + [B, 0%]ulaq, (5-4)

0®uli=0 = La(uo) + L, (f)]i=0-

where Ly, L/, are differential operators of respective order o, « — 1. Regularity will again be
obtained by regularization of the data, we distinguish three cases:
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The case 0 < 6 < 1/2 With the sam argument as in the integer case (note that the
condition § < 1/2 allows to use lemma @,—there exists regularized data (ugn,gn, fn) €
(H*1)3, converging to (ug, g, f) that satisfy the compatibility conditions up to order k + 1.
The corre orgflvilr_l solution u,, belongs to HISHCg H*+17J 50 that we may apply the resolvent
estimate (%_%"un with s = 8, combined with basic trace estimates and the commutator
estimate H[(?O‘,L]unHHg S lullas:

T T

YNunle < Nuomllzrs + lgnllis +

Due to the boundary being non characteristic, we deduce as for the integer case (note that
the fractional regularity gained here includes conormal regularity) for « large enough only
depending on s

I Ful,

e l3s < o alfe + lgmll3s +

With the resolvent estimate available, the %ni group estimate is now an immediate conse-
quence of the case 0 < s < 1 applied to :

e 0 unllE, o S Nolle @y + 1l o1y + 110 Llunllsg + lgnlliy
<

||U0,n‘|%1s(g) + ||fn||H;([o,T}><Q) + H%H%}g

Once more, normal regularity is then obtained thanks to the boundary being non characteristic.
Letting n — oo, we deduce that e u is in H*(R* x Q) N (N5_,C7 (R, H*77(12)) and satisfies
the semi group estimate and the resolvent estimate.

The case 1/2 < 6 <1 This can be done with exactly the same argument. Actually, the
construction of regularized data (g, gn, fn) € (H**1)3 that satisfy compatibility conditions
up to order k+ 1 and converging to (ug, g, f) in (H*)3 is even simpler. Indeed (uq, g, f) satisfy
compatibility conditions up to order k + 1, hence any regularization of (ug, g, f) satisfies

k—1 .
V1<j<k+1, |0/ gnlimo— > (;) (0}B)vj-1-1nl00 —n 0,
=0

=Ejn Hs—i+1/2

and it suffices to modify g, as g, — d, where d,, is a function in H FH1(9Q x R) that satisfies
for 1 <j<k+1,8 "0pim0=cjn

The case § = 1/2 When s = k + 1/2, the compatibility conditions are satisfied in
particular up to order k. From the previous study, we have e u € (ﬂ?ZOCfka—j) N Hk+0
for any 6 < 1/2, with the estimate

HefﬁftuH(ﬂ?:ngHﬁe—j) + [le ™ ul| grro < C(0)]|(uo, g, Piasys-
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for 0 < 1 and any tangential multi-index o € N¢, |a| =k, this reads

16

Js not enough to conclude, but the estimate can be sharpened: apply estimate

||f” 0 + ||U||Hk+9

o™l S | (Lauo + Ly fliose ™7 (8% + [B, 8 Julon)) |y, + Y

Recall that the compatibility conditions at order j are are

j—1

V1 S] < k:, aijilgh:o _ Z <‘Z> (aiB)Uj—l—l‘(‘?Q = 0,
=0

and at order k + 1/2

k
O g(a' 1) (Z( > B)vg_1_(2, t)) € HééQ (Rd—l % (R+)) ‘

=0
As a consequence, for any j < k41 and any § € N1 |3 =k + 1 — j,

7j—1 .
0] gl 82( )é‘l Joj-1i(a',1) € Hod (RET < RY).

Furthermore, e~y € H*(Q x R}"), hence for any multi-index of order k — 1

le™ "' 0%uly—o — e_Vtaau’tZOHH(%Q(RdflXR+) S lle™ ull e gra-1x ey

53)

(5.6) |compagratuit

VP .
Now to make (@more explicit, let us write 9% = 9/ 85,, B e N B = k — j.VPThen

0%uli—o = af,vj € H'Y2(R*! x R), the compatibility condition of order 1/2 for
e (9% + [B, 0”uloq) — Ba%j € 15{352(11@*1 x RT).

l[comp a toes aratulte

e 0%y + [B,aa]u\ag) B’ ,v]

= ¢t (80‘9 - (95, Z (‘Z) (8%B)Gg_lu]ag> + e " B0%u| g — B@f,vj
1=0

7 .
= e 9% — af, Z <‘Z> (aéB)Uj_l - Baf,vj
1
i |
o (?) (0,B) (e_vtaflubﬁ - vj—z)
=1

—86, (Be‘”tagubg) + e_VtBﬁo‘ulag

xT

J .
_ o Z J

i,
~0L Yy <§> (9{B) (e_waf_lum - ”H)
=1

+[B,8%)e™ 0] uloq — [B, 00 v;

is thus
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afrac
For j < k, due to the compatibility condition @Tﬂﬁ first line in the last equality is in Héf.
The H[%Q norm of the second line is easily controlled by writing
e uloq — v = €A ulga — vj) + (1 — e vy,

tuit
the first term can be bounded thanks to (E:g Pihile for the second we simply use (1—e™ )/t < 1.
The same argument is used for the third line. We deduce that for § < 1/2, « tangential, |o| < k

9 - zk: <I;> (aéB)'kalfl

WUy sy S CO) | 10,9 1)l gpervays +
0

Hoh? (R4=1 xRT)
HUH?&HG

v

_'_

Using non characteristicity, we recover

el so gy S 109, Pl s +

03 (Yt

0

1/2 imd—
Hbé(Rd IXRY)

This estimate is uniform in 6 < 1/2, we deduce that the same estimate holds for § = 1/2.
Finally we deduce that the semi group estimate is true with ttkhe same argument as for the end
of the case 0 < 6 < 1/2. This ends the proof of theorem
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