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Abstract. Kinetic and hydrodynamic theories are widely employed for describing

the collective behaviour of active matter systems. At the fluctuating level, these have

been obtained from explicit coarse-graining procedures in the limit where each particle

interacts weakly with many others, so that the total forces and torques exerted on each

of them is of order unity at all times. Such limit is however not relevant for dilute

systems that mostly interact via alignment; there, collisions are rare and make the

self-propulsion direction to change abruptly. We derive a fluctuating kinetic theory,

and the corresponding fluctuating hydrodynamics, for aligning self-propelled particles

in the limit of dilute systems. We discover that fluctuations at kinetic level are not

Gaussian and depend on the interactions among particles, but that only their Gaussian

part survives in the hydrodynamic limit. At variance with fluctuating hydrodynamics

for weakly interacting particles, we find that the noise variance at hydrodynamic level

depends on the interaction rules among particles and is proportional to the square of

the density, reflecting the binary nature of the aligning process. The results of this

paper, which are derived for polar self-propelled particles with polar alignment, could

be straightforwardly extended to polar particles with nematic alignment or to fully

nematic systems.
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1. Introduction

Active systems are composed of units able to extract non-thermal energy from the

environment and dissipate it to self-propel [?]. Examples span a broad range of scales,

from bacteria to animals in the biological world, and significant effort has been devoted

recently to build synthetic active systems in the laboratory using self-propelled granular

particles [?], Janus particles [?] or Quincke rollers [?] to name just a few examples.

Active systems break detailed balance microscopically, as opposed to more classical

non-equilibrium systems where detailed balance is broken by boundary driving. As

such, they are capable of novel collective behaviours that are impossible in equilibrium

systems, whose characterization and control attracted a significant attention recently [?].

When the dominant interaction among particles is to align their direction of motion,

which can be caused by collision when particles have anisotropic shape, or by reaction

to sensing, a well-known collective behavior of active systems emerges: flocking. This

is a ferromagnetic-like state where all particles move in average along a given direction;

broken detailed balance allows for long range order even in two-dimensions and a scale-

free structure giving rise to long-range correlations without the need of fine-tuning to

criticality [?, ?].

One of the main tools used to investigate the collective behavior of active systems

are fluctuating hydrodynamic theories. These are field theories that retain only the

slow fields to describe the large-scale, long-time evolution of the system and can

be derived via two complementary paths. On one hand, they can be written on

the basis of symmetry arguments [?, ?, ?]; this approach is particularly useful for

studying active systems, given that their complexity often does not allow to build

first-principle models even at the microscopic level; it had great success to unveil new

generic and universal (i.e. qualitative and quantitative properties independent of system

details) physics induced by activity. It has two shortcomings though: first, symmetries

do not allow to relate microscopic parameters to those entering in the fluctuating

hydrodynamics. Second, in active systems the noise term is not constrained by the

fluctuation-dissipation theorem, and it is unclear how to specify it a-priori, except when

dealing with critical systems (cases in which Renormalization Group arguments allow

to discard irrelevant nonlinearities). It should be noted that this feature is at variance

not only with equilibrium systems, but also with non-equilibrium ones weakly driven

by the boundaries; in these, at least for weak coupling, the noise term is constrained

by linear response theory [?]. Hence there is something to learn from linking the

microscopic and macroscopic descriptions of active systems even if the starting point

are phenomenological particle models often chosen only on the basis of simplicity, and

several works in the literature have been indeed focused on this program [?, ?, ?, ?].

Kinetic theories and hydrodynamic limits form a backbone of classical statistical

mechanics, allowing to connect microscopic models to their long-time, large-scale

description [?]. Broadly speaking, controlled kinetic theory description can be derived

in two opposite limits: when the system is very dilute, the classical Botzmann-Grad
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limit where the Boltzmann equation is derived [?, ?], or when each particle interacts

weakly with many others so that the typical force exerted on each of them is of order

unity [?, ?]. This latter class comprises systems with long-range interactions (plasmas

or self-gravitating systems) [?, ?] and polymers [?]. Kinetic descriptions, describing the

evolution of the one-particle distribution function in phase space, is often too complex

to be studied either analytically or numerically. The hydrodynamic limit is then often

employed, in which only the slow macroscopic fields, such as the density and momenta

of particles are retained in the description. A classical example is the derivation of

the Navier-Stokes equation from the Boltzmann equation via the Chapman–Enskog

expansion in the small Knudsen number limit α = ℓ/L ≪ 1, where ℓ is the mean free

path of particles and L a macroscopic length scale [?].

Classically, kinetic and hydrodynamic theories have been developed at the ‘mean-

field’ level, i.e. discarding fluctuations at the large-scales. The derivation of kinetic

and hydrodynamic theories at the fluctuating level, properly deriving the noise term

that induces the fluctuations of the relevant mesoscopic fields, has seen significant

developments in the last 30 years. One of the most widely employed methods was

initially developed by Dean [?] and Kawasaki [?] to describe overdamped diffusing

particles, whose formal derivation can be precisely justified in the limit of weak

interactions among particles [?, ?]. In this approach, the noise at hydrodynamic level

is independent of the particles interactions, and equal to the one of freely diffusing

particles. Recently, a technique to derive the fluctuating kinetic theory of perfect gases

– in the Boltzmann-Grad limit, was introduced in the mathematical [?] and physics [?]

literature. So far, however, no derivation of the ensuing fluctuating hydrodynamics has

been proposed‡.
Kinetic and hydrodynamic theories has been widely employed for describing systems

of self-propelled particles interacting via alignment. This route has indeed been followed

both within the weak-interactions limit [?] and within the Boltzmann-like framework

of dilute systems [?, ?, ?]. The Dean-Kawasaki approach has been widely employed

to derive the fluctuating kinetic theory and fluctuating hydrodynamics of microscopic

active matter models. This is justified when interactions are long-ranged, as it happens

for dilute microswimmer suspensions in which the primary source of interactions are

low-Reynolds fluid flows created by the motion of the swimmers [?, ?, ?]. Yet, the

fact that hydrodynamics noise is independent of interactions within the Dean approach

motivated some authors to use it even for short-ranged aligning particles [?], even if

these systems are clearly out of the regime of applicability of the method. For dilute

systems, indeed, although particle diffusion will give rise to a Dean-like noise, one can

expect another contribution from particle-particle collisions.

In this paper, we describe how to derive the fluctuating kinetic theory and the

corresponding fluctuating hydrodynamics of active particles that interact by aligning.

The fluctuating kinetic theory is obtained in the dilute limit, analogous to the

‡ Work in progress by J. Barré, F. Bouchet and O. Feliachi.
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Boltzmann-Grad limit of perfect gases. This leads to a noise term at kinetic level

that is not Gaussian. We then derive the corresponding fluctuating hydrodynamics in

two limits. First, deeply in the ordered phase so that the slow fields are the density and

the local orientation of the polar order. This result extends to the dilute limit, both

at the deterministic and fluctuating levels, previous results that have been obtained

in the weak-interactions limit [?], and it is valid when the Knudsen number is small.

Second, we derive the fluctuating hydrodynamics close to the order-disorder transition,

extending at the fluctuating level the deterministic hydrodynamic theory developed

in [?, ?]. Interestingly, the noise entering at the fluctuating level is Gaussian, and we

explicitly compute its variance. The latter turns out to be proportional to the square

of the density field and to depend explicitly on the interactions among particles; both

these facts differentiate our conclusion from the results obtained in the Dean-Kawasaki

approach, where the noise variance is linear in the density and independent from particle-

particle interactions [?].

The paper is organized as follows. In section 2 we specify the particle-based model

we consider and, under an extended molecular chaos type hypothesis, derive its kinetic

theory and the associated fluctuating kinetic theory, described as a dynamical Large

Deviation Principle (LDP). As a warm-up problem we first derive it for independent

Run-and-Tumble particles in section 2.4, and then for the interacting case in section

2.5. The large deviation rate function we obtain is not quadratic, which corresponds

to a fluctuating kinetic theory with a non Gaussian noise. In section 3, we start from

the fluctuating kinetic theory to derive fluctuating hydrodynamic equations at leading

order in the Knudsen number α, deeply in the ordered phase. In particular, we show

that in this limit α → 0, the noise becomes Gaussian. Finally, in section 4, we start

again from the fluctuating kinetic theory and present the derivation of the fluctuating

hydrodynamics close to the order-disorder transition. We show that also in this case

the noise becomes Gaussian, and discuss the links with section 3.

2. Definition of the particle-based model, kinetic theory and dynamical

large deviations

We start by introducing the particle-based model we consider, that we term the

Boltzmann–Vicsek particle model, in section 2.1; in section 2.2 we describe its well-

known kinetic description at the deterministic level (known as Boltzmann–Vicsek

equation). We then introduce a suited non-dimensional system of units that allows

to investigate fluctuations at the kinetic level in section 2.3. We discuss the LDP for

run and tumble particles in section 2.4 and then, adapting the arguments of [?], we derive

in section 2.5 the fluctuating kinetic theory associated with the particle-based model as

a large deviation principle. Some of the properties of the fluctuating Boltzmann-Vicsek

equation are discussed in section 2.4.3.
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Figure 1: Schematic representation of a collision event. In this specific case, θ̄ =

arg
(
eiθ

in
1 + eiθ

in
2

)
= 0 with respect to the dotted axis, ζ1 = θout1 , and ζ2 = θout2 .

2.1. Boltzmann–Vicsek particle model

We consider N particles evolving in a periodic two-dimensional box of size L × L. We

denote (rn, θn)1≤n≤N their positions and orientations according to some arbitrary axis.

The dynamics is the one first introduced in [?]. Particles move ballistically with constant

speed v0: dri/dt = v0(cos θi, sin θi), until they collide. When two particles i and j are

close enough (i.e. |ri − rj| ≤ 2R, R being the interaction radius) a collision occurs

with a rate (v0/R)K(θi − θj) where K is a cross-section chosen to mimic hard-sphere

collisions. This rate is furthermore chosen so that when two particles meet, they have

a probability to interact of order 1. When a collision occurs, particles update their

orientation according to the following rule

θouti = θ̄ + ζi, θ
out
j = θ̄ + ζj,

where θ̄ = arg
(
eiθ

in
i + eiθ

in
j

)
and the superscript “in” (resp. “out”) denotes incoming

(resp. outcoming) orientations. ζi and ζj are independent random variables distributed

according to Pσ(θ) over [−π, π) with variance σ2. At low variance of the noise, this

interaction favors the polar alignment of particles.

It should be observed that in the model, at variance with the standard Vicsek

model that is often considered in computational works [?, ?], only binary collisions are

considered. The collision process is schematically presented in figure 1. In the following,

this model is called the Boltzmann–Vicsek particle model.
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2.2. Boltzmann-Vicsek equation

The deterministic kinetic description associated with the Boltzmann–Vicsek particle

model was derived in [?] and reads

∂tfe(r, θ, t) + v0eθ · ∇fe(r, θ, t) = v0RIcol[fe](r, θ, t) (1)

where fe(r, θ, t) is the one-particle distribution function in the phase-space (representing

the number of particles at a position r, with orientation θ at a certain time t) normalised

such that
∫
drdθ fe = N . In (1) the collision term is given by

Icol[fe](r, θ, t) =

∫∫
dθ1dθ2 fe(r, θ1, t)fe(r, θ2, t)K(θ2 − θ1) (2)

× {Pσ(θ −Ψ(θ1, θ2))− δ(θ − θ1)} ,

K(θ2 − θ1) = 2

∣∣∣∣sin(θ2 − θ1
2

)∣∣∣∣ is the scattering cross-section, (3)

Ψ(θ1, θ2) = arg
(
eiθ1 + eiθ2

)
= θ1 +H(θ2 − θ1) (4)

H(∆) =
∆

2
,∀∆ ∈ [−π, π), H is 2π−periodic. (5)

The Boltzmann–Vicsek equation (1) relies on the molecular chaos hypothesis and it is

expected to be a valid description of the particle system in the limit of a large number

of particles in the Boltzmann-Grad limit, as is made explicit in the next section.

2.3. The rescaled Boltzmann–Vicsek equation

We introduce a set of units that are suited to investigate the kinetic limit: space is

measured in units of the mean free path ℓ = 1/(Rρ0), where ρ0 = N/L2 is the mean

density, and time in units of ℓ/v0, which is the average time between two collisions.

We also define ϵ = (ρ0ℓ
2)

−1
, the inverse of the number of particles in a region of

surface ℓ2. By performing a space-time rescaling r′ = r/ℓ, t′ = tv0/ℓ and by rescaling

the distribution function f(r′, θ, t′) = ϵfe(r
′, θ, t′) (primes are dropped afterwards), the

Boltzmann–Vicsek equation reads

∂tf + eθ · ∇f = Icol[f ]. (6)

As we shall see below, the Boltzmann–Vicsek equation is a valid description of the

microscopic model in the limit ϵ → 0 (and under the molecular chaos hypothesis).

It should be noticed that ϵ = R/ℓ = NR2/L2, meaning that the limit yielding a

Boltzmann-type kinetic description is opposite to a mean-field limit for which the

number of particles in an interaction radius goes to infinity.

In the next section, we go beyond this law of large numbers, taking into account

fluctuations by determining the LDP for the empirical distribution. Before addressing

the derivation of a LDP for the Boltzmann–Vicsek equation (i.e. the fluctuating kinetic

theory), we show in the next section how the LDP can be obtained for non-interacting

Run-and-Tumble particles; this minimal problem bears technical similarities with the

problem we address and it is thus instructive to consider it first.
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2.4. Large deviations for the empirical distribution of N Run-and-Tumbling particles

In this section, we derive a LDP that describes the probability of any evolution path of

the empirical distribution fN(r, θ, t) = N−1
∑

n δ (rn − r) δ (θn − θ) of N non-interacting

particles undergoing a Run-and-Tumble dynamics. The LDP reads

P
[
{fN(t)}0≤t<T = {f(t)}0≤t<T

]
≍

N↑∞
exp

(
−N

∫ T

0

dt sup
p

(∫
drdθ p∂tf −HRT [f, p]

))
,

(7)

where p(r, θ) is the “momentum” conjugated to ∂tf , the symbol ≍
N↑∞

is the logarithm

equivalence

φN ≍
N↑∞

exp(Nψ) ⇐⇒ lim
N↑∞

N−1 logφN = ψ (8)

and HRT is called the large deviation Hamiltonian, a functional of both f and p. HRT

encodes all the dynamical statistical properties of the empirical distribution fN . In

section 2.4.1, we introduce the Run-and-Tumble particle dynamics. In section 2.4.2, we

explain how to compute HRT in the case of Run-and-Tumble particles.

2.4.1. Particle dynamics and kinetic description. We consider N particles in a two-

dimensional periodic domain traveling at a constant speed v0. A particle changes its

orientation from θ to θ′ with a rate λ following a distribution Pt on [0, 2π) which is

symmetric with respect to θ. At the kinetic level the distribution function f(r, θ, t) of

the position and orientation of the N particles satisfies

∂tf + v0eθ · ∇f = −λf + λ

∫
dθ′ Pt (θ

′ − θ) f (θ′) ,

where f is normalized to 1. We define the mean free path for the Run-and-Tumble

particles ℓ = v0/λ and we rescale space and time r′ = r/ℓ, t′ = tv0/ℓ. Dropping the

primes, it yields

∂tf + eθ · ∇f = −f +

∫
dθ′ Pt (θ

′ − θ) f (θ′) . (9)

Equation (9) can be seen as a law of large numbers for the empirical distribution fN :

in the limit of a large number of particles, the random object fN concentrates on the

distribution function f which is a solution of (9).

2.4.2. Large deviations for the empirical distribution. We now assess the probability

of any evolution path for the empirical distribution. As shown in [?], a way to compute

the large deviation Hamiltonian H associated with (9) is to compute the infinitesimal

generator of the Markov process describing the evolution of the empirical distribution

fN . Then, from the infinitesimal generator Gf , the large deviation Hamiltonian is

deduced through the following formula

HRT [f, p] = lim
N↑∞

1

N
Gf

[
eN

∫
drdθ pfN

]
e−N

∫
drdθ pf , (10)
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where the definition of the infinitesimal generator is

Gf [ϕ] = lim
t→0

Ef [ϕ [fN (t)]]− ϕ [f ]

t
, (11)

where ϕ is a test functional of the empirical distribution. In (11), Ef denotes an

expectation over the stochastic process fN conditioned by fN(t = 0) = f . The generator

can be split into two terms

Gf = Gf,T +Gf,tumb,

where Gf,T is due to free transport, and Gf,tumb to tumbling events. A Taylor expansion

of ϕ [fN (t)] at small times allows to compute the transport part of the generator

Gf,T [ϕ] = −
∫
drdθ eθ · ∇f

δϕ

δf (r, θ)
. (12)

To compute Gf,tumb, we need to evaluate the effect of tumbling events on the empirical

distribution. If f is the empirical distribution, the rate of tumbling events that change

the orientation of a particle from θ1 to θ
′
1 in the volume element dr1 centered at point

r1 is:

Nf(r1, θ1, t)Pt (θ1 − θ′1) dθ1dθ
′

1dr1. (13)

Each tumbling event of this type changes the empirical distribution from f (r, θ) to

f (r, θ) − N−1δ (r− r1) δ (θ − θ1) + N−1δ (r− r1) δ (θ − θ′1) . Therefore, from (11) and

(13), we deduce the part of the infinitesimal generator due to tumbling events

Gf,tumb[ϕ] = N

∫
dθ1dθ

′
1dr f(r, θ1, t)Pt (θ1 − θ′1)×{

ϕ

[
f(·1, ·2, t) +N−1δ(·1 − r) (−δ(·2 − θ1) + δ(·2 − θ′1))

]
− ϕ[f ]

}
.

(14)

We can then apply (10) to deduce the large deviation Hamiltonian

HRT [f, p] = HT [f, p] +Htumb [f, p] , (15)

where

HT [f, p] = −
∫
dθdr p(r, θ, t)eθ · ∇f(r, θ, t), (16)

Htumb [f, p] =

∫
dθ1dθ

′
1dr f(r, θ1, t)Pt (θ1 − θ′1)

{
e−p(r,θ1,t)+p(r,θ′1,t) − 1

}
. (17)

The most probable evolution for the empirical distribution is the one that maximizes

the right hand side of the LDP (7). This maximization condition is simply the

Hamilton equation associated with the large deviation Hamiltonian (15), which gives:

∂tf = δHRT

δp
[f, p = 0] or, explicitely, equation (9).

Tumbling events conserve locally the number of particles. This is can be shown by

the fact that
∫
drdθ∂tf =

∫
drdθ δHRT/δp(r, θ) = 0, where the first equality follows

from the Hamilton’s equations, and for the second we have used (17). The large

deviation Hamiltonian HRT is non-quadratic in the conjugated momentum p. This

means that, if we wanted to write a stochastic partial differential equation for the

empirical distribution, it would contain non-Gaussian noise.
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2.4.3. Time-reversibility. The absence of interactions implies that the stationary

probability for the empirical distribution is

PS (fN = f) ≍
N↑∞

exp (NS [f ]) , (18)

where S [f ] = −
∫
dθdr f log f is the entropy. Indeed, a necessary condition for the

compatibility of (18) and the LDP (7) is provided by the Hamilton–Jacobi equation:

HRT

[
f,−δS

δf

]
= 0 (19)

which can be explicitly checked to hold. This fact is related to the presence of the

generalised time-reversal symmetry θ → θ + π, t → −t. Defining S [f ](r, θ, t) =

f(r, θ+π,−t), this symmetry translates into the following identity for the large deviation

Hamiltonian [?]:

HRT

[
S [f ] ,−S [p]

]
= HRT

[
f, p− δS

δf

]
. (20)

Time-reversal symmetry breaks down for the Boltzmann-Vicsek model and the solution

of (19), which would play the role of the entropy, is unknown.

2.5. Large deviations from the Boltzmann–Vicsek equation

We now aim at deriving the fluctuating kinetic theory associated with the microscopic

model introduced in section 2.1, along the same lines as in section 2.4. We expect a

LDP for the rescaled empirical distribution

fϵ (r, θ, t) = ϵ
N∑

n=1

δ (rn (t)− r) δ (θn (t)− θ) , (21)

in the form

P
[
{fϵ(t)}0≤t<T = {f(t)}0≤t<T

]
≍
ϵ↓0

exp

(
−1

ϵ
JT [f ]

)
, (22)

where

JT [f ] =

∫ T

0

dt sup
p

(∫
drdθ ∂tfp−HBV [f, p]

)
, (23)

HBV [f, p] = lim
ϵ↓0

ϵGf

[
e

1
ϵ

∫
drdθ pfϵ

]
e−

1
ϵ

∫
drdθ pf . (24)

We start from the definition of the infinitesimal generator (11). This time, the

expectation Ef denotes an expectation over the stochastic process of the rescaled

empirical distribution fϵ of N particles submitted to the Boltzmann–Vicsek dynamics

conditioned by fϵ(t = 0) = f . As previously, we can decompose the infinitesimal

generator in two terms

Gf = Gf,T +Gf,col,
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where Gf,T is the infinitesimal generator accounting for free transport, already computed

in (12), and Gf,col accounts for two-body collisions. To evaluate Gf,col, we need the rate

of two-body collisions, which change the orientation of two particles from (θ1, θ2) to

(θ′1, θ
′
2) in the volume element dr centered at point r. If f is the rescaled empirical

distribution, this rate writes

1

2ϵ
K(θ2 − θ1)f(r, θ1, t)f(r, θ2, t)Pσ (θ

′
1 −Ψ(θ1, θ2))Pσ (θ

′
2 −Ψ(θ1, θ2)) dθ1dθ2dθ

′
1dθ

′
2dr.

(25)

As for tumbling events, collisions change the empirical distribution; f (r, θ) is changed

into

f (r, θ)− ϵδ (r− r1) δ (θ − θ1)− ϵδ (r− r1) δ (θ − θ2)

+ ϵδ (r− r1) δ (θ − θ′1) + ϵδ (r− r1) δ (θ − θ′2) . (26)

The infinitesimal generator term accounting for collisions thus reads

Gf,col[ϕ] =
1

2ϵ

∫
dθ1dθ2dθ

′
1dθ

′
2dr K(θ2 − θ1)

× f(r, θ1, t)f(r, θ2, t)Pσ

(
θ′1 −Ψ(θ1, θ2)

)
Pσ

(
θ′2 −Ψ(θ1, θ2)

)
×
{
ϕ

[
f(·1, ·2, t) + ϵδ(·1 − r)

(
− δ(·2 − θ1)− δ(·2 − θ2) + δ(·2 − θ′1) + δ(·2 − θ′2)

)]
− ϕ[f ]

}
.

(27)

and the large deviation Hamiltonian is deduced using (10)

HBV [f, p] = HT [f, p] +Hcol [f, p] , (28)

where HT is given by (16) and the collision term of the Hamiltonian writes

Hcol[f, p] =
1

2

∫
dθ1dθ2dθ

′
1dθ

′
2drK(θ2 − θ1)f(r, θ1, t)f(r, θ2, t)×

Pσ (θ
′
1 −Ψ(θ1, θ2))Pσ (θ

′
2 −Ψ(θ1, θ2))

{
e−p(r,θ1,t)−p(r,θ2,t)+p(r,θ′1,t)+p(r,θ′2,t) − 1

}
. (29)

Equation (28) along with (16,29) is the fluctuating kinetic theory for the Boltzmann-

Vicsek model. The most probable evolution path satisfies the deterministic evolution

equation given by the Hamilton equation associated with HBV

∂tf(r, θ, t) =
δHBV

δp(r, θ, t)
[f, 0] = −eθ · ∇f(r, θ, t) + Icol[f ](r, θ, t) (30)

which is the deterministic Boltzmann–Vicsek equation (6).

Just as in the Run-and-Tumble case, collisions conserve locally the number of

particles, and this is reflected in the fact that
∫
drdθ δHcol/δp(r, θ) = 0. Furthermore,

HBV is again non-quadratic in the conjugated momentum p. This means that dynamical

large deviations of the empirical distribution are non-Gaussian. Contrary to the
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tumbling Hamiltonian (17), the Hamiltonian for collisions is quadratic in f , because

collisions considered in the Boltzmann–Vicsek dynamics are binary. The Hamiltonian

HBV share some similarities with the one derived in [?] for the Boltzmann equation

describing the dynamics of a passive dilute gas: quadraticity in the distribution function

f and exponential dependence on the conjugated momentum. At variance with that

case, however, the collision rules of the Vicsek-Boltzmann model break time-reversal

symmetry, and does not conserve momentum nor kinetic energy.

3. Fluctuating hydrodynamics deeply in the ordered phase

In this section, we derive the fluctuating hydrodynamics from the Boltzmann–Vicsek

LDP given by (22) and (28). This is done as a perturbative expansion in a small

parameter, the Knudsen number α = ℓ/L, where ℓ is the mean free path and L is the

system size. α is also the time scale to reach a local equilibrium. As a first step, we

introduce in section 3.1 the macroscopic scaling with the Knudsen number, and associate

a fluctuating Boltzmann–Vicsek equation with the Boltzmann–Vicsek LDP. From there

we adapt to the fluctuating case the framework developed in a deterministic setting in

[?]. In section 3.2 we discuss the local equilibria of the Boltzmann–Vicsek equation.

These local equilibria are characterized by two slow modes: the density field, and the

orientational order field. Then, in section 3.3 we obtain fluctuating hydrodynamic

equations for these two slow modes. Further, we show that at leading order in the

Knudsen number α, the noise appearing in these hydrodynamic equations is Gaussian.

3.1. Macroscopic scaling and rephrasing of the Large Deviation Principle as a

Stochastic PDE

Since we are interested in large scales and long times, we introduce the macroscopic

variables t̃ = αt, r̃ = αr, and define f̃(r̃, θ, t̃) = f(α−1r̃, θ, α−1t̃), p̃(r̃, θ) = p(α−1r̃, θ).

Then

HT [f, p] =
1

α
H̃T [f̃ , p̃] (31)

Hcol[f, p] = α−2H̃col[f̃ , p̃],

∫
drdθ p∂tf =

1

α

∫
dr̃dθ p̃∂t̃f̃ ; (32)

we remove the tildes in the following. Isolating the linear part in p (which contributes

to the deterministic evolution), the collision Hamiltonian can be written

Hcol[f, p] =

∫
p(r, θ)Icol[f ](r, θ)drdθ +Hcol,stoch,

where Hcol,stoch gathers all terms of order at least 2 in p. The empirical distribution then

satisfies a large deviation principle with speed ϵ−1 and rate function

JT [f ] =
1

α3

∫ T

0

dt sup
p

{∫
drdθ p(r, θ)

(
α∂tf + αeθ · ∇f − Icol[f ]

)
−Hcol,stoch[f, p]

}
.

(33)
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Notice the overall factor α−3 coming from the change of time and space variables; the

final time T and the system size have also been rescaled. Formally, this LDP can be

recast as a stochastic PDE:

α
(
∂tf + eθ · ∇f

)
− Icol[f ] = ξ(r, θ, t), (34)

where the left hand side is the deterministic Boltzmann-Vicsek equation, and the right

hand side is a noise whose distribution satisfies the LDP

P
[
{ξ(t)}0≤t<T = {u(t)}0≤t<T

]
≍
ϵ↓0

exp

(
− 1

ϵα3
Jf [u]

)
, (35)

with

Jf [u] =

∫ T

0

dt

∫
dr sup

p

(∫ 2π

0

pu dθ −Hcol,stoch[f, p]

)
. (36)

A consequence of (35) is that we can express the variance of ξ through the large deviation

Hamiltonian

E [ξ [f ] (r, θ, t) ξ [f ] (r′, θ′, t′)] = ϵα3 δ2HBV

δp(r, θ, t)δp(r′, θ′, t′)
[f, p = 0] . (37)

Note that only Hcol,stoch contributes to the second functional derivative of HBV with

respect to p. From the original LDP, which is a statement on the probability distribution

of f , to the above statement about the probability distribution of ξ, there is a change

of variable, which should introduce a Jacobian factor. At the large deviations level

however, this factor is negligible. We stress that the noise ξ bears several features that

are in stark contrast with the fluctuating kinetic theories derived in the weak-interaction

limit [?, ?]: it is multiplicative at the kinetic level (since its distribution depends on f),

it is non-Gaussian (this is encoded in the fact that HBV is not quadratic in p), and it

depends explicitly on the particle-particle interactions.

Finally, the local conservation of the number of particles implies that whenever∫
u(r, θ)dθ ̸= 0, Jf [u] = +∞. Indeed, take any momentum field p(r) independent of

θ; then Hcol,stoch[f, p] = 0 and
∫
u(r, θ)p(r)dθ = p(r)

∫
udθ ̸= 0. A good choice of p(r)

then makes the supremum in (36) as large as we wish. In the stochastic PDE (34), this

translates in the fact that the noise conserves the number of particles:∫
ξ(t, r, θ)dθ = 0. (38)

Contrary to the case of passive dilute gases (where also momentum and energy

are conserved), there is no other conservation law, reflecting the absence of these

conservation laws at the level of the microscopic collisions.

3.2. Local equilibria

We now discuss the local equilibria of the Boltzmann-Vicsek equation, i.e. distributions

f that make the collision kernel vanish Icol[f ] = 0. This is the crucial ingredient to
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Figure 2: Profile of the local equilibria Mφ(θ) for different values of σ.

derive the fluctuating hydrodynamics deeply in the ordered state because any initial

condition should relax fast (over time scales of order α−1) towards these local equilibria.

For clarity, we choose the noise distribution Pσ in the collision kernel (2) to be a

Von Mises distribution Pσ (θ) = Vs(θ) = (2πI0 (s))
−1 exp (s cos θ), but any other choice

for Pσ with similar qualitative characteristics would be admissible. This distribution

has a circular variance σ2 (s) = 1− I1(s)/I0(s), where Ij is the modified Bessel function

of order j. The variance σ2 is a decreasing function of s.

The local equilibria are the solutions of the integral equation

Icol[f ] (θ) = 0 ⇐⇒ f (θ) =

∫∫
dθ1dθ2 f (θ1) f (θ2)K (θ2 − θ1)Vs (θ −Ψ(θ1, θ2))∫

dθ1 f (θ1)K (θ1 − θ)
. (39)

The homogeneous isotropic state (f independent of the angle) is always a solution. This

is the unique one when σ > σc: here the system is described by a single hydrodynamic

variable, the density ρ(r, t). We are interested in the regime σ < σc, when non isotropic

local equilibria emerge. By rotation invariance, they are indexed by a local angle φ(r, t);

the local equilibria are then of the form ρ(r, t)Mφ(r,t) and there are two hydrodynamic

fields: ρ and φ. By rotational symmetry, the dependence on φ is simple: there exists a

function m such that Mφ(θ) = m(θ − φ).

AlthoughMφ(r,t) cannot be found analytically when σ < σc, finding it numerically is

straightforward using the fixed-point formulation (39). We did this by implementing a

fixed-point iteration method. For σ > σc, our algorithm correctly converges towards

a constant solution, while for σ < σc, we obtain a solution for (39) which carries

a preferential orientation. Our numerical solutions for Mφ(r,t) as a function of σ is

provided in Fig. 2. As it should be, the weaker this noise is, the narrower the local

equilibrium Mφ is around the local orientation φ. Obtaining Mφ(r,t) with this method

is very fast computationally, requiring only a few iterations unless σ is set very close

to σc. The value of σc can be computed analytically [?]. To do so, one has to assess

the linear stability of the collision operator Icol linearized close to a uniform in angle

distribution f(r, θ, t) = ρ(r, t). With the specific choice of a Von Mises distribution for



Fluctuating hydrodynamics of aligning active particles: the dilute limit 14

the microscopical noise distribution Pσ, we have σc =
√
3/3 ≈ 0.58.

3.3. Chapman–Enskog expansion close to a local equilibrium

In order to get the fluctuating hydrodynamics, we now want to compute evolution

equations for the density ρ and the orientation field φ that specify the local equilibria.

To do so, we look for solutions to the kinetic equation (34) as a Chapman–Enskog

expansion close to a local equilibrium. This amounts to expand f for small α as

f (r, θ, t) = ρ (r, t)Mφ(r,t) (θ) + αg (r, θ, t) +O
(
α2

)
.

At leading order in α, we obtain from (34) that

(∂t + eθ · ∇) (ρMφ)− ρLφ[g] =
1

α
ξ [ρMφ] , (40)

where Lφ is the linearization of Icol close to ρMφ:

Lφ[g](θ) =

∫∫
dθ1dθ2Mφ (θ1) g (θ2)K (θ2 − θ1) {2Vs (θ −Ψ(θ1, θ2))− δ (θ − θ1)− δ (θ − θ2)} .

Classically, the Chapman–Enskog expansion then proceeds integrating (40) against

conserved quantities, over the velocity variables (here the angle θ). Each conserved

quantity then yields an evolution equation for a hydrodynamic mode.

A difference with respect to the classical case arises here: we only have a single

conserved quantity (density) and want to obtain evolution equations for both the density

ρ and the orientation field φ. Such problem was already discussed and solved in [?] noting

that, to obtain the evolution equation for the slow modes, we only need to integrate

against quantities χ that are in the kernel of L†
φ, the adjoint operator of Lφ. The

elements of the kernel of L†
φ which do not correspond to conservation laws are known

as Generalized Collisional Invariant (GCI).

3.3.1. Equation for the density field. We observe that constants are in the kernel of L†
φ.

Hence, integrating the fluctuating kinetic equation (40) over θ yields the hydrodynamic

equation for the density field

∂tρ+ c1∇ · (ρeφ) = 0, (41)

where c1 =
∫
dθ cos (θ − φ)m (θ − φ) , and eφ = (cosφ, sinφ) is the orientational order

field. We have used the density preserving property of the noise (38).

3.3.2. Equation for the orientational order field. In order to obtain a second

hydrodynamic equation for the orientation field, we need to find another element of

kerL†
φ to integrate (40) against. In the classical kinetic theory of passive gases, this

second element is usually the velocity variable [?], which is a manifestation of momentum

conservation at the level of the kinetic equation. For active particles, momentum

conservation is broken and a GCI is needed.



Fluctuating hydrodynamics of aligning active particles: the dilute limit 15

0 1 2 3 4 5 6

θ

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

ψ
ϕ
(θ
)

σ = 0.05

σ = 0.1

σ = 0.3

σ = 0.5

Figure 3: Profile of the GCI ψφ(θ) for different values of σ. This quantity is defined

whenever σ < σc.

Since Icol [Mφ] = 0 for all φ, Icol [Mφ+δφ] = 0 for any perturbation δφ. This implies

that not only Mφ ∈ kerLφ but also ∂Mφ

∂φ
= −m′(θ − φ) ∈ kerLφ, which provides two

elements in kerLφ as soon as the system is locally ordered. Hence kerL†
φ is also two-

dimensional, spanned by the constants and another element which we call ψφ: this is

the GCI.

As it was the case forMφ, ψφ cannot be found analytically, but it can be determined

numerically. In order to compute ψφ, we numerically solve the equation L†
φ[ψφ] = 0 by

discretizing [0, 2π). Then, L†
φ[ψφ] = 0 is a simple matrix equation that one can solve for

ψφ. Observe that by rotational symmetry, the generalized collision invariant satisfies

ψφ (θ) = −ψ−φ (−θ). In figure 3, we plot ψφ for φ = π and for several values of σ.

Integrating (40) over θ and against ψφ and using that L†
φ[ψφ] = 0 yields the

hydrodynamic equation for the orientation field

α

∫
dθ ψφ (∂t + eθ · ∇r · ρMφ) =

∫
dθ ψφξ [ρMφ] , (42)

We see that for a smooth evolution of the orientation field φ(r, t), the left hand side

is of order α, which corresponds to the noise αη =
∫
dθ ψφξ [ρMφ] to be of order α as

well. Contracting the probability distribution of ξ given in (34) and (35) to obtain the

distribution of αη, and expanding for small α, it is easy to see that only the quadratic

part of the distribution of αη contributes to leading order in α. This is equivalent to

saying that the noise becomes Gaussian in the hydrodynamic limit at leading order in

α.

The explicit computation of the different terms in (42) yields the fluctuating

hydrodynamic equation for the orientational order:

ρ (∂teφ + c2eφ · ∇eφ) + c3∇⊥ρ = ηe⊥ +O(α), (43)

where the O(α) term represents the error committed in neglecting the higher order

terms in the Chapman-Enskog expansion. In (43), e⊥ = eφ+π/2, ∇⊥ = (e⊥ ·∇)e⊥ is the
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gradient along the direction which is orthogonal to eφ and

c4 =
−1∫

dθ ψφ (θ)m′ (θ − φ)
,

c2 = −c4
∫
dθ ψφ (θ) cos (θ − φ)m′ (θ − φ) ,

and

c3 = c4

∫
dθ ψφ (θ) sin (θ − φ)m (θ − φ) .

Using the two-point correlations for ξ (37), we can characterize the Gaussian noise η

E [η (r, t) η (r′, t′)] = αϵCρ2 (r, t) δ (r− r′) δ (t− t′) +O(α2) , (44)

and

C = c24 (C1 + C2 + C3 + C4 + C5) ,

with

C1 =

∫
dθdθ′ ψφ (θ)2Mφ (θ)Mφ

(
θ′
)
K

(
θ − θ′

)
,

C2 =

∫
dθdθ′ ψφ (θ)ψφ

(
θ′
)
Mφ (θ)Mφ

(
θ′
)
K

(
θ − θ′

)
,

C3 =

∫
dθdθ′1dθ

′
2 ψφ (θ)2Mφ

(
θ′1
)
Mφ

(
θ′2
)
K

(
θ′1 − θ′2

)
Vs

(
θ −Ψ

(
θ′1, θ

′
2

))
,

C4 =

∫
dθdθ′dθ′1dθ

′
2 ψφ (θ)ψφ

(
θ′
)
Mφ

(
θ′1
)
Mφ

(
θ′2
)
K

(
θ′1 − θ′2

)
Vs

(
θ −Ψ

(
θ′1, θ

′
2

))
Vs

(
θ′ −Ψ

(
θ′1, θ

′
2

))
,

C5 = −4

∫
dθdθ′dθ1 ψφ (θ)ψφ

(
θ′
)
Mφ (θ)Mφ (θ1)K (θ1 − θ)Vs

(
θ′ −Ψ(θ, θ1)

)
.

Although it is not apparent from the above expressions, we have checked numerically

that C is positive and an increasing function of σ, as expected.

The structure of the fluctuating equation for the local orientation field (44) is not

usual. In relation with the lack of momentum conservation, (44) contains a noise term

but no diffusive terms. These would give corrections at O(α) in (43) and we expect

that they can be obtained by similar lines as in [?] where they were derived for the

Vicsek model within the weak-interaction limit; we leave this for future investigations.

We should however observe that (43) allows already to obtain the path probability for

eφ to first order in α, which is the central result of this Section.

The two main novelties of our results are the following. First, we obtain the

hydrodynamics of self-propelled aligning particles for dilute systems, deeply in the

ordered phase, which was not even known at the deterministic level, since the results

of [?] were derived in the weak-interaction limit. Second, we obtained also the

hydrodynamics at the fluctuating level. The fact that we work in the dilute regime

implies that the hydrodynamic noise variance is proportional to ρ2, and that the

noise depends explicitly on the collision rules (interactions) among particles. Both of

these facts are at variance with the fluctuating hydrodynamics obtained in the weak-

interaction regimes [?].
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4. Fluctuating hydrodynamics close to order-disorder transition

In this last section we derive the fluctuating hydrodynamics with the same starting

point -the fluctuating Boltzmann-Vicsek equation- but in a different regime: close to

the order-disorder transition. We follow the route first introduced in [?]. This relies on

an expansion close to the instability threshold σc obtained via a moment expansion and

a closure. This method has since been widely used in the literature [?]. Yet it should be

noticed that its quantitative regime of validity is unclear: the order-disorder transition

is generically first order in the Vicsek model and σc is well defined only at mean-field

level [?, ?].

The fluctuating hydrodynamics derived close to the instability threshold was

previously obtained (for nematic systems) adding a Dean-like noise to the Boltzmann-

Vicsek kinetic equation [?]. Here, starting from our fluctuating kinetic theory (22, 28),

we derive the noise term close to the instability threshold and compare to the results of

section 3, which are valid deeply in the ordered regime.

The derivation of the deterministic hydrodynamics can be found in [?, ?] and

we only sketch it here in section 4.1. In section 4.2, we use the same Ansatz as in

[?] to show that a Gaussian approximation for the noise is justified, and to find the

fluctuating evolution equations for the slow hydrodynamic modes. We then check that

there exists a scaling regime (in terms of microscopic parameters) in which both the

hydrodynamic limit and the noise terms are controlled. Last, in section 4.3, we show

that both hydrodynamic derivations from sections 3 and 4 can be connected at leading

order.

4.1. Moment expansion

Our starting point is the same as in section 3: after rescaling time and space with

the Knudsen number α we work with the fluctuating Boltzmann-Vicsek equation (34)

together with the LDP for the noise (35).

As customary [?], we introduce the complex derivatives ∇ = ∂x + i ∂y,∇⋆ =

∂x − i ∂y,∆ = ∇∇⋆ and the following notations for the Fourier transforms

fk(r, t) =

∫ 2π

0

dθ eikθf(r, θ, t), (45)

and a similar notation for ξ. Taking the Fourier transform of (34) we thus obtain

α
(
∂tfk +

1

2
(∇fk−1 +∇⋆fk+1)

)
=

+∞∑
q=−∞

(PkIk,q − I0,q)fqfk−q + ξk (46)

with

Pk(σ) =

∫ 2π

0

dθ Pσ(θ)e
ikθ, Ik,q =

1

2π

∫ 2π

0

d∆K(∆)e−iq∆+ikH(∆) . (47)



Fluctuating hydrodynamics of aligning active particles: the dilute limit 18

The noise terms ξk are Fourier transforms of ξ, which is non-Gaussian, and in particular

satisfies a non-quadratic LDP given by (35) and (36). However, similarly to the case of

section 3 we shall argue below that we are actually interested in the small ξ limit, in

which the large deviation function can be considered quadratic, and ξk be approximated

by a Gaussian noise.

4.2. Boltzmann–Ginzburg–Landau scaling

We now aim at finding the evolution equation for the Fourier modes of the distribution

function in the hydrodynamic limit, where usually only the first few Fourier modes

matter, by truncating the infinite hierarchy of stochastic partial differential equations

in (46). Since mass is a conserved quantity, we already know that the density field

ρ(r, t) = f0(r, t) is a relevant hydrodynamic field. Assuming a scaling Ansatz (51)

similar to the one used in [?] for polar particles, we show that the polarity field f1(r, t)

is the second slow field of the problem while the other modes fk>1 are fast fields.

The equations for the first k modes, k ∈ {0, 1, 2}, write

∂tf0 +
1

2
∇⋆f1 = 0, (48)

α
(
∂tf1 +

1

2
(∇f0 +∇⋆f2)

)
= µ1[ρ]f1 + (J1,2 + J1,−1)f

⋆
1 f2 + ...+ ξ1, (49)

α
(
∂tf2 +

1

2
(∇f1 +∇⋆f3)

)
= µ2[ρ]f2 + J2,1f

2
1 + ...+ ξ2, (50)

where ... denotes the other terms coming from the collision kernel in (46), Jk,q =

Pk(σ)Ik,q − I0,q and µk[ρ] = (Jk,0 + Jk,k) ρ0. If noises in the hierarchy of equations (48)–

(50) are switched off, the system of equations admits a solution {f0(r, t) = ρ0, fk>0 = 0},
which corresponds to the homogeneous disordered state. It turns out that, at fixed

density ρ0, this solution is linearly stable only when σ is greater than a threshold value

σc, in which case all the µk[ρ0]’s are negative. Below σc, an instability of the disordered

state is triggered because µ1[ρ0] changes sign while the µk>1[ρ0] do not [?]. This is the

regime in which we work in the rest of this section.

In order to decouple the evolution of the slow hydrodynamic modes from the fast

ones, we work at the onset of instability. Indeed by tuning σ, it is possible to control at

will the size of µ1[ρ] (as it changes sign continuously) and we choose to work in a scaling

regime such that µ1[ρ] = α2µ′
1[ρ]. We moreover assume an Ansatz à la Boltzmann–

Ginzburg–Landau in this scaling regime which writes

f0 = ρ0 + αδρ, f1 = αf ′
1, fk>1 = α2f ′

k. (51)

To alleviate notations, we drop the primes. Introducing this scaling into (49)–(50), we

see that we are actually interested in a regime where the noise terms ξk, and hence ξ

itself, are small. By a similar reasoning as in section 3.1, we conclude that the large

deviation rate function in (35) has to be considered only for small values of the variable

u and it is legitimate to use a Gaussian approximation. As a consequence, we shall from
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now on use a Gaussian approximation for the noise ξ. In particular, it is characterized

by its first two moments, which can be computed, for any integers k, l

E[ξk(r, t)] =
∫ 2π

0

dθ eikθE[ξ(r, θ, t)] = 0, (52)

E[ξk(r, t)ξ⋆l (r′, t′)] =
∫ 2π

0

dθdθ′ eikθe−ilθ′E[ξ(r, θ, t)ξ(r′, θ′, t′)] (53)

= ϵα3Vcolδ(r− r′)δ(t− t′), (54)

with

Vcol =
∞∑

q=−∞

νk,l,q(σ) fk−l+q(r, t)f
⋆
q (r, t), (55)

νk,l,q(σ) =
1

2

[
I0,k−l+q + I0,k+q + I0,q−l + I0,q − 2

(
Pk(σ)Ik,k+q + P−l(σ)I−l,q−l

)
(56)

− 2

(
Pk(σ)Ik,k−l+q + P−l(σ)I−l,k−l+q

)
+ 2

(
Pk−l(σ) + Pk(σ)P−l(σ)

)
Ik−l,k−l+q

]
. (57)

If we look at self-correlations, we have

E[ξk(r, t)ξ⋆k(r′, t′)] = δ(r− r′)δ(t− t′)
∞∑
q=0

γk,q(σ) |fq(r, t)|2, (58)

with

γk,q(σ) = νk,k,−q(σ) + νk,k,q(σ) if q ̸= 0, (59)

γk,0(σ) = νk,k,0(σ) . (60)

Now, given the fact that µ2[ρ] < 0 close to the (first) instability line, we assume

∂tf2 ≈ 0. We then collect only the terms of lowest order in α in the equations for the

modes 0, 1, 2, including noise terms and their cross-correlations. We end up with the

following equations

∂tδρ+Re{∇f ⋆
1} = 0, (61)

∂tf1 = −1

2
∇δρ+ α

{
µ1f1 − βf1|f1|2 + ν∆f1 + κ1f1∇⋆f1 + κ2f

⋆
1∇f1

}
+ η1, (62)

whose deterministic part is derived in [?]. η1 is a Gaussian white noise whose correlations

write at lowest order in α

E[η1(r, t)η⋆1(r′, t′)] =
ϵ

α
γ1,0ρ

2
0 δ(t− t′)δ(r− r′), (63)

E[η1(r, t)η1(r′, t′)] = 0. (64)
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Figure 4: Scaling limit

γ1,0 is defined in (59) and can be checked to be positive once a specific form for the

collision kernel K has been chosen. The other coefficients are given by

ν =
1

4|µ2|
, κ1 =

1

µ2

(P2I2,1 − I0,1), κ2 =
1

2µ2

[
P1(I1,−1 + I1,2)− I0,−1 − I0,2

]
, (65)

β =
P2I2,1 − I0,1

µ2

[
P1(I1,−1 + I1,2)− I0,−1 − I0,2

]
. (66)

We work in the scaling limit where α → 0. However, in this scaling limit, we additionally

want the strength of hydrodynamic noise to be small, i.e. ϵ/α → 0. It turns out that

α =
L

RN
→ 0 =⇒ L

N
≪ R, (67)

ϵ

α
=
N2R3

L3
→ 0 =⇒ R ≪ L

N2/3
, (68)

where L,R,N were defined in section 2.1. As N is large, N ≫ N2/3 and there exists

a scaling region in which both α and ϵ/α can be arbitrary small, as shown in figure 4.

This is the scaling limit we choose.

The Langevin equations (61-63) are consistent at the deterministic level with the

one studied in [?, ?, ?]. However, as it is the case in section 3, the noise acting on

the orientation field differs from the ones previously considered in the literature for two

reasons. First, it is proportional to ρ20; second, it explicitly depends on the particle

interactions via γ1,0. Both these facts are generically expected in the fluctuating hydro-

dynamic description of dilute active systems.

It should be further observed that different sources of noises add up linearly within

this framework. In particular, if we had included translational diffusion of active

particles, this would generate at the hydrodynamic level the deterministic diffusion

terms which are discussed in [?] and noise terms ηD respecting mass conservation in the

equation for δρ and f1, with correlations E[ηD(r, t)ηD(r′, t′)] ∝ δ(t− t′)∇2δ(r− r′).
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4.3. Connection between hydrodynamics equation deeply in the ordered phase and close

to the phase transition

We conclude comparing the hydrodynamics obtained deeply in the ordered phase

(section 3) with the one close to the instability threshold (section 4). Following

[?], we express (61) in terms of density and polarity fields, by defining f1(r, t) =

px + ipy,where p = (px, py) is the polarity field. They write

∂tδρ+∇ · p = 0, (69)

∂tp+ λ1 (p · ∇)p+ λ2 (∇ · p)p− λ2
2
∇
(
p2

)
=

(
a− bp2

)
p− c3∇δρ+DT∆p+ η,

(70)

where

λ1 = α(κ1 + κ2), λ2 = α(κ1 − κ2), a = αµ1, b = αξ, c3 =
1

2
, DT = αν, (71)

and η = (ηi)i=1,2 is an isotropic Gaussian white noise whose correlations read

E[ηi(r, t)ηj(r′, t′)] =
1

2

ϵ

α
δijγ1,0ρ

2
0δ(t− t′)δ(r− r′). (72)

If one further assumes that (71) holds in the polar-liquid ordered phase, one can wonder

how the evolution equation for the polarity field is affected. Assuming the norm of the

polarity field to be fixed to p0 =
√
a/b, which is reasonable deep in the ordered phase,

we look for solutions under the form p = p0eφ, where eφ is a unit 2d-vector parametrized

by the angle φ. Projecting (71) onto e⊥ = eφ+π/2 yields

p0∂teφ + λ1p
2
0

[
(eφ · ∇)eφ

]
= −c3∇⊥δρ+DTp0(e⊥ ·∆eφ)e⊥ + (e⊥ · η)e⊥ (73)

We recognize in (73) all the terms present in (43). However these two equations differ

for two reasons. First, the dependence of the parameters entering in the hydrodynamic

description on the microscopic ones differs in the two cases, both at deterministic and

fluctuating level. Second, the Laplacian term in (73) is of the same order as transport

terms, while these Laplacian terms were subdominant (and hence neglected) in (43).

5. Conclusions

We focused on active matter systems where polar alignment is the dominant interaction

in the dilute regime. Within this framework, we have extended the Boltzmann

deterministic kinetic theory to its fluctuating counterpart. This is best described

through a large deviation theory formalism, given that fluctuations in the kinetic theory

are not Gaussian. The large deviation Hamiltonian associated with it is given in (28),

(29). Our fluctuating Boltzmann-Vicsek equation has the same regime of validity of the

original Boltzmann-Vicsek equation: ϵ≪ 1, where ϵ−1 = ρ0ℓ
2 is the number of particles

in an area equal to the square of the mean free path ℓ.
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We have then derived the associated fluctuating hydrodynamics in two different

regimes of parameters. First, deeply in the ordered phase, our final result is (41), (43),

(44), which allows to obtain the path probability of the density and the orientational

field to leading order in the Knudsen number α = ℓ/L, where L is a macroscopic

length-scale (e.g. the size of the system). In this regime and for dilute systems, even

the derivation of the deterministic hydrodynamics was not known. We stopped the

perturbative expansion at leading order in α, which corresponds to neglecting diffusive

terms, but the same technique could be employed to obtained them, along the lines

of the computations previously done in the weak-interactions regime [?]. Second, we

have derived the fluctuating hydrodynamics close to the transition between order and

disorder using a moment expansion and a closure of the hierarchy, as widely employed

in the active matter community [?].

The derivation of the hydrodynamic noise in the dilute regime differs in two

important aspects from the one obtained in the weak-interactions regime [?, ?]. First,

it depends explicitly on the particle interactions and, reflecting the binary nature of the

collisions, its variance is quadratic in the density.

We conclude with three remarks. First, we have presented results on polar particles

with polar aligning interactions, but we expect that these can be generalized to polar

particles with nematic interactions or to fully active nematic systems. Second, in most

real systems stochasticity at hydrodynamic level can originate both from interactions

and from single-particle diffusion; our theory is linear – and if single particle diffusion

is present, it just adds up at hydrodynamic level. Lastly, while our derivation of the

hydrodynamic theory deeply in the ordered state can be considered controlled from a

mathematical viewpoint, it should be noted that our results assume a smooth evolution

at the hydrodynamic level: our scaling hypothesis might break down in the presence

of shocks. The analysis of large deviations in their presence is a much harder problem,

whose understanding is so far limited only to few examples [?], and progress along these

lines would certainly require the analysis of dissipative terms at hydrodynamic level.

Acknowledgments

OF, MB, CN, JB warmly thank Freddy Bouchet for insightful discussions concerning

his work [?] that inspired the present one. JB acknowledges many discussions with
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