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Abstract—In the past few years, following the differentiable programming paradigm, there has been a growing interest in computing the gradient information of physical processes (e.g., physical simulation, image rendering). However, such processes may be non-differentiable or yield uninformative gradients (i.e., null almost everywhere). When faced with the former pitfalls, gradients estimated via analytical expression or numerical techniques such as automatic differentiation and finite differences, make classical optimization schemes converge towards poor quality solutions. Thus, relying only on the local information provided by these gradients is often not sufficient to solve advanced optimization problems involving such physical processes, notably when they are subject to non-smoothness and non-convexity issues.

In this work, inspired by the field of zero-th order optimization, we leverage randomized smoothing to augment differentiable physics by estimating gradients in a neighborhood. Our experiments suggest that integrating this approach inside optimization algorithms may be fruitful for tasks as varied as mesh reconstruction from images or optimal control of robotic systems subject to contact and friction issues.

I. INTRODUCTION

A. Motivations

Various physical processes such as image rendering \cite{11, 10} or physical simulation \cite{16, 2}, are subject to non-smooth phenomena. These result in badly conditioned gradients which may be uninformative (i.e., null almost everywhere) or even undefined. Typically, rendering \cite{11, 10} is naturally non-differentiable and yields either null or undefined derivatives. Similarly, differentiable simulators exhibit null gradients over entire regions of the trajectory space \cite{17}. In both cases, these physical gradients present some discontinuities or lack of regularity, which, in the end, may drastically hinder gradient-based optimization algorithms.

In this presentation, we show how randomized smoothing appears as a natural solution to avoid the pitfalls induced by a lack of regularity originating from classic gradient estimators. We notably show its applications in the context of differentiable rendering \cite{8} and differentiable simulation for control \cite{9}.

B. Background on randomized smoothing

Originally used in black-box optimization algorithms \cite{12, 13}, randomized smoothing was recently introduced in the machine learning community \cite{4, 1} in order to integrate non-differentiable operations inside neural networks.

In more details, a function $g$ can be approximated by convolving it with a probability distribution $\mu$:

\begin{equation}
  g_\epsilon(x) = E_{Z \sim \mu} [g(x + \epsilon Z)]
\end{equation}

which corresponds to the randomly smoothed counterpart of $g$ and can be estimated with a Monte-Carlo estimator as follows:

\begin{equation}
  g_\epsilon(x) \approx \frac{1}{M} \sum_{i=0}^{M} g(x + \epsilon Z^{(i)})
\end{equation}

where $\{Z^{(1)}, \ldots, Z^{(M)}\}$ are i.i.d. samples and $M$ is the number of samples. Intuitively, the convolution makes $g_\epsilon$ smoother than its original counterpart $g$ and, thus, yields better conditioned gradients.

Using an integration by part yields a zero-th order estimator:

\begin{equation}
  \nabla_x g_\epsilon(x) = \frac{1}{M} \sum_{i=0}^{M} g(x + \epsilon Z^{(i)}) \frac{\nabla \log \mu(z^{(i)})}{\epsilon}.
\end{equation}

This zero-th order estimator can be used even when $g$ is non differentiable to obtain first-order information usable in a gradient-based optimization scheme, as in Sec. II.

Alternatively, a direct way to estimate the gradients whenever $g$ is differentiable, is to use the first-order estimator:

\begin{equation}
  \nabla_x g^{(1)}(x) = \frac{1}{M} \sum_{i=0}^{M} \nabla g(x + \epsilon Z^{(i)}).
\end{equation}

Such a first-order estimator averages gradients over a noise distribution and, thus, mechanically augments the quantity of captured information in the gradients of $g$ even when they are uninformative e.g null in a region of the optimization space, as in Sec. III.

II. DIFFERENTIABLE RENDERING

An example of a non-differentiable process which can be turned into a differentiable one via zero-th order randomized smoothing is rendering. Rendering is the process which, given a 3D scene and a camera parameterization,
outputs the corresponding RGB image. As illustrated in Fig. 1, rasterization-based renderers need to go through two discontinuous steps, called rasterization and aggregation. These discontinuities seem natural: if an object moves on a plane parallel to the camera, some pixels will immediately change color at the moment the object enters the camera view or becomes unoccluded by another object. Mathematically, the operations occurring during these steps can be written as argmin operators of Linear Programming problems:

\[ y^*(\theta) = \arg\min_{y \in \mathcal{C}} \langle \theta, y \rangle \quad (5) \]

Such operators have null gradients almost everywhere and undefined otherwise, hence making them unusable for optimization.

Differentiable rendering approximates the underlying process by a smoother one by adding blur and transparency effects \([10, 8, 6]\). In particular, in [8], we propose to do it by replacing the original \(y^* (\theta)\) operators from rasterization and aggregation by their randomly smoothed counterparts (Fig. 1). If randomized smoothing alleviates the burden of badly conditioned gradients by working with an approximate but smoother renderer, it is necessary to consider a way to reduce the smoothing during optimization in order to solve the original problem. In [8], we introduce a criterion allowing to automatically reduce the injected noise across iterations. This approach is applied to tackle pose optimization and mesh reconstruction tasks and reaches results competitive with the state of the art [8].

III. DIFFERENTIABLE SIMULATION FOR CONTROL

An example of a differentiable process for which first-order gradient estimation via randomized smoothing can be applied to enrich gradients’ information is physical simulation. Simulating a physical system subject to contacts and frictions requires to solve a problem formed by the Euler-Lagrange equations of motion, the complementarity constraint accounting for contacts, the Maximum Dissipation Principle and Coulomb’s law which governs friction. Solutions of this problem are typically obtained by solving an associated optimization problem \([16, 3, 7]\) and, then, their gradients can be computed via implicit differentiation. However, as illustrated by Fig. 2 and detailed in [17], contacts and friction cause the simulation to be non-smooth and its gradients to remain null over large regions of the trajectory space.

In such a setting, randomized smoothing allows to approximate the underlying physics by a smoother one as shown in [9, 15] and illustrated by Fig. 2. Interestingly, this approach also allows to frame the stochasticity of exploration as a key element of the success of RL on solving physical problems with contacts and frictions [9]. If randomized smoothing allows to augment the quantity of information contained in the gradient estimator, it also introduces stochasticity and it is necessary to design accordingly an optimization procedure that preserve the convergence guarantees. To enforce the convergence towards an optimal (local) solution, it remains crucial to reduce the noise injected via the randomized smoothing across the iterations. In [9], we propose to decrease it in a way that adapts to the problem and avoids the smoothing being reduced too quickly, which would lead to performances similar to classical DDP, or too slowly, which would induce an unnecessary large number of iterations.

Finally, we apply our algorithm to solve a task on the Solo robot [5], an 18-DoF robotics system, with frictional contacts. Here, the goal is to reach a final target pose (lifting of the tip of one leg while keeping the three others on the ground),
which requires breaking some initial existing contacts, as illustrated in Fig. 3. Randomized smoothing coupled with Differential Dynamic Programming (R-DDP) allows to solve this task while classical DDP algorithm is not able to precisely apprehend contacts because of non-informative gradients of the dynamics (Fig. 4). Typically, the control obtained from DDP will only approach this pose while maintaining the feet on the ground which results in Solo bending its leg instead of lifting it.

IV. DISCUSSION

Gradients from differentiable physical processes should not be thought about separately from the actual problem and the associated optimization algorithm. It is often the case that exact gradients estimated from analytical expressions or automatic differentiation are likely to provide insufficient information for classical optimization to get satisfying solutions. Randomized smoothing proposes to capture additional information by using a noise distribution to evaluate gradients in the neighborhood of the current optimization stage. Doing so, it moves from a deterministic to a stochastic setting which may hinder performance of optimization algorithms (convergence and reproducibility) and thus requires some adjustments. We propose an approach which decreases the noise adaptively to improve robustness. However, detecting when to increase it is left as future work. Alternatively, analysing the respective stability properties of the zero-th and first order estimators represents another promising research direction [14].
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