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Abstract—A memoryless state-dependent multiple-access chan-
nel (MAC) is considered, where two transmitters wish to convey
their messages to a single receiver while simultaneously sensing
(estimating) the respective states via generalized feedbacks.
For this channel, an improved inner bound is provided on
the fundamental rate-distortions tradeoff which characterizes
the communication rates the transmitters can achieve while
simultaneously ensuring that their state-estimates satisfy desired
distortion criteria. The new inner bound is based on a scheme
where each transmitter codes over the generalized feedback so
as to improve the state estimation at the other transmitter. This
is in contrast to the schemes proposed for point-to-point and
broadcast channels where coding is used only for the transmission
of messages and the optimal estimators operate on a symbol-by-
symbol basis on the sequences of channel inputs and feedback
outputs.

I. INTRODUCTION

In various demanding applications such as smart cities and
autonomous driving, terminals have to communicate data to
other terminals while at the same time also to sense the
environment for changes in locations, shapes, and status char-
acteristics of static or locomoting objects. This integrated sens-
ing and communication scenarios have recently received lots
of attention from the communications and signal processing
communities [1]–[12] and first information-theoretic studies
were presented in [13]–[15]. Specifically, [13], [15] identify
the optimal tradeoff between the set of achievable data rates
and distortions of the state estimates that can be attained over
state-dependent point-to-point (P2P) or degraded broadcast
channels (BCs) with generalized feedback. Inner and outer
bounds on this tradeoff for general BCs were proposed in [15].
In [13], [15] it was further established that the transmitter’s
optimal estimators in the P2P and BC setup are symbol-wise
estimators applied to the sequences of the transmitter’s channel
inputs and feedback outputs. As a consequence, the sensing
performance of these systems depends only on the distribution
of the input symbols but not on the applied coding schemes.

The situation is different on the multiaccess channel, where
basing the estimator only on the sequence of inputs and
feedback outputs at a transmitter is suboptimal. In [14] it
was noticed that an estimator that bases its decision also
on the codewords decoded at a transmitter can improve
estimation performance. In this paper, we show that further
improvement is possible if each transmitter uses coding to
convey information related to its own observed generalized
feedback signal to the other transmitter. In some sense, this

is the first information-theoretic completely integrated sensing
and communication scheme because coding is not only used
to improve data communication but also to improve sensing
performance at the terminals. Both our scheme and the scheme
in [14] are built on Willem’s scheme for the MAC with
generalized feedback [16].

A related idea was previously used in [17], [18] for the state-
dependent MAC, where the transmitters compress and transmit
their state information to the receiver. In their setup, the trans-
mission of the state is beneficial over pure data transmission
because it helps the receiver to decode the data. In our work
here, each transmitter compresses and transmits information
about its feedback signal to provide state-information to the
other transmitter that is not available from its own feedback.

The simultaneous state and data communication problem as
studied in [19]–[24] is also related to our integrated commu-
nication and sensing problem. The difference between these
works and the present paper is that in joint communication
of data and states the state sequences(s) are available at the
transmitter(s) and have to be estimated at the receiver(s).

Notations: We use calligraphic letters to denote sets, e.g.,
X . Random variables are denoted by uppercase letters, e.g., X ,
and their realizations by lowercase letters, e.g., x. For vectors,
we use boldface notation, i.e., lower case boldface letters such
as xxx for deterministic vectors.

For positive integers n, we use [1 : n] to denote the
set {1, · · · , n}, and Xn for the tuple of random variables
(X1, · · · , Xn). We abbreviate independent and identically
distributed as i.i.d. and probability mass function as pmf.
Logarithms are taken with respect to base 2. For an index
k ∈ {1, 2}, we define k̄ := 3−k and for an event A we denote
its complement by Ā. Moreover, 1{·} denotes the indicator
function.

II. SYSTEM MODEL

Consider the two-transmitter (Tx) single-receiver (Rx) mul-
tiaccess channel scenario in Fig. 1. The model consists of a
two-dimensional memoryless state sequence {(S1,i, S2,i)}i≥1

whose samples at any given time i are distributed according
to a given joint law PS1S2

over the state alphabets S1 × S2.
Given that at time-i Tx 1 sends input X1,i = x1 and Tx 2
input X2,i = x2 and given state realizations S1,i = s1 and
S2,i = s2, the Rx’s time-i output Yi and the Txs’ feedback
signals Z1,i and Z2,i are distributed according to the stationary
channel transition law PY Z1Z2|S1S2X1X2

(·, ·, ·|s1, s2, x1, x2).



Input and output alphabets X1,X2,Y,Z1,Z2,S1,S2 are as-
sumed finite.
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Fig. 1. State-dependent discrete memoryless multiaccess channel with sensing
at the transmitters.

A (2nR1 , 2nR2 , n) code consists of
1) two message setsW1 = [1 : 2nR1 ], andW2 = [1 : 2nR2 ];
2) a sequence of encoding functions Ωk,i : Wk × Zi−1

k →
Xk, for i = 1, 2, . . . , n and k = 1, 2;

3) a decoding function g : Yn →W1 ×W2;
4) for each k = 1, 2 a state estimator φk : Xnk ×Znk → Ŝnk ,

where Ŝ1 and Ŝ2 are given reconstruction alphabets.
For a given code, let the random message Wk, for k = 1, 2,

be uniform over the message set Wk and the inputs Xk,i =
φk,i(Wk, Z

i−1
k ), for i = 1, . . . , n. The Txs’ state estimates

are obtained as Ŝnk := (Ŝk,1, · · · , Ŝk,n) = φk(Xn
k , Z

n
k ) and

the Rx’s guess of the messages as (Ŵ1, Ŵ2) = g(Y n).
We shall measure the quality of the state estimates Ŝnk

by bounded per-symbol distortion functions dk : Sk × Ŝk 7→
[0,∞),m and consider expected average block distortions

∆
(n)
k :=

1

n

n∑
i=1

E[dk(Sk,i, Ŝk,i)], k = 1, 2. (1)

The probability of decoding error is defined as:

P (n)
e := Pr

(
Ŵ1 6= W1 or Ŵ2 6= W2

)
. (2)

Definition 1. A rate-distortion tuple (R1,R2,D1,D2) is
achievable if there exists a sequence (in n) of (2nR1 , 2nR2 , n)
codes that simultaneously satisfy

lim
n→∞

P (n)
e = 0 (3a)

lim
n→∞

∆
(n)
k ≤ Dk, for k = 1, 2. (3b)

Definition 2. The capacity-distortion region CD is the closure
of the set of all achievable tuples (R1,R2,D1,D2).

The main result of this paper is the inner bound on the
capacity-distortion region CD given in the following The-
orem 1. A scheme achieving this region is described in
Section III, for the analysis see Appendix A. It is based
on a modification of Willem’s coding scheme [16] for the
MAC with generalized feedback. That means block-Markov
encoding and backward decoding are used where each Tx
splits its message into a private and a common part for each
block (except for the last block). Tx k sends its common

message parts using Uk-codewords and after each block de-
codes the common message part sent by the other Tx k̄ based
on its generalized feedback outputs. This allows the two Txs
to cooperatively send both common parts from the previous
block using the U0-codewords. Private parts are sent using
the X1- and X2-codewords and are only decoded at the Rx.
The novelty of our scheme with respect to [16] is that together
with its common part pertaining to the current block, each Tx k
also sends a Vk-compression codeword containing information
about the other Tx’s desired state Sk̄ of the previous block.
This compression information is decoded at both the other
Tx k̄ and at the Rx. At the Rx it is used to improve the
decoding of the messages.

Theorem 1. The capacity-distortion region CD includes
any rate-distortion tuple (R1, R2, D1, D2) that for some
choice of pmfs PU0

, PU1|U0
, PU2|U0

, PX1|U0U1
, PX2|U0U2

,
PV1|U0U2X1Z1

, PV2|U0U1X2Z2
and estimators φ∗k : Xk × Zk ×

Uk̄ × Vk̄ → Ŝk, for k = 1, 2, satisfies Inequalities (4) on top
of the next page (where U := (U0, U1, U2)) as well as the
distortion constraints

E[dk(Sk, φ
∗
k(Xk, Zk, Uk̄, Vk̄)] ≤ Dk, k = 1, 2, (5)

where all quantities are evaluated for
(U0, U1, U2, X1, X2, Y, Z1, Z2, V1, V2) ∼ PU0

PU1|U0
PU2|U0

PX1|U0U1
PX2|U0U2

PS1S2
PY Z1Z2|S1S2X1X2

PV1|U0U2X1Z1

PV2|U0U1X2Z2
and for k = 1, 2:

φ∗k(xk, zk, uk̄, vk̄) :=

arg min
s′k∈Ŝk

∑
sk∈Sk

PSk|XkZkUk̄Vk̄
(sk|xk, zk, uk̄, vk̄) dk(sk, s

′
k).

(6)

Remark 1. Our model includes as special cases all setups
with perfect or imperfect channel state-information at the
receiver. For example, for the choise of

Y = (Y ′, S1, S2) (7)

with Y ′ describing any desired output, the receiver has perfect
CSI about both states.

Corollary 1. For V1 = V2 =const, Theorem 1 specializes to
[14, Theorem 2], i.e., to the set of tuples (R1, R2, D1, D2) that
for some pmfs PU0

PU1|U0
PU2|U0

PX1|U1U0
PX2|U2U0

satisfy

Rk ≤ I(Xk;Y | Xk̄UkU0) + I(Uk;Zk̄ | Xk̄U0),

k = 1, 2, (8)
R1 +R2 ≤ I(X1X2;Y ), (9)
R1 +R2 ≤ I(X1X2;Y | U0U1U2)

+I(U1;Z2 | X2U0) + I(U2;Z1 | X1U0), (10)

and

E
[
dk(Sk, φ

∗
k(Xk, Zk, Uk̄, const))

]
≤ Dk, k = 1, 2, (11)

where all quantities are evaluated for (U0, U1, U2, X1,
X2, S1, S2, Y, Z1, Z2) ∼ PU0

PU1|U0
PU2|U0

PX1|U1U0
PX2|U2U0

PS1S2
PY Z1Z2|X1X2S1S2

.



Rk ≤ I(Uk;Xk̄Zk̄ | U0Uk̄) + I(Vk;Xk̄Zk̄ | U)− I(Vk;XkZk | U)

+ min{I(Xk;Y | U0Xk̄) + I(Vk;X1X2Y | U) + I(Vk̄;X1X2Y Vk | U)− I(Vk;XkZk | U),

I(X1X2;Y | U0Uk) + I(Vk;X1X2Y | U) + I(Vk̄;X1X2Y Vk | U)− I(Vk̄;Xk̄Zk̄ | U),

I(X1X2;Y | U0) + I(Vk;X1X2Y | U) + I(Vk̄;X1X2Y Vk | U)− I(Vk;XkZk | U)− I(Vk̄;Xk̄Zk̄ | U)

I(Xk;Y V1V2 | UXk̄)}, k = 1, 2, (4a)

R1 +R2 ≤ I(U2;X1Z1 | U0U1) + I(V2;X1Z1 | U)− I(V2;X2Z2 | U)

+I(U1;X2Z2 | U0U2) + I(V1;X2Z2 | U)− I(V1;X1Z1 | U)

+ min{I(X1X2;Y | U0U2) + I(V1;X1X2Y | U) + I(V2;X1X2Y V1 | U)− I(V1;X1Z1 | U),

I(X1X2;Y | U0U1) + I(V1;X1X2Y | U) + I(V2;X1X2Y V1 | U)− I(V2;X2Z2 | U),

I(X1X2;Y | U0) + I(V1;X1X2Y | U) + I(V2;X1X2Y V1 | U)− I(V1;X1Z1 | U)− I(V2;X2Z2 | U)

I(X1X2;Y V1V2 | U)} (4b)

R1 +R2 ≤ I(X1X2;Y ) + I(V1;X1X2Y | U) + I(V2;X1X2Y V1 | U)− I(V1;X1Z1 | U)− I(V2;X2Z2 | U) (4c)

and

I(Uk;Xk̄Zk̄ | U0Uk̄) + I(Vk;Xk̄Zk̄ | U) ≥ I(Vk;XkZk | U), k = 1, 2, (4d)
I(X1X2;Y | U0) + I(V1;X1X2Y | U) + I(V2;X1X2Y V1 | U) ≥ I(V1;X1Z1 | U) + I(V2;X2Z2 | U) (4e)
I(Xk;Y | U0Xk̄) + I(V1;X1X2Y | U) + I(V2;X1X2Y V1 | U) ≥ I(Vk;XkZk | U), k = 1, 2. (4f)

The following two examples show the advantage of Theo-
rem 1 compared to Corollary 1.

Example 1. Consider a memoryless multiple-access channel
with binary input, output, and state alphabets X1 = X2 =
Y = S2 = {0, 1}. State S2 ∼ Ber(ps), while S1 = 0 is a
constant. The channel input-output relation is described by

Y = S2X2, (Z1, Z2) = (S2, X1). (12)

For this channel, the following tuple

(R1,R2,D1,D2) = (0, 0, 0, 0), (13)

lies in the achievable region of Theorem 1 but not in the
region of Corollary 1, i.e., not in the region reported in [14].
More specifically, choosing V1 = Z1 = S2 and the estimators
(Ŝ2 = V1, Ŝ1 = 0) in Theorem 1 proves achievability of the
desired quadruple. In contrast, D2 = 0 is not achievable in
Corollary 1 because S2 is independent of (U1, U2, U0, X1, X2)
and thus of (X2, U1, Z2), and the optimal estimator is the
trivial estimator Ŝ2 = ψ∗2(X2, Z2, U1) = 1{ps > 1/2) which
achieves distortion D2 = min{1− ps, ps}.

We next consider the example in [14].

Example 2. Consider binary noise, states and channel inputs
B,Sk, Xk ∈ {0, 1}, where B is distributed Bernoulli-t inde-
pendent of the states and S1, S2 are i.i.d. Bernoulli-ps, for
t, ps ∈ (0, 1). The outputs are described as

Y ′ = S1X1 + S2X2, (14)
Y = (Y ′, S1, S2), Z1 = Y ′, Z2 = Y ′ +B. (15)

We again consider Hamming distortion.

We further focus on binary auxiliaries U0, U1, U2 and
Xk = Uk ⊕ Ξk, for k = 1, 2 and independent binary random
variables Ξk, similarly to [14],1 and choose the compression
variables

V1 =

{
1{Y ′ = 1} if E = 0

“?” if E = 1
V2 = 0, (16)

for a binary E independent of (S1, S2, B, U0, U1, U2,Ξ1,Ξ2).
For this choice, Tx 1 conveys information about Y to Tx 2,
which helps this latter to better estimate its state S2. In fact,
when E = 0, Tx 2 learns perfectly Y because

Y =


0 if Z2 ∈ {0, 1}, V1 = 0

1 if V1 = 1

2 if Z2 ∈ {2, 3}, V1 = 0

(17)

For ps = 0.9 and t = 0.2 and above choices of random
variables, Figure 2 shows the maximum sum-rate R1 + R2

in function of distortion D2 achieved by Theorem 1 and
Corollary 1, see [14]. (Corollary 1 is simply obtained by
setting V1 = 0.)

Notice that minimum distortion D2 in Corollary 1 is
achieved by setting X1 = 0 and X2 = 1 deterministically,
and is given by

DCor
2,min = min {pst̄, p̄st} , (18)

which evaluates to 0.02 for our example with ps = 0.9 and
t = 0.2. To achieve minimum distortion D2 in Theorem 1, it
is still optimal to choose a deterministic X2 = 1, however,

1In [14] they were referred to as U, V1, V2



X1 should not be deterministic so as to allow Tx 1 to convey
information about Y to Tx 2. Restricting to Pr[E = 0] = 1
and V1 in (16), any input X1 is permissible that satisfies

I(V1;Y |Z1) ≤ I(X1;Z2|X2). (19)

The corresponding minimum distortion is given by

D
(16)
2,min = Pr[X1 = 1] · psp̄s. (20)

For our example, we require Pr[X1 = 1] ≥ 0.1 for (19) to
hold, and the resulting minimum distortion is D(16)

2,min = 0.009.
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Fig. 2. Sum-rate distortion tradeoff achieved by Theorem 1 and Corollary 1,
see [14], in Example 2 with ps = 0.9 and t = 0.2 for the described choices
of auxiliaries.

III. PROOF OF THEOREM 1

Choose a large number of blocks B and split the block-
length n into B + 1 blocks of size N := n/(B + 1) each.
Accordingly, let XN

1,(b), X
N
2,(b), S

N
1,(b), S

N
2,(b), Y

N
(b), Z

N
1,(b), Z

N
2,(b)

denote the block-b inputs, states and outputs, e.g., SN1,(b) :=
(S1(b−1)N+1, . . . , S1,bN ).

Fix a rate-distortion tuple (R1, R2, D1, D2) and pmfs
PU0

, PU1|U0
, PU2|U0

, PX1|U0U1
, PX2|U0U2

, PV1|U0U2X1Z1
,

PV2|U0U1X2Z2
satisfying Constraints (4) and (5) in

Theorem 1 with strict inequality. As shown in Appendix B
using the Fourier-Motzkin Elimination algorithm, it
is then possible to choose nonnegative auxiliary rates
R1,c, R1,p, R2,c, R2,p, R1,v, R2,v satisfying

Rk,p +Rk,c = Rk, k = 1, 2, (21a)

and for k = 1, 2:

Rk,v > I(Vk;XkZk | U) (21b)
Rk̄,v+Rk,c < I(UkVk̄;Xk̄Zk̄ | U0Uk̄) (21c)

R1,v+R2,v +Rk,c < I(UkVk̄;Xk̄Zk̄ | U0Uk̄)

+I(Vk;Xk̄Zk̄ | U) (21d)
Rk,p < I(Xk;Y V1V2 | UXk̄) (21e)

Rk,v +Rk,p < I(Xk;Y | U0Xk̄)

+I(V2;X1X2Y V1 | U)

+I(V1;X1X2Y | U) (21f)
Rk,v +Rk,p +Rk̄,p < I(X1X2;Y | U0Uk̄)

+I(V2;X1X2Y V1 | U)

+I(V1;X1X2Y | U) (21g)

and

R1,p +R2,p < I(X1X2;Y V1V2 | U) (21h)
R1,v +R1,p +R2,v +R2,p

< I(X1X2;Y | U0) + I(V1;X1X2Y | U)

+I(V2;X1X2Y V1 | U) (21i)
R1,v +R1 +R2,v +R2

< I(X1X2;Y ) + I(V1;X1X2Y | U)

+I(V2;X1X2Y V1 | U)

(21j)

recall we used the abbreviation U := (U0, U1, U2). As we
will see, Constraint (21b) ensures that Tx k finds an adequate
Vk-compression codeword. Constraints (21c) and (21d) ensure
that based on its feedback signal and channel inputs, Tx k can
decode the common message and the compression information
sent by the other Tx k̄. Constraints (21e)–(21j) ensure that
the Rx can decode all transmitted messages as well as the
transmitted compression informations.

Let each Tx k = 1, 2 split its message into 2B inde-
pendent submessages Wk = {(Wk,p,(b),Wk,c,(b))}Bb=1 where
each Wk,p,(b) is uniformly distributed over [2NRk,p ] and each
Wk,c,(b) is uniformly distributed over [2NRk,c ].

Based on the conditional pmfs chosen above, define:

PU0U1U2X1X2S1S2Y Z1Z2
:=

PU0
PU1|U0

PU2|U0
PX1|U0U1

PX2|U0U2
PS1S2

PY Z1Z2|S1S2X1X2
PV1|U0U2X1Z1

PV2|U0U1X2Z2
. (22)

For each block b = 1, · · · , B + 1, do the following.
Generate an independent length-N sequence

uN0,(b)(w1,c, w2,c) for each pair w1,c ∈ [2NR1,c ] and
w2,c ∈ [2NR2,c ] by drawing each entry i.i.d. PU0

(·).
For each pair (w1,c, w2,c) ∈ [2NR1,c ] × [2NR2,c ] and each

user k = 1, 2: Generate a sequence uNk,(b)(w
′
k,c, jk | w1,c, w2,c)

for each pair w′k,c ∈ [2NRk,c ] and jk ∈ [2NRk,v ], by drawing
the i-th entry of this sequence according to PUk|U0

(· | u0) for
u0 denoting the i-th entry of uN0 (w1,c, w2,c).

Further, for each pair w′k,c ∈ [2NRk,c ] and jk ∈ [2NRk,v ]

generate a sequence xN1,(b)(w
′
1,p | w′1,c, j1, w1,c, w2,c) for each

index w′k,p ∈ [2NR1,p ], by drawing the i-th entry of this
sequence according to PXk|U0Uk

(· | u0, uk) for u0 and uk
denoting the i-th entries of the sequences uN0,(b)(w1,c, w2,c)

and uNk,(b)(w
′
k,c, jk | w1,c, w2,c), respectively.

For each sixtuple (w1,c, w2,c, w
′
1,c, j1w

′
2,c, j2) ∈ [2NR1,c ]×

[2NR2,c ] × [2NR1,c ] × [2NR1,v ] × [2NR2,c ] × [2NR2,v ] gen-
erate a sequence vN1,(b)(j

′
1 | w′1,c, j1, w

′
2,c, j2, w1,c, w2,c)

for each j′1 ∈ [2NR1,v ] and a sequence vN2,(b)(j
′
2 |



(
uN0,(b−1)

(
W1,c,(b−2), Ŵ

(1)
2,c,(b−2)

)
, uN1,(b−1)

(
W1,c,(b−1), J

∗
1,(b−2)

∣∣∣W1,c,(b−2), Ŵ
(1)
2,c,(b−2)

)
uN2,(b−1)

(
ŵ2, ĵ2

∣∣∣W1,c,(b−2), Ŵ
(1)
2,c,(b−2)

)
, xN1,(b−1)

(
W1,p,(b−1)

∣∣∣W1,c,(b−1), J
∗
1,(b−2),W1,c,(b−2), Ŵ

(1)
2,c,(b−2)

)
,

vN1,(b−1)

(
j∗1

∣∣∣ J∗1,(b−2),W1,c,(b−1), ŵ2, ĵ2,W1,c,(b−2), Ŵ
(1)
2,c,(b−2)

)
, ZN1,(b−1)

)
∈ T Nε (PU0U1U2X1V1Z1) (24)

(
uN0,(b−2)

(
W1,c,(b−3), Ŵ

(1)
2,c,(b−3)

)
, uN1,(b−2)

(
W1,c,(b−2), J

∗
1,(b−2)

∣∣∣W1,c,(b−3), Ŵ
(1)
2,c,(b−3)

)
,

uN2,(b−2)

(
Ŵ

(1)
2,c,(b−2), Ĵ

(1)
2,(b−3)

∣∣∣W1,c,(b−3), Ŵ
(1)
2,c,(b−3)

)
, xN1,(b−2)

(
W1,p,(b−2)

∣∣∣W1,c,(b−2), J
∗
1,(b−3),W1,c,(b−3), Ŵ

(1)
2,c,(b−3)

)
,

vN2,(b−2)

(
ĵ2

∣∣∣W1,c,(b−2), J
∗
1,(b−3), Ŵ

(1)
2,c,(b−2), Ĵ

(1)
2,(b−3),W1,c,(b−3), Ŵ

(1)
2,c,(b−3)

)
, ZN1,(b−2)

)
∈ T Nε (PU0U1U2X1V2Z1

), (25)

w′1,c, j1, w
′
2,c, j2, w1,c, w2,c) for each j′2 ∈ [2NR2,v ]. The se-

quences vN1,(b)(j
′
1 | w′1,c, j1, w′2,c, j2, w1,c, w2,c) and vN2,(b)(j

′
2 |

w′1,c, j1, w
′
2,c, j2, w1,c, w2,c) are obtained by drawing their

i-th entries according to PV1|U0U1U2
(· | u0, u1, u2) and

PV2|U0U1U2
(· | u0, u1, u2), respectively, for u0, u1, u2 de-

noting the i-th entries of the sequences uN0,(b)(w1,c, w2,c),
uN1,(b)(w

′
1,c, j1 | w1,c, w2,c), and uN2,(b)(w

′
2,c, j2 | w1,c, w2,c).

Reveal the sequences to all terminals. For ease of nota-
tion, define for each k = 1, 2 the indices Wk,p,(B+1) =

Wk,c,(B+1) = Wk,c,(0) = Ŵ
(k̄)
k,c,(0) = J∗k,(0) = Ĵ

(k̄)
k,(0) = 1.

A. Operations at Tx 1 (Operations at Tx 2 are analogous)

In block b = 1, Tx 1 sends the codeword

XN
1,(1) = xN1,(1)(W1,p,(1) |W1,c,(1), 1, 1, 1). (23)

We next describe the encoding in a given block b ∈
{2, . . . , B + 1}, where we assume that the Tx has previously
produced the random indices Ŵ (1)

2,c,(b−2), Ŵ
(1)
2,c,(b−3), J

∗
1,(b−2),

J∗1,(b−3), and Ĵ (1)
2,(b−3). Using its feedback outputs from the pre-

vious two blocks ZN1,(b−1) and (if b > 2) ZN1,(b−2), Tx 1 looks
for a unique triple (j∗1 , ŵ2, ĵ2) ∈ [2NR1,v ]×[2NR2,c ]×[2NR2,v ]
simultaneously satisfying Condition (24) on top of this page,
and if b > 2 also Condition (25) on this page, where
PU0U1U2X1V1Z1

and PU0U1U2X1V2Z1
denote the marginals of

the joint pmf in (22). If there is exactly one triple (ĵ2, ŵ2, j
∗
1 )

satisfying these two conditions (or the single condition (24)
if b = 2), the Tx sets Ĵ (1)

2,(b−2) = ĵ2, Ŵ (1)
2,c,(b−1) = ŵ2 and

J∗1,(b−1) = j∗1 to the corresponding indices and sends the
block-b channel inputs

XN
1,(b) = xN1,(b)

(
W1,p,(b)

∣∣∣W1,c,(b), J
∗
1,(b−1),W1,c,(b−1),

Ŵ
(1)
2,c,(b−1)

)
. (26)

Otherwise it sets J∗1,b = −1 and stops communication.
After the last block of feedback signals ZN1,(B+1), Tx 1

also looks for a unique index ĵ2 ∈ [2NR2,v ] simultaneously
satisfying Conditions (27) and (28) on the top of next page.

Tx 1 produces the state estimate Ŝn1 =(
ŜN1,(1), . . . , Ŝ

N
1,(B+1)

)
by computing the block-b = 1, . . . , B

estimates Ŝn1,(b) via a component-wise application of
the function φ∗1 in (6) to the selected codewords
uN0,(b), u

N
2,(b), x

N
1,(b), v

N
2,(b) and setting the estimate in the

last block to a dummy sequence ŜN1,(B+1) = sN1 for some
arbitrary choice s1 ∈ Ŝ1. (Notice that this last block will not
change the asymptotic sensing performance as B →∞.)

B. Decoding at the Rx

The Rx performs backward decoding. It starts by decoding
the last block B+1, then block B, etc., until it finally decodes
the first block b = 1.

Decoding in block B + 1 is as follows. Based on its
block-B + 1 channel outputs Y N(B+1), the Rx searches for a
unique quadruple of indices (w1,c, w2,c, j1, j2) ∈ [2NR1,c ] ×
[2NR2,c ]× [2NR1,v ]× [2NR2,v ] satisfying(
uN0,(B+1)(w1,c, w2,c), u

N
1,(B+1)(1, j1 | w1,c, w2,c),

uN2,(B+1)(1, j2 | w1,c, w2,c), x
N
1,(B+1)(1 | 1, j1, w1,c, w2,c),

xN2,(B+1)(1 | 1, j2, w1,c, w2,c),

vN1,(B+1)(1 | 1, j1, 1, j2, w1,c, w2,c),

vN2,(B+1)(1 | 1, j1, 1, j2, w1,c, w2,c, ), Y
N
(B+1)

)
∈ T2ε(PU0U1U2X1X2Y ) (29)

If such a unique quadruple exists, it sets Ŵ1,c,(B) = w1,c,
Ŵ2,c,(B) = w2,c, Ĵ1,(B) = j1, and Ĵ2,(B) = j2. Otherwise it
declares the communication in error.

Then it decodes the messages sent in each block b ∈
{2, · · · , B} in decreasing order (i.e., starting with block
B, followed by block B − 1, etc.). Assume that during
the decoding in the previous block b + 1, the Rx has al-
ready produced guesses Ŵ1,c,(b), Ŵ2,c,(b), Ĵ1,(b), Ĵ2,(b). Based
on the block-b outputs Y N(b), it looks for a unique sixtu-
ple (w1,p, w2,p, w1,c, w2,c, j1, j2) ∈ [2NR1,p ] × [2NR2,p ] ×
[2NR1,c ]× [2NR2,c ]× [2NR1,v ]× [2NR2,v ] satisfying(
uN0,b(w1,c, w2,c), u

N
1,(b)

(
Ŵ1,c,(b), j1

∣∣∣ w1,c, w2,c

)
,

uN2,(b)

(
Ŵ2,c,(b), j2

∣∣∣ w1,c, w2,c

)
,



(
uN0,(B+1)

(
W1,c,(B), Ŵ

(1)
2,c,(B)

)
, uN1,(B+1)

(
1, J∗1,(B)

∣∣∣W1,c,(B), Ŵ
(1)
2,c,(B)

)
, uN2,(B+1)

(
1, ĵ2

∣∣∣W1,c,(B), Ŵ
(1)
2,c,(B)

)
,

xN1,(B+1)

(
1
∣∣∣W1,c,(B+1), J

∗
1,(B),W1,c,(B), Ŵ

(1)
2,c,(B)

)
, ZN1,(B+1)

)
∈ T Nε (PU0U1U2X1Z1) (27)

(
uN0,(B)

(
W1,c,(B−1), Ŵ

(1)
2,c,(B−1)

)
, uN1,(B)

(
W1,c,(B), J

∗
1,(B)

∣∣∣W1,c,(B−1), Ŵ
(1)
2,c,(B−1)

)
,

uN2,(B)

(
Ŵ

(1)
2,c,(B), Ĵ

(1)
2,(B−1)

∣∣∣W1,c,(B−1), Ŵ
(1)
2,c,(B−1)

)
, xN1,(B)

(
W1,p,(B)

∣∣∣W1,c,(B), J
∗
1,(B−1),W1,c,(B−1), Ŵ

(1)
2,c,(B−1)

)
,

vN2,(B)

(
ĵ2

∣∣∣W1,c,(B), J
∗
1,(B−1), Ŵ

(1)
2,c,(B), Ĵ

(1)
2,(B−1),W1,c,(B−1), Ŵ

(1)
2,c,(B−1)

)
, ZN1,(B)

)
∈ T Nε (PU0U1U2X1V2Z1

), (28)

xN1,(b)

(
w1,p

∣∣∣ Ŵ1,c,(b), j1, w1,c, w2,c

)
,

xN2,(b)

(
w2,p

∣∣∣ Ŵ2,c,(b), j2, w1,c, w2,c

)
,

vN1,(b)

(
Ĵ1,(b)

∣∣∣ Ŵ1,c,(b), j1, Ŵ2,c,(b), j2, w1,c, w2,c

)
,

vN2,(b)

(
Ĵ2,(b)

∣∣∣ Ŵ1,c,(b), j1, Ŵ2,c,(b), j2, w1,c, w2,c

)
, Y N(b)

)
∈ T2ε(PU0U1U2X1X2Y ). (30)

If such a unique sixtuple exists, it sets Ŵ1,c,(b−1) = w1,c,
Ŵ1,p,(b) = w1,p, Ŵ2,c,(b−1) = w2,c, Ŵ2,p,(b) = w2,p,
Ĵ1,(b−1) = j1, and Ĵ2,(b−1) = j2. Otherwise it declares the
communication in error.

For the first block b = 1, the Rx looks for a unique pair
(w1,p, w2,p) ∈ [2NR1,c ]× [2NR2,c ] satisfying(
uN0,(1)(1[2]), u

N
1,(1)

(
Ŵ1,c,(1), 1

∣∣∣ 1[2]

)
,

uN2,(1)

(
Ŵ2,c,(1), 1

∣∣∣ 1[2]

)
,

xN1,(1)

(
w1,p

∣∣∣ Ŵ1,c,(1), 1[3]

)
, xN2,(1)

(
w2,p

∣∣∣ Ŵ2,c,(1), 1[3]

)
vN1,(1)

(
Ĵ1,(1)

∣∣∣ Ŵ1,c,(1), 1, Ŵ2,c,(1), 1[3]

)
,

vN2,(b)

(
Ĵ2,(b)

∣∣∣ Ŵ1,c,(b), 1, Ŵ2,c,(b), 1[3]

)
, Y N(b)

)
∈ T2ε(PU0U1U2X1X2Y ). (31)

If such a unique pair exists, it sets Ŵ1,p,(1) = w1,p, and
Ŵ2,p,(1) = w2,p. Otherwise it declares a communication error.

The Rx finally declares the messages Ŵ1 and Ŵ2 that
correspond to the produced guesses {(Ŵk,p,(b), Ŵk,c,(b))}.

Notice that the rate of communications of our scheme are
only B

B+1R1 and B
B+1R2, which however approach R1 and

R2 when B →∞.

IV. SUMMARY

We proposed the first information-theoretic fully-integrated
sensing and communication scheme where coding at a trans-
mitter is not only used for data transmission but also to
improve sensing (state-estimation) at the other transmitter. At
the hand of examples, we show the improved performances of
the new scheme compared to state of the art.
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APPENDIX A
ANALYSIS OF ERROR PROBABILITY AND STATE

ESTIMATION

To derive an upper bound on the average error probability
(averaged over the random code construction and the state and
channel realizations), we enlarge the error event to the event
that for some k = 1, 2 and b = 1, . . . , B:

Ŵk,c,(b) 6= Wk,c,(b) or Ŵk,p,(b) 6= Wk,p,(b)

or Ŵ
(k̄)
k,c,(b) 6= Wk,c,(b) (32)

or

J∗k,(b) = −1 or Ĵk,(b) 6= J∗k,(b) or Ĵ
(k̄)
k,(b) 6= J∗k,(b). (33)

For ease of notation, we define the block-b Tx-error events for
k = 1, 2 and b = 1, . . . , B:

ETx,k,(b):=
{
Ŵ

(k)

k̄,c,(b)
6= Wk̄,c,(b) or Ĵ

(k)

k̄,(b−1)
6= J∗k̄,(b−1)

or J∗k,b = −1
}
, (34)

and

ETx,k,(B+1) :=
{
Ĵ

(k)

k̄,(B)
6= J∗k̄,(B)

}
, k ∈ {1, 2}. (35)

Define also the Rx-error events for k = 1, 2 and block b =
1, . . . , B + 1:

ERx,(b):=
{
Ŵk,c,(b−1) 6= Wk,c,(b−1) or Ŵk,p,(b) 6= Wk,p,(b)

or Ĵk,(b−1) 6= J∗k,(b−1) : k = 1, 2
}
. (36)

By the union bound and basic probability, we find:

Pr
(
Ŵ1 6= W1 or Ŵ2 6= W2

)
≤
B+1∑
b=1

Pr

(
ETx,1,(b)

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})



+

B+1∑
b=1

Pr

(
ETx,2,(b)

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})

+

B+1∑
b=1

Pr

(
ERx,(b)

∣∣∣∣∣
B+1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})
. (37)

We analyze the three sums separately. The first sum is
related to Tx 1’s error event, the second sum to Tx 2’s error
event, and the third sum to the Rx’s error event.

1) Analysis of Tx 1’s error event: To simplify notations,
we define for each block b ∈ {2, . . . , B + 1} and each triple
of indices (j∗1 , ŵ2, ĵ2) the event FTx1,(b)(j

∗
1 , ŵ2, ĵ2) that the

following two conditions (38) and (39) (only Condition (38)
for b = 1) hold:(
uN0,(b)

(
W1,c,(b−1), Ŵ

(1)
2,c,(b−1)

)
,

uN1,(b)

(
W1,c,(b), J

∗
1,(b−1)

∣∣∣W1,c,(b−1),W2,c,(b−1)

)
uN2,(b)

(
ŵ2, ĵ2

∣∣∣W1,c,(b−1),W2,c,(b−1)

)
,

xN1,(b)

(
W1,p,(b)

∣∣∣W1,c,(b), J
∗
1,(b−1),

W1,c,(b−1),W2,c,(b−1)

)
,

vN1,(b)

(
j∗1

∣∣∣ J∗1,(b−1),W1,c,(b), ŵ2, ĵ2,

W1,c,(b−1),W2,c,(b−1)

)
,

ZN1,(b)

)
∈ T Nε (PU0U1U2X1V1Z1) (38)

and if b > 1(
uN0,(b−1)

(
W1,c,(b−2),W2,c,(b−2)

)
,

uN1,(b−1)

(
W1,c,(b−1), J

∗
1,(b−1)

∣∣∣W1,c,(b−2),W2,c,(b−2)

)
uN2,(b−1)

(
W2,c,(b−1), J2,(b−2)

∣∣∣W1,c,(b−2),W2,c,(b−2)

)
,

xN1,(b−1)

(
W1,p,(b−1)

∣∣∣W1,c,(b−1), J
∗
1,(b−2),

W1,c,(b−2),W2,c,(b−2)

)
,

vN2,(b−1)

(
ĵ2

∣∣∣W1,c,(b−1), J
∗
1,(b−2),W2,c,(b−1), J

∗
2,(b−2),

W1,c,(b−2),W2,c,(b−2)

)
,

ZN1,(b−1)

)
∈ T Nε (PU0U1U2X1V2Z1). (39)

Notice that compared to (24) and (25), here we replaced the
triple (Ŵ

(1)
2,c,(b−2), Ŵ

(1)
2,c,(b−1), Ĵ

(1)
2,(b−2)) by their correct values

W2,c,(b−2),W2,c,(b−1), J
∗
2,(b−2)). Similarly, define the event

FTx1,(B+1)(ĵ2) as the event that the following two conditions
are satisfied:(

uN0,(B+1)

(
W1,c,(B),W2,c,(B)

)
,

uN1,(B+1)

(
1, J∗1,(B)

∣∣∣W1,c,(B),W2,c,(B)

)
uN2,(B+1)

(
1, ĵ2

∣∣∣W1,c,(B),W2,c,(B)

)
,

xN1,(B+1)

(
1
∣∣∣W1,c,(B+1), J

∗
1,(B),W1,c,(B),W2,c,(B)

)
,

ZN1,(B+1)

)
∈ T Nε (PU0U1U2X1Z1

) (40)

and(
uN0,(B)

(
W1,c,(B−1),W2,c,(B−1)

)
,

uN1,(B)

(
W1,c,(B), J

∗
1,(B)

∣∣∣W1,c,(B−1),W2,c,(B−1)

)
,

uN2,(B)

(
W

(1)
2,c,(B), J

(1)
2,(B−1)

∣∣∣W1,c,(B−1), Ŵ
(1)
2,c,(B−1)

)
,

xN1,(B)

(
W1,p,(B)

∣∣∣W1,c,(B), J
∗
1,(B−1),

W1,c,(B−1), Ŵ
(1)
2,c,(B−1)

)
,

vN2,(B)

(
ĵ2

∣∣∣W1,c,(B), J
∗
1,(B−1), Ŵ

(1)
2,c,(B), J

(1)
2,(B−1),

W1,c,(B−1),W2,c,(B−1)

)
,

ZN1,(B)

)
∈ T Nε (PU0U1U2X1V2Z1) (41)

We continue by noticing that event⋃b−1
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

}
implies that for all

b′ = 1, . . . , b− 1, k = 1, 2:

Ŵ
(k)

k̄,c,(b′)
= Wk̄,c,(b′) (42)

J∗k,(b′) 6= −1 (43)

Ĵ
(k̄)
k,(b′−1) = J∗k,(b′−1). (44)

Moreover, for any block b = 1, . . . , B + 1, event ĒTx,1,(b) is
implied by the event that FTx1,(b)(j

∗
1 , ŵ2, ĵ2) is not satisfied

for any tuple (j∗1 , ŵ2, ĵ2) with (ŵ2, ĵ2) = (W2,c,(b), J
∗
2,(b−1))

or it is satisfied for some triple (j∗1 , ŵ2, ĵ2) with (ŵ2, ĵ2) 6=
(W2,c,(b), J

∗
2,(b−1)). Thus, the sequence of inequalities on top

of the next page holds, where the inequalities hold by the union
bound. By the Covering Lemma [25], the way we construct the
codebooks and the weak law of large numbers, and because
we condition on event ĒTx,2,(b−1) implying J∗2,b−1 6= −1, the
first summand in (45c) tends to 0 as N →∞ if

R1,v > I(V1;X1Z1 | U0U1U2). (46)

By the way we constructed the codebooks, and standard
information-theoretic arguments [25], the sum in the second
line of (45c) tends to 0 as N →∞, if

R1,v+R2,v +R2,c < I(U2V1;Z1X1 | U0U1)

+I(V2;Z1X1 | U0U1U2), (47)

the sum in the third line of (45c) tends to 0 as N →∞ if

R1,v+R2,v < I(U2V1;Z1X1 | U0U1)

+I(V2;Z1X1 | U0U1U2), (48)

and the sum in the fourth line of (45c) tends to 0 as N →∞
if

R1,v+R2,c < I(Z1X1;U2V1 | U0U1). (49)



Pr

(
ETx,1,(b)

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})

= Pr

(( ⋂
j∗1∈[2nRv,1 ]

F̄Tx1,(b)(j
∗
1 ,W2,c,(b), J

∗
2,(b−1))

)

∪

( ⋃
(j∗1 ,ŵ2,ĵ2) :

(ŵ2,ĵ2)6=(W2,c,(b),J
∗
2,(b−1))

FTx1,(b)(j
∗
1 , ŵ2, ĵ2)

) ∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})

(45a)

≤ Pr

 ⋂
j∗1∈[2nRv,1 ]

F̄Tx1,(b)(j
∗
1 ,W2,c,(b), J

∗
2,(b−1))

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

}
+ Pr

( ⋃
(j∗1 ,ŵ2,ĵ2) :

(ŵ2,ĵ2) 6=(W2,c,(b),J
∗
2,(b−1))

FTx1,(b)(j
∗
1 , ŵ2, ĵ2)

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})
(45b)

≤ Pr

 ⋂
j∗1∈[2nRv,1 ]

F̄Tx1,(b)(j
∗
1 ,W2,c,(b), J

∗
2,(b−1))

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

}
+

∑
(j∗1 ,ŵ2,ĵ2) :
ŵ2 6=W2,c,(b),

ĵ2 6=J∗2,(b−1)

Pr

(
FTx1,(b)(j

∗
1 , ŵ2, ĵ2)

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})

+
∑

(j∗1 ,ĵ2) :

ĵ2 6=J∗2,(b−1)

Pr

(
FTx1,(b)(j

∗
1 ,W2,c,(b), ĵ2)

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})

+
∑

(j∗1 ,ŵ2) :
ŵ2 6=W2,c,(b)

Pr

(
FTx1,(b)(j

∗
1 , ŵ2, J

∗
2,(b−1))

∣∣∣∣∣
b−1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})
, (45c)

Since Condition (48) is obsolete in view of (47), we conclude
that for any finite B the sum of the probability of errors∑B+1
b=1 Pr

(
ETx,1,(b)

∣∣⋃b−1
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})
tends to 0

as N →∞ if Conditions (46), (47), and (49) are satisfied.
2) Analysis of Tx 2’s error event: By similar arguments, one

can also prove that for finite B the sum of the probability of er-
rors

∑B+1
b=1 Pr

(
ETx,2,(b)

∣∣⋃b−1
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})
tends

to 0 as N → ∞ if Conditions (21b), (21c), and (21d), are
satisfied for k = 2.

3) Analysis of Rx’s error event: Define the following
events. For each quadruple (w1,c, w2,c, j1, j2) ∈
[2NR1,c ] × [2NR1,c ] × [2NR1,v ] × [2NR2,v ] define
FRx,(B+1)(w1,c, w2,c, j1, j2) as the event that Condition (29) is
satisifed; for each pair (w1,p, w2,p) define FRx,(1)(w1,p, w2,p)

as the event that (31) is satisfied but where Ŵ1,c,(b)

and Ŵ2,c,(b) should be replaced by their correct values
W1,c,(b) and W2,c,(b); finally, for each block b = 2, . . . , B
and each tuple (w1,c, w2,c, w1,p, w2,p, j1, j2) define

FRx,(b)(w1,c, w2,c, w1,p, w2,p, j1, j2) as the event(
uN0,(b)(w1,c, w2,c), u

N
1,(b)

(
W1,c,(b), j1

∣∣∣ w1,c, w2,c

)
,

uN2,(b)

(
W2,c,(b), j2

∣∣∣ w1,c, w2,c

)
,

xN1,(b)

(
w1,p

∣∣∣W1,c,(b), j1, w1,c, w2,c

)
,

xN2,(b)

(
w2,p

∣∣∣W2,c,(b), j2, w1,c, w2,c

)
vN1,(b)

(
J1,(b)

∣∣∣W1,c,(b),W2,c,(b), w1,c, j1, w2,c, j2

)
,

vN2,(b)(J2,(b) |W1,c,(b),W2,c,(b), w1,c, j1, w2,c, j2), Y N(b)

)
∈ T2ε(PU0U1U2X1X2Y ). (50)

We continue by noticing that for b = 2, . . . , B
event ĒRx,(b) is equivalent to the event that
FRx,(b)(w1,c, w2,c, w1,p, w2,p, j1, j2) is not satisfied for the



Pr

(
ERx,(b)

∣∣∣∣∣
B+1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})

= Pr

(( ⋃
(w1,c,w2,c,w1,p,w2,p,j1,j2) 6=

(W1,c,(b−1),W2,c,(b−1),W1,p,(b),W2,p,(b),J
∗
1,b−1,J

∗
2,(b−1))

FRx,(b)(w1,c, w2,c, w1,p, w2,p, j1, j2)

)

∪ FRx,(b)

(
W1,c,(b−1),W2,c,(b−1),W1,p,(b),W2,p,(b), J

∗
1,b−1, J

∗
2,(b−1)

) ∣∣∣∣∣
B+1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

} )
(51a)

≤
∑

(w1,c,w2,c,w1,p,w2,p,j1,j2)6=
(W1,c,(b−1),W2,c,(b−1),W1,p,(b),W2,p,(b),J

∗
1,b−1,J

∗
2,(b−1))

Pr

(
FRx,(b)(w1,c, w2,c, w1,p, w2,p, j1, j2)

∣∣∣∣∣
B+1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

} )

+ Pr

(
FRx,(b)

(
W1,c,(b−1),W2,c,(b−1),W1,p,(b),W2,p,(b), J

∗
1,b−1, J

∗
2,(b−1)

) ∣∣∣∣∣
B+1⋃
b′=1

{
ĒTx,1,(b′), ĒTx,2,(b′)

})
(51b)

tuple (w1,c, w2,c, w1,p, w2,p, j1, j2) = (W1,c,(b−1),W2,c,(b−1),
W1,p,(b),W2,p,(b), J

∗
1,(b−1), J

∗
2,(b−1)) or it is satisfied for some

tuple (w1,c, w2,c, w1,p, w2,p, j1, j2) 6= (W1,c,(b−1),W2,c,(b−1),
W1,p,(b),W2,p,(b), J

∗
1,(b−1), J

∗
2,(b−1)). Similarly for events

ĒRx,(1) and ĒRx,(B+1). Thus, for b ∈ {2, . . . , B}, the sequence
of (in)equalities (51) holds, where the inequalities hold by
the union bound.

By the event in the conditioning and the way we construct
the codebooks, and by the weak law of large numbers and the
Covering Lemma, both summands tend to 0 as N → ∞ if
Conditions (21e)–(21j) hold.

The scheme satisfies the distortion constraints (3b) because
of (5) and by the weak law of large numbers.

APPENDIX B
FOURIER-MOTZKIN ELIMINATION

We apply the Fourier-Motzkin Elimination Algorithm to
show that Constraints (21) are equivalent to Constraints (4)
in Theorem 1. For ease of notation, we define

I0 := I(V1;X1X2Y | U) + I(V2;X1X2Y V1 | U) (52a)
I1 := I(V1;X1Z1 | U) (52b)
I2 := I(V2;X2Z2 | U) (52c)
I3 := I(U1;X2Z2 | U0U2) (52d)
I4 := I(U2;X1Z1 | U0U1) (52e)
I5 := I(V1;X2Z2 | U) (52f)
I6 := I(V2;X1Z1 | U) (52g)
I7 := I(X1X2;Y V1V2 | U) (52h)
I8 := I(X1;Y V1V2 | UX2) (52i)
I9 := I(X2;Y V1V2 | UX1) (52j)
I10 := I(X1;Y | U0X2) (52k)
I11 := I(X2;Y | U0X1) (52l)
I12 := I(X1X2;Y | U0U2) (52m)
I13 := I(X1X2;Y | U0U1) (52n)

I14 := I(X1X2;Y | U0) (52o)
I15 := I(X1X2;Y ). (52p)

Setting Rk,c = Rk−Rk,p, which is obtained from (21a), with
above definitions we can rewrite Constraints (21) as:

R1,v > I1 (53a)
R2,v > I2 (53b)

R2,v+R1 −R1,p < I2 + I3 (53c)
R1,v+R2 −R2,p < I1 + I4 (53d)

R1,v +R2,v+R1 −R1,p < I2 + I3 + I5 (53e)
R1,v+R2,v +R2 −R2,p < I1 + I4 + I6 (53f)

R1,p +R2,p < I7 (53g)
R1,p < I8 (53h)
R2,p < I9 (53i)

R1,v +R1,p < I10 + I0 (53j)
R2,v +R2,p < I11 + I0 (53k)

R1,v +R1,p +R2,p < I12 + I0 (53l)
R2,v +R1,p +R2,p < I13 + I0 (53m)

R1,v +R1,p +R2,v +R2,p < I14 + I0 (53n)
R1,v +R1 +R2,v +R2 < I15 + I0. (53o)

In a next step we eliminate the variables R1,v and R2,v to
obtain:

R1 −R1,p < I3 (54a)
R2 −R2,p < I4 (54b)
R1 −R1,p < I3 + I5 − I1 (54c)
R2 −R2,p < I4 + I6 − I2 (54d)

R1,p < min{I8, I10 + I0 − I1} (54e)
R2,p < min{I9, I11 + I0 − I2} (54f)

R1,p +R2,p < min{I7, I12 + I0 − I1,
I13 + I0 − I2, I14 + I0 − I1 − I2} (54g)



R1 +R2 < I15 + I0 − I1 − I2 (54h)

Notice that I1 ≥ I5 and I2 ≥ I6 because V1 − (Z1, X1, U)−
(X2, Z2) form a Markov chain, and thus Constraints (54a) and
(54b) are inactive in view of Constraints (54c) and (54d). We
thus neglect (54a) and (54b) in the following. Eliminating next
variable R1,p, where we take into account the nonnegativity
of R1,p and R1 −R1,p, we obtain:

R1 < I3 + I5 − I1 + min{I8, I10 + I0 − I1} (55a)
R1 +R2,p < I3 + I5 − I1 + min{I7, I12 + I0 − I1,

I13 + I0 − I2, I14 + I0 − I1 − I2} (55b)
R2 −R2,p < I4 + I6 − I2 (55c)

R2,p < min{I9, I11 + I0 − I2} (55d)
R2,p < min{I7, I12 + I0 − I1,

I13 + I0 − I2, I14 + I0 − I1 − I2} (55e)
R1 +R2 < I15 + I0 − I1 − I2 (55f)

and

I3 + I5 > I1 (55g)
I10 + I0 > I1. (55h)

Notice that I7 > I9 and I13 > I11 and therefore the two
Constraints (55d) and (55e) combine to

R2,p < min{I9, I11 + I0 − I2,
I12 + I0 − I1, I14 + I0 − I1 − I2}. (56)

Eliminating finally R2,p (while taking into account the non-
negativity of R2,p and R2 −R2,p) results in:

R1 < I3 + I5 − I1 + min{I8, I10 + I0 − I1} (57a)
R1 < I3 + I5 − I1 + min{I7, I12 + I0 − I1,

I13 + I0 − I2, I14 + I0 − I1 − I2} (57b)
R2 < I4 + I6 − I2 + min{I9, I11 + I0 − I2

I12 + I0 − I1, I14 + I0 − I1 − I2} (57c)
R1 +R2 < I4 + I6 − I2 + I3 + I5 − I1

+ min{I7, I12 + I0 − I1,
I13 + I0 − I2, I14 + I0 − I1 − I2} (57d)

R1 +R2 < I15 + I0 − I1 − I2 (57e)

and

I3 + I5 > I1 (57f)
I4 + I6 > I2 (57g)
I14 + I0 > I1 + I2 (57h)
I10 + I0 > I1 (57i)
I11 + I0 > I2 (57j)
I12 + I0 > I1. (57k)

Notice that I12 > I10 and thus (57k) is obsolete in view of
(57i). Moreover, since also I7 > I8, Constraints (57a) and
(57b) combine to

R1 < I3 + I5 − I1 + min{I8, I10 + I0 − I1,

I13 + I0 − I2, I14 + I0 − I1 − I2}. (58)

The final expression is thus given by constraints:

R1 < I3 + I5 − I1 + min{I8, I10 + I0 − I1
I13 + I0 − I2, I14 + I0 − I1 − I2} (59a)

R2 < I4 + I6 − I2 + min{I9, I11 + I0 − I2
I12 + I0 − I1, I14 + I0 − I1 − I2} (59b)

R1 +R2 < I4 + I6 − I2 + I3 + I5 − I1
+ min{I7, I12 + I0 − I1,

I13 + I0 − I2, I14 + I0 − I1 − I2} (59c)
R1 +R2 < I15 + I0 − I1 − I2 (59d)

and

I3 + I5 > I1 (59e)
I4 + I6 > I2 (59f)
I14 + I0 > I1 + I2 (59g)
I10 + I0 > I1 (59h)
I11 + I0 > I2. (59i)
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