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Abstract—A memoryless state-dependent multiple-access channel (MAC) is considered, where two transmitters wish to convey their messages to a single receiver while simultaneously sensing (estimating) the respective states via generalized feedbacks. For this channel, an improved inner bound is provided on the fundamental rate-distortions tradeoff which characterizes the communication rates the transmitters can achieve while simultaneously ensuring that their state-estimates satisfy desired distortion criteria. The new inner bound is based on a scheme where each transmitter codes over the generalized feedback so as to improve the state estimation at the other transmitter. This is in contrast to the schemes proposed for point-to-point and broadcast channels where coding is used only for the transmission of messages and the optimal estimators operate on a symbol-by-symbol basis on the sequences of channel inputs and feedback outputs.

I. INTRODUCTION

In various demanding applications such as smart cities and autonomous driving, terminals have to communicate data to other terminals while at the same time also to sense the environment for changes in locations, shapes, and status characteristics of static or locomoting objects. This integrated sensing and communication scenarios have recently received lots of attention from the communications and signal processing communities [1]–[12] and first information-theoretic studies were presented in [13]–[15]. Specifically, [13], [15] identify the optimal tradeoff between the set of achievable data rates and distortions of the state estimates that can be attained over state-dependent point-to-point (P2P) or degraded broadcast channels (BCs) with generalized feedback. Inner and outer bounds on this tradeoff for general BCs were proposed in [15]. In [13], [15] it was further established that the transmitter's optimal estimators in the P2P and BC setup are symbol-wise estimators applied to the sequences of the transmitter's channel inputs and feedback outputs. As a consequence, the sensing performance of these systems depends only on the distribution of the input symbols but not on the applied coding schemes.

The situation is different on the multiaccess channel, where basing the estimator only on the sequence of inputs and feedback outputs at a transmitter is suboptimal. In [14] it was noticed that an estimator that bases its decision also on the codewords decoded at a transmitter can improve estimation performance. In this paper, we show that further improvement is possible if each transmitter uses coding to convey information related to its own observed generalized feedback signal to the other transmitter. In some sense, this is the first information-theoretic completely integrated sensing and communication scheme because coding is not only used to improve data communication but also to improve sensing performance at the terminals. Both our scheme and the scheme in [14] are built on Willem's scheme for the MAC with generalized feedback [16].

A related idea was previously used in [17], [18] for the state-dependent MAC, where the transmitters compress and transmit their state information to the receiver. In their setup, the transmission of the state is beneficial over pure data transmission because it helps the receiver to decode the data. In our work here, each transmitter compresses and transmits information about its feedback signal to provide state-information to the other transmitter that is not available from its own feedback.

The simultaneous state and data communication problem as studied in [19]–[24] is also related to our integrated communication and sensing problem. The difference between these works and the present paper is that in joint communication of data and states the state sequences(s) are available at the transmitter(s) and have to be estimated at the receiver(s).

Notations: We use calligraphic letters to denote sets, e.g., $\mathcal{X}$. Random variables are denoted by uppercase letters, e.g., $X$, and their realizations by lowercase letters, e.g., $x$. For vectors, we use boldface notation, i.e., lower case boldface letters such as $\mathbf{x}$ for deterministic vectors.

For positive integers $n$, we use $[1:n]$ to denote the set $\{1,\ldots,n\}$, and $X^n$ for the tuple of random variables $(X_1,\ldots,X_n)$. We abbreviate independent and identically distributed as i.i.d. and probability mass function as pmf. Logarithms are taken with respect to base 2. For an index $k \in \{1,2\}$, we define $\bar{k} := 3-k$ and for an event $\mathcal{A}$ we denote its complement by $\mathcal{A}^c$. Moreover, $\mathbb{1}\{\cdot\}$ denotes the indicator function.

II. SYSTEM MODEL

Consider the two-transmitter (Tx) single-receiver (Rx) multiaccess channel scenario in Fig. 1. The model consists of a two-dimensional memoryless state sequence $\{(S_{1,i},S_{2,i})\}_{i \geq 1}$ whose samples at any given time $i$ are distributed according to a given joint law $P_{S_1,S_2}$ over the state alphabets $S_1 \times S_2$. Given that at time-$i$ Tx 1 sends input $X_{1,i} = x_1$ and Tx 2 input $X_{2,i} = x_2$ and given state realizations $S_{1,i} = s_1$ and $S_{2,i} = s_2$, the Rx's time-$i$ output $Y_i$ and the Txs' feedback signals $Z_{1,i}$ and $Z_{2,i}$ are distributed according to the stationary channel transition law $P_{YZ|Z_1|Z_2|S_1,2X_1,x_2}(\cdot;\cdot\cdot;\cdot|s_1,s_2,x_1,x_2)$. 

\[
P_{YZ|Z_1|Z_2|S_1,2X_1,x_2}(\cdot;\cdot\cdot;\cdot|s_1,s_2,x_1,x_2) = \begin{cases} 
1 & \text{if } (Y_i,Z_{1,i},Z_{2,i}) = (y_i,z_{1,i},z_{2,i}) \text{ and } (S_{1,i},S_{2,i}) = (s_1,s_2), \\
0 & \text{otherwise.}
\end{cases}
\]
Input and output alphabets $X_1, X_2, Y, Z_1, Z_2, S_1, S_2$ are assumed finite.

A $(2^nR_1,2^nR_2, n)$ code consists of:

1) two message sets $W_1 = [1 : 2^nR_1]$, and $W_2 = [1 : 2^nR_2]$;
2) a sequence of encoding functions $\Omega_{k,i}: W_k \times Z_{i-1} \rightarrow \mathbb{X}_k$, for $i = 1, 2, \ldots, n$ and $k = 1, 2$;
3) a decoding function $g: Y^n \rightarrow W_1 \times W_2$;
4) for each $k = 1, 2$ a state estimator $\phi_k: \mathbb{X}_k^n \times Z_k^n \rightarrow \hat{S}_k^n$, where $S_1$ and $S_2$ are given reconstruction alphabets.

For a given code, let the random message $W_k$, for $k = 1, 2$, be uniform over the message set $W_k$ and the inputs $X_{k,i} = \phi_{k,i}(W_k, Z_{i-1}^{-1})$, for $i = 1, \ldots, n$. The Txs’ state estimates are obtained as $\hat{S}_k^n := (\hat{S}_{k,1}, \ldots, \hat{S}_{k,n}) = \phi_k(X_k^n, Z_k^n)$ and the Rx’s guess of the messages as $(\hat{W}_1, \hat{W}_2) = g(Y^n)$.

We shall measure the quality of the state estimates $\hat{S}_k^n$ by bounded per-symbol distortion functions $d_k: S_k \times \hat{S}_k \rightarrow [0, \infty), m$ and consider expected average block distortions

$$\Delta_k^{(n)} := \frac{1}{n} \sum_{i=1}^n \mathbb{E}[d_k(S_{k,i}, \hat{S}_{k,i})], \quad k = 1, 2. \quad (1)$$

The probability of decoding error is defined as:

$$P_e^{(n)} := \Pr(\hat{W}_1 \neq W_1 \text{ or } \hat{W}_2 \neq W_2). \quad (2)$$

**Definition 1.** A rate-distortion tuple $(R_1, R_2, D_1, D_2)$ is achievable if there exists a sequence $(n)$ of $(2^nR_1, 2^nR_2, n)$ codes that simultaneously satisfy

$$\lim_{n \to \infty} P_e^{(n)} = 0 \quad (3a)$$

$$\lim_{n \to \infty} \Delta_k^{(n)} \leq D_k, \quad \text{for } k = 1, 2. \quad (3b)$$

**Definition 2.** The capacity-distortion region $CD$ is the closure of the set of all achievable tuples $(R_1, R_2, D_1, D_2)$.

The main result of this paper is the inner bound on the capacity-distortion region $CD$ given in the following Theorem 1. A scheme achieving this region is described in Section III, for the analysis see Appendix A. It is based on a modification of Willems’ coding scheme [16] for the MAC with generalized feedback. That means block-Markov encoding and backward decoding are used where each Tx splits its message into a private and a common part for each block (except for the last block). Tx $k$ sends its common message parts using $U_k$-codewords and after each block decodes the common message part sent by the other Tx $\bar{k}$ based on its generalized feedback outputs. This allows the two Txs to cooperatively send both common parts from the previous block using the $U_0$-codewords. Private parts are sent using the $X_1$- and $X_2$-codewords and are only decoded at the Rx. The novelty of our scheme with respect to [16] is that together with its common part pertaining to the current block, each Tx $k$ also sends a $V_k$-compression codeword containing information about the other Tx’s desired state $S_{\bar{k}}$ of the previous block. This compression information is decoded at both the other Tx $k$ and at the Rx. At the Rx it is used to improve the decoding of the messages.

**Theorem 1.** The capacity-distortion region $CD$ includes any rate-distortion tuple $(R_1, R_2, D_1, D_2)$ that for some choice of pmfs $P_{U_0}, P_{U_1|U_0}, P_{U_2|U_0}, P_{X_1|U_0}, P_{X_2|U_0}$, $P_{V_1|U_0,V_2|U_0}, P_{X_3|U_0,V_2|U_0}, P_{X_4|U_0}$, $P_{S_1,S_2|X_1}, P_{S_1,S_2|X_2}, P_{Y_1|X_1}, P_{Y_2|X_2}$, and estimators $\phi^*_k: \mathbb{X}_k^n \times Z_k^n \rightarrow \hat{S}_k^n$, for $k = 1, 2$, satisfies Inequalities (4) on top of the next page (where $U_0 := (U_0, U_1, U_2)$ as well as the distortion constraints

$$E[d_k(S_k, \phi^*_k(X_k, Z_k, U_k, V_k))] \leq D_k, \quad k = 1, 2, \quad (5)$$

where all quantities are evaluated for $(U_0, U_1, U_2, X_1, X_2, Y, Z_1, Z_2, V_1, V_2) \sim P_{U_0}P_{U_1|U_0}P_{U_2|U_0}P_{X_1|U_0}P_{X_2|U_0}P_{Y_1|U_0}P_{Y_2|U_0}P_{X_3|U_0}P_{X_4|U_0}$ and for $k = 1, 2$

$$\phi_k(x_k, z_k, u_k, v_k) := \arg \min_{s_k \in S_k} \sum_{s_k' \in S_k} P_{S_k|X_k}z_k'u_kv_k d_k(s_k, s_k'). \quad (6)$$

**Remark 1.** Our model includes as special cases all setups with perfect or imperfect channel state-information at the receiver. For example, for the choice of

$$Y = (Y', S_1, S_2) \quad (7)$$

with $Y'$ describing any desired output, the receiver has perfect CSI about both states.

**Corollary 1.** For $V_1 = V_2 = \text{const}$, Theorem 1 specializes to [14, Theorem 2], i.e., to the set of tuples $(R_1, R_2, D_1, D_2)$ that for some pmfs $P_{U_0}P_{U_1|U_0}P_{U_2|U_0}P_{X_1|U_0}P_{X_2|U_0}$ satisfy

$$R_k \leq I(X_k; Y | X_kU_kU_0) + I(U_kZ_k | X_kU_0), \quad k = 1, 2, \quad (8)$$

$$R_1 + R_2 \leq I(X_1X_2; Y), \quad (9)$$

$$R_1 + R_2 \leq I(X_1X_2; Y | U_0U_1U_2) + I(U_1; Z_2 | Z_2U_0) + I(U_2; Z_1 | X_1U_0), \quad (10)$$

and

$$E\left[d_k(S_k, \phi^*_k(X_k, Z_k, U_k, \text{const}))\right] \leq D_k, \quad k = 1, 2, \quad (11)$$

where all quantities are evaluated for $(U_0, U_1, U_2, X_1, X_2, S_1, S_2, Y, Z_1, Z_2) \sim P_{U_0}P_{U_1|U_0}P_{U_2|U_0}P_{X_1|U_0}P_{X_2|U_0}$, $P_{S_1,S_2}P_{Y_1|X_1}P_{Y_2|X_2}$.
\[ R_k \leq I(U_k; X_k Z_k \mid U_0 U_k) + I(V_k; X_k Z_k \mid U) - I(V_k; X_k Z_k \mid U) \]
\[ + \min \{ I(X_k; Y \mid U_0 X_k) + I(V_k; X_k Y \mid U) + I(V_k; X_k Z_k \mid U) - I(V_k; X_k Z_k \mid U), \]
\[ I(X_k; Y \mid U_0 V_k) + I(V_k; X_k Y \mid U) + I(V_k; X_k Z_k \mid U) - I(V_k; X_k Z_k \mid U), \]
\[ I(X_k; Y \mid U_0) + I(V_k; X_k Y \mid U) + I(V_k; X_k Z_k \mid U) - I(V_k; X_k Z_k \mid U) \}
\]

\[ R_1 + R_2 \leq I(U_2; X_1 Z_1 \mid U_0 U_1) + I(V_2; X_1 Z_1 \mid U) - I(V_2; X_2 Z_2 \mid U) \]
\[ + I(U_1; X_2 Z_2 \mid U_0 U_2) + I(V_1; X_2 Z_2 \mid U) - I(V_1; X_1 Z_1 \mid U) \]
\[ + \min \{ I(X_1; X_2; Y \mid U_0 U_2) + I(V_1; X_1 X_2 Y \mid U) + I(V_2; X_1 X_2 Y V_1 \mid U) - I(V_1; X_1 Z_1 \mid U), \]
\[ I(X_1; X_2; Y \mid U_0 U_1) + I(V_1; X_1 X_2 Y \mid U) + I(V_2; X_1 X_2 Y V_1 \mid U) - I(V_2; X_2 Z_2 \mid U), \]
\[ I(X_1; X_2; Y \mid U_0) + I(V_1; X_1 X_2 Y \mid U) + I(V_2; X_1 X_2 Y V_1 \mid U) - I(V_1; X_1 Z_1 \mid U) - I(V_2; X_2 Z_2 \mid U) \}
\]

\[ R_1 + R_2 \leq I(X_1; X_2; Y) + I(V_1; X_1 X_2 Y \mid U) + I(V_2; X_1 X_2 Y V_1 \mid U) - I(V_1; X_1 Z_1 \mid U) - I(V_2; X_2 Z_2 \mid U) \] (4c)

and

\[ I(U_k; X_k Z_k \mid U_0 U_k) + I(V_k; X_k Z_k \mid U) \geq I(V_k; X_k Z_k \mid U), \]
\[ k = 1, 2, \] (4d)
\[ I(X_1; X_2; Y \mid U_0) + I(V_1; X_1 X_2 Y \mid U) + I(V_2; X_1 X_2 Y V_1 \mid U) \geq I(V_1; X_1 Z_1 \mid U) + I(V_2; X_2 Z_2 \mid U) \] (4e)
\[ I(X_k; Y \mid U_0 X_k) + I(V_1; X_1 X_2 Y \mid U) + I(V_2; X_1 X_2 Y V_1 \mid U) \geq I(V_k; X_k Z_k \mid U), \]
\[ k = 1, 2. \] (4f)

The following two examples show the advantage of Theorem 1 compared to Corollary 1.

**Example 1.** Consider a memoryless multiple-access channel with binary input, output, and state alphabets \( X_1 = X_2 = Y = S_2 = \{0, 1\} \). State \( S_2 \sim \text{Ber}(p_s) \), while \( S_1 = 0 \) is a constant. The channel input-output relation is described by
\[ Y = S_2 X_2, \quad (Z_1, Z_2) = (S_2, X_1). \] (12)

For this channel, the following tuple
\[ (R_1, R_2, D_1, D_2) = (0, 0, 0, 0), \] (13)
lies in the achievable region of Theorem 1 but not in the region of Corollary 1, i.e., not in the region reported in [14].

More specifically, choosing \( V_1 = Z_1 = S_2 \) and the estimators \( \hat{S}_2 = V_1, \hat{S}_1 = 0 \) in Theorem 1 proves achievability of the desired quadruple. In contrast, \( D_2 = 0 \) is not achievable in Corollary 1 because \( S_2 \) is independent of \( U_1, U_0, X_0, X_1, X_2 \) and thus of \( (X_2, U_1, Z_2) \), and the optimal estimator is the trivial estimator \( \hat{S}_2 = \psi^*_2(X_2, Z_2, U_1) = I\{p_s > 1/2\} \) which achieves distortion \( D_2 = \min \{1 - p_s, p_s\} \).

We next consider the example in [14].

**Example 2.** Consider binary noise, states and channel inputs \( B, S_k, X_k \in \{0, 1\} \), where \( B \) is distributed Bernoulli-i.i.d. Bernoulli-\( p_s \), for \( t, p_s \in (0, 1) \). The outputs are described as
\[ Y' = S_1 X_1 + S_2 X_2, \] (14)
\[ Y = (Y', S_1, S_2), \quad Z_1 = Y', \quad Z_2 = Y' + B. \] (15)

We again consider Hamming distortion.

We further focus on binary auxiliaries \( U_0, U_1, U_2 \) and \( X_k = U_k \oplus \bar{X}_k \), for \( k = 1, 2 \) and independent binary random variables \( \bar{X}_k \), similarly to [14], and choose the compression variables
\[ V_1 = \begin{cases} 1 \{Y' = 1\} & \text{if } E = 0 \\ \omega & \text{if } E = 1 \end{cases}, \]
\[ V_2 = 0, \] (16)
for a binary \( E \) independent of \( (S_1, S_2, B, U_0, U_1, U_2, \bar{X}_1, \bar{X}_2) \). For this choice, \( T_1 \) conveys information about \( Y \) to \( T_2 \), which helps this latter to better estimate its state \( S_2 \). In fact, when \( E = 0 \), \( T_2 \) learns perfectly \( Y \) because
\[ Y = \begin{cases} 0 & \text{if } Z_2 \in \{0, 1\}, V_1 = 0 \\ 1 & \text{if } V_1 = 1 \\ 2 & \text{if } Z_2 \in \{2, 3\}, V_1 = 0 \end{cases}, \] (17)

For \( p_s = 0.9 \) and \( t = 0.2 \) and above choices of random variables, Figure 2 shows the maximum sum-rate \( R_1 + R_2 \) in function of distortion \( D_2 \) achieved by Theorem 1 and Corollary 1, see [14]. (Corollary 1 is simply obtained by setting \( V_1 = 0 \).)

Notice that minimum distortion \( D_2 \) in Corollary 1 is achieved by setting \( X_1 = 0 \) and \( X_2 = 1 \) deterministically, and is given by
\[ D_{2, \min}^{\text{Cor}} = \min \{p_s \bar{t}, \bar{p}_s \bar{t}\}, \] (18)

which evaluates to 0.02 for our example with \( p_s = 0.9 \) and \( t = 0.2 \). To achieve minimum distortion \( D_2 \) in Theorem 1, it is still optimal to choose a deterministic \( X_2 = 1 \), however,

\footnote{In [14] they were referred to as \( U, V_1, V_2 \).}
Theorem 1 with strict inequality. As shown in Appendix B
of auxiliaries. Fig. 2. Sum-rate distortion tradeoff achieved by Theorem 1 and Corollary 1, 
for each pair
transmitted compression informations. Let each Tx
finds an adequate $V_k$-compression codeword. Constraints (21c) and (21d) ensure that based on its feedback signal and channel inputs, Tx $k$ can decode the common message and the compression information sent by the other Tx $k$. Constraints (21e)–(21j) ensure that the Rx can decode all transmitted messages as well as the transmitted compression informations.

Let each Tx $k = 1, 2$ split its message into $2B$ independent submessages $W_k = \left\{ (W_{k,p}(b), W_{k,c}(b)) \right\}_{b=1}^{B}$ where each $W_{k,p}(b)$ is uniformly distributed over $\left\{ 2^{N_k R_{k,p}} \right\}$ and each $W_{k,c}(b)$ is uniformly distributed over $\left\{ 2^{N_k R_{k,c}} \right\}$.

Based on the conditional pmfs chosen above, define:

\[
P_{U_0|U_1} P_{U_2|U_1} P_{X_2|U_1} P_{X_1|U_1} P_{X_1|U_0} P_{X_2|U_0} P_{S_1|U_1} P_{S_2|U_2} P_{Z_1|U_0} P_{Z_2|U_2} :=
\]

For each block $b = 1, \ldots, B$, do the following.

Generate an independent length-$N$ sequence $u_{0,b}(w_{1,c,b}, w_{2,c})$ for each pair $w_{1,c} \in \left\{ 2^{N_{1,c}} \right\}$ and $w_{2,c} \in \left\{ 2^{N_{2,c}} \right\}$ by drawing each entry i.i.d. $P_{U_0}(\cdot)$.

For each pair $(w_{1,c}, w_{2,c}) \in \left\{ 2^{N_{1,c}} \right\} \times \left\{ 2^{N_{2,c}} \right\}$ and each user $k = 1, 2$: Generate a sequence $u_{k,b}(w_{k,c,b}, j_k | w_{1,c}, w_{2,c})$ for each pair $w_{k,c} \in \left\{ 2^{N_{k,c}} \right\}$ and $j_k \in \left\{ 2^{N_{k,c}} \right\}$, by drawing the $i$-th entry of this sequence according to $P_{U_k|U_0}(\cdot | u_0)$ for $u_0$ denoting the $i$-th entry of $u_{0,b}(w_{1,c,b}, w_{2,c})$.

Further, for each pair $w_{k,c,b} \in \left\{ 2^{N_{k,c}} \right\}$ and $j_k \in \left\{ 2^{N_{k,c}} \right\}$ generate a sequence $u_{k,b}(w_{k,c,b}, j_k | w_{1,c,b}, w_{2,c})$ for each index $w_{k,c,b} \in \left\{ 2^{N_{k,c}} \right\}$, by drawing the $i$-th entry of this sequence according to $P_{X_k|U_k}(\cdot | u_{k,b}, v_k)$ for $v_k$ and $u_{k,b}$ denoting the $i$-th entries of the sequences $u_{0,b}(w_{1,c,b}, w_{2,c})$ and $u_{k,b}(w_{k,c,b}, j_k | w_{1,c,b}, w_{2,c})$, respectively.

For each sextuple $(w_{1,c,b}, w_{2,c}, w_{1,c,b}', w_{2,c}, j_1, j_2) \in \left\{ 2^{N_{1,c}} \right\} \times \left\{ 2^{N_{2,c}} \right\} \times \left\{ 2^{N_{1,c}} \right\} \times \left\{ 2^{N_{2,c}} \right\} \times \left\{ 2^{N_{k,c}} \right\}$ generate a sequence $u_{k,b}(w_{k,c,b}', j_1 | w_{1,c,b}, w_{2,c}, j_2, w_{1,c,b}, w_{2,c})$ for each $j_1 \in \left\{ 2^{N_{k,c}} \right\}$ and a sequence $v_{k,b}(j_2 | w_{1,c,b}, w_{2,c}, j_2, w_{1,c,b}, w_{2,c})$ for each $j_2 \in \left\{ 2^{N_{k,c}} \right\}$.

Choose a large number of blocks $B$ and split the block-length $n$ into $B + 1$ blocks of size $N := n/(B + 1)$ each. Accordingly, let $X_1^{N}, X_2^{N}, S_1^{N}, S_2^{N}, Y^{N}, Z^{N}$ denote the block-$b$ inputs, states and outputs, e.g., $S_1^{N} := (S_{1(b-1)}^{N+1}, \ldots, S_{1b}^{N})$.

Fix a rate-distortion tuple $(R_1, R_2, D_1, D_2)$ and pmfs $P_{U_0} P_{U_1|U_0} P_{U_2|U_0} P_{X_1|U_0} P_{X_2|U_0} P_{Y|U_0} P_{Z|U_0}$ satisfying Constraints (4) and (5) in Theorem 1 with strict inequality. As shown in Appendix B using the Fourier-Motkin Elimination algorithm, it is then possible to choose nonnegative auxiliary rates $R_{1,c}, R_{1,p}, R_{2,c}, R_{2,p}, R_{1,v}, R_{2,v}$ satisfying

\[
R_{k,p} + R_{k,c} = R_k, \quad k = 1, 2,
\]

and for $k = 1, 2$:

\[
R_{k,v} > I(V_k; X_k Z_k | U_k) \tag{21b}
\]
\[
R_{k,v} + R_{k,v} < I(U_k V_k; X_k Z_k | U_0 U_k) \tag{21c}
\]
\[
R_{1,v} + R_{2,v} + R_{k,v} < I(U_k V_k; X_k Z_k | U_0 U_k) \tag{21d}
\]
\[
R_{k,v} < I(X_k; Y | U_0 X_k) \tag{21e}
\]
\[
R_{k,v} + R_{k,v} < I(X_k; Y | U_0 X_k) \tag{21f}
\]
\[
R_{k,v} + R_{k,v} + R_{k,p} < I(X_1 X_2; Y | U_0 U_k) \tag{21g}
\]
\[
R_{1,v} + R_{2,v} + R_{k,p} < I(X_1 X_2; Y | U_0 U_k) \tag{21h}
\]
\[
R_{1,v} + R_{1,v} + R_{2,v} + R_{k,p} < I(X_1 X_2; Y | U_0) + I(V_1; X_1 X_2 Y | U_0) \tag{21i}
\]
\[
R_{1,v} + R_{1,v} + R_{2,v} + R_{2} < I(X_1 X_2; Y) + I(V_1; X_1 X_2 Y | U_0) \tag{21j}
\]
\[
\begin{align*}
\left( u^N_{0,(b-1)} \right) (W_{1,c,(b-3)}, \hat{W}^{(1)}_{2,c,(b-3)})\right), & \quad u^N_{1,(b-1)} \left( W_{1,c,(b-1)}, J^*_1, W_{1,c,(b-2)}, \hat{W}^{(1)}_{2,c,(b-2)} \right), \\
u^N_{2,(b-1)} \left( \tilde{w}_2, \hat{j}_2 \right) \left| W_{1,c,(b-2)}, \tilde{W}^{(1)}_{2,c,(b-2)} \right), \quad Z^N_{1,(b-1)} \in \mathcal{T}^N_e \left( P_{U_0U_1U_2X_1V_1Z_1} \right),
\end{align*}
\]

\[
\left( u^N_{0,(b-2)} \right) (W_{1,c,(b-3)}, \hat{W}^{(1)}_{2,c,(b-3)})\right), & \quad u^N_{1,(b-2)} \left( W_{1,c,(b-3)}, J^*_1, W_{1,c,(b-2)}, \hat{W}^{(1)}_{2,c,(b-2)} \right), \\
u^N_{2,(b-2)} \left( \tilde{W}^{(1)}_{2,c,(b-2)}, \tilde{J}^*_1, \tilde{W}^{(1)}_{2,c,(b-3)} \right) \left| W_{1,c,(b-3)}, \hat{W}^{(1)}_{2,c,(b-3)} \right), \quad Z^N_{1,(b-2)} \in \mathcal{T}^N_e \left( P_{U_0U_1U_2X_1V_1Z_1} \right),
\]

\[
\begin{align*}
\left( u^N_{0,(b-1)} \right) \left( W_{1,c,(b-2)}, \hat{W}^{(1)}_{2,c,(b-2)} \right), & \quad u^N_{1,(b-1)} \left( W_{1,c,(b-1),} J^*_1, W_{1,c,(b-2)}, \hat{W}^{(1)}_{2,c,(b-2)} \right), \\
u^N_{2,(b-1)} \left( j^*_1 \right) \left| J^*_1, W_{1,c,(b-1),} \right), \tilde{w}_2, \hat{j}_2, W_{1,c,(b-2)}, \tilde{W}^{(1)}_{2,c,(b-2)} \right), \quad Z^N_{1,(b-1)} \in \mathcal{T}^N_e \left( P_{U_0U_1U_2X_1V_1Z_1} \right), \quad (24)
\end{align*}
\]

The estimates $\hat{S}^N_{1,(b)}$ via a component-wise application of the function $\phi^*_1$ in (6) to the selected codewords $u^N_{0,(b)}u^N_{2,(b)}x^N_{1,(b)}$ and setting the estimate in the last block to a dummy sequence $S^N_{1,(b+1)} = s^N_1$ for some arbitrary choice $s_1 \in \hat{S}_1$. (Notice that this last block will not change the asymptotic sensing performance as $B \to \infty$.)

B. Decoding at the Rx

The Rx performs backward decoding. It starts by decoding the last block $B+1$, then block $B$, etc., until it finally decodes the first block $b=1$.

Decoding in block $B+1$ is as follows. Based on its block-$B+1$ channel outputs $Y^N_{B+1}$, the Rx searches for a unique quadruple of indices $(w_{1,c}, w_{2,c}, j_1, j_2) \in [2^{NR_1}] \times [2^{NR_2}] \times [2^{NR_1}] \times [2^{NR_2}]$ simultaneously satisfying Condition (24) on top of this page, and if $b > 2$ also Condition (25) on this page, where $P_{U_0U_1U_2X_1V_1Z_1}$ and $P_{U_0U_1U_2X_1V_1Z_1}$ denote the marginals of the joint pmf in (22). If there is exactly one triple $(j_2, w_2, j^*_1)$ satisfying these conditions (or the single condition (24) if $b = 2$), the Rx sets $\tilde{j}^*_1 = \hat{j}_2$, $\tilde{W}^{(1)}_{2,c,(b-1)} = \tilde{w}_2$ and $\tilde{J}^*_1 = j^*_1$ to the corresponding indices and sends the block-$b$ channel inputs $X^N_{1,(b)} = x^N_{1,(b)} \left( W_{1,c,(b)}, J^*_1, W_{1,c,(b-1)}, \hat{W}^{(1)}_{2,c,(b-1)} \right)$. Otherwise it sets $j^*_1 = -1$ and stops communication.

After the last block of feedback signals $Z^N_{1,(B+1)}$, Tx 1 also looks for a unique index $j_2 \in [2^{NR_2}]$ simultaneously satisfying Conditions (27) and (28) on the top of next page. Tx 1 produces the state estimate $\hat{S}^N_1 = (\hat{S}^N_{1,(1)}, \ldots, \hat{S}^N_{1,(B+1)})$ by computing the block-$b = 1, \ldots, B$
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If such a unique sixtuple exists, it sets \( \hat{W}_{1,c,(b-1)} = w_{1,c} \), \( \hat{W}_{1,p,(b)} = w_{1,p} \), \( \hat{W}_{2,c,(b-1)} = w_{2,c} \), \( \hat{W}_{2,p,(b)} = w_{2,p} \), \( \hat{J}_{1,(b-1)} = j_1 \), and \( \hat{J}_{2,(b-1)} = j_2 \). Otherwise it declares the communication in error.

For the first block \( b = 1 \), the Rx looks for a unique pair \( (w_{1,p}, w_{2,p}) \in [2^{NR_1,c}] \times [2^{NR_2,c}] \) satisfying

If such a unique pair exists, it sets \( \hat{W}_{1,p,(1)} = w_{1,p} \), and \( \hat{W}_{2,p,(1)} = w_{2,p} \). Otherwise it declares a communication error.

The Rx finally declares the messages \( \hat{W}_1 \) and \( \hat{W}_2 \) that correspond to the produced guesses \( \{(\hat{W}_{1,p,(b)}, \hat{W}_{k,c,(b)})\} \).

Notice that the rate of communications of our scheme are only \( \frac{B}{M+1} R_1 \) and \( \frac{B}{M+1} R_2 \), which however approach \( R_1 \) and \( R_2 \) when \( B \to \infty \).

IV. SUMMARY

We proposed the first information-theoretic fully-integrated sensing and communication scheme where coding at a transmitter is not only used for data transmission but also to improve sensing (state-estimation) at the other transmitter. At the hand of examples, we show the improved performances of the new scheme compared to state of the art.
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APPENDIX A

ANALYSIS OF ERROR PROBABILITY AND STATE ESTIMATION

To derive an upper bound on the average error probability (averaged over the random code construction and the state and channel realizations), we enlarge the error event to the event that for some \( k = 1, 2 \) and \( b = 1, \ldots, B \):

or

or

For ease of notation, we define the block-\( b \) Tx-error events for \( k = 1, 2 \) and \( b = 1, \ldots, B \):

and

Define also the Rx-error events for \( k = 1, 2 \) and block \( b = 1, \ldots, B + 1 \):

By the union bound and basic probability, we find:

\[
\text{Pr}\left( \hat{W}_1 \neq W_1 \text{ or } \hat{W}_2 \neq W_2 \right) \\
\leq \sum_{b=1}^{B+1} \text{Pr}\left( \mathcal{E}_{\text{Tx},1,(b)} \cup_{b'=1}^{b-1} \{\mathcal{E}_{\text{Tx},1,(b')}, \mathcal{E}_{\text{Tx},2,(b')}\} \right)
\]
\[
\sum_{b=1}^{B+1} \Pr \left( \mathcal{E}_{T_x,2}(b) \mid \bigcup_{b'=1}^{b-1} \{ \mathcal{E}_{T_x,1}(b'), \mathcal{E}_{T_x,2}(b') \} \right)
\]

We analyze the three sums separately. The first sum is related to Tx 1’s error event, the second sum to Tx 2’s error event, and the third sum to the Rx’s error event.

1) Analysis of Tx 1’s error event: To simplify notations, we define for each block \( b \in \{2, \ldots, B+1\} \) and each triple of indices \((j_1^*, \hat{w}_2, \hat{j}_2)\) the event \( \mathcal{F}_{T_x,1}(b) (j_1^*, \hat{w}_2, \hat{j}_2) \) that the following two conditions (38) and (39) (only Condition (38) for \( b = 1 \)) hold:

\[
\begin{align*}
&\left( u_{0,b}^N \left( W_{1,c}(b-1), \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&u_{1,b}^N \left( W_{1,c}(b), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&u_{2,b}^N \left( \hat{w}_2, \hat{j}_2, W_{1,c}(b-1), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&x_{1,b}^N \left( W_{1,c}(b), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&\left( x_{1,b}^N \left( W_{1,c}(b), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&\left( W_{1,c}(b), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&\left( W_{1,c}(b-1), W_{2,c}(b-1) \right), \\
&\left( W_{1,c}(b), \hat{w}_2, \hat{j}_2, W_{1,c}(b-1) \right), \\
&\left( W_{1,c}(b-1), W_{2,c}(b-1) \right) \right) \\
&\in \mathcal{T}_c^N \left( P_{U_0U_1U_2X_1V_1Z_1} \right)
\end{align*}
\]

and if \( b > 1 \)

\[
\begin{align*}
&\left( u_{0,b(b-1)}^N \left( W_{1,c}(b-2), W_{2,c}(b-2) \right), \\
&u_{1,b(b-1)}^N \left( W_{1,c}(b-1), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&u_{2,b(b-1)}^N \left( \hat{w}_2, \hat{j}_2, W_{1,c}(b-2), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&x_{1,b(b-1)}^N \left( W_{1,c}(b-1), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&\left( x_{1,b(b-1)}^N \left( W_{1,c}(b-1), j_1^*, \hat{w}_1^1_{E_{T_x,2}(b-1)} \right), \\
&\left( W_{1,c}(b-2), W_{2,c}(b-2) \right), \\
&\left( W_{1,c}(b-1), \hat{w}_2, \hat{j}_2, W_{1,c}(b-2) \right), \\
&\left( W_{1,c}(b), \hat{w}_2, \hat{j}_2, W_{1,c}(b-1) \right), \\
&\left( W_{1,c}(b-1), W_{2,c}(b-1) \right) \right) \\
&\in \mathcal{T}_c^N \left( P_{U_0U_1U_2X_1V_1Z_1} \right)
\end{align*}
\]

Notice that compared to (24) and (25), here we replaced the triple \((\hat{W}_{2,c}(b-2), \hat{W}_{2,c}(b-1), \hat{j}_2)\) by their correct values \(W_{2,c}(b-2), W_{2,c}(b-1), j_2\). Similarly, define the event \( \mathcal{F}_{T_x,2}(b-1) (j_2) \) as the event that the following two conditions are satisfied:

\[
\begin{align*}
&\left( u_{0,(b+1)}^N \left( W_{1,c}(B), W_{2,c}(B) \right), \\
&u_{1,(b+1)}^N \left( 1, j_1^*, \hat{w}_1^1_{E_{T_x,2}(B)}, W_{2,c}(B) \right), \\
&u_{2,(b+1)}^N \left( 1, j_2, W_{1,c}(B), W_{2,c}(B) \right), \\
&x_{1,(b+1)}^N \left( 1, W_{1,c}(B), j_1^*, W_{2,c}(B) \right), \\
&\left( x_{1,(b+1)}^N \left( 1, W_{1,c}(B), j_1^*, W_{2,c}(B) \right), \\
&\left( 1, W_{1,c}(B), W_{2,c}(B) \right), \\
&\left( 1, W_{1,c}(B), W_{2,c}(B) \right), \\
&\left( 1, W_{1,c}(B), W_{2,c}(B) \right) \right) \\
&\in \mathcal{T}_c^N \left( P_{U_0U_1U_2X_1V_1Z_1} \right)
\end{align*}
\]

and

\[
\begin{align*}
&\left( u_{0,B}^N \left( W_{1,c}(B-1), W_{2,c}(B-1) \right), \\
&u_{1,B}^N \left( W_{1,c}(B), j_1^*, W_{2,c}(B-1) \right), \\
&u_{2,B}^N \left( \hat{w}_2, \hat{j}_2, W_{1,c}(B-1), j_1^*, W_{2,c}(B-1) \right), \\
&x_{1,B}^N \left( W_{1,c}(B), j_1^*, W_{2,c}(B-1) \right), \\
&\left( x_{1,B}^N \left( W_{1,c}(B), j_1^*, W_{2,c}(B-1) \right), \\
&\left( W_{1,c}(B-1), W_{2,c}(B-1) \right), \\
&\left( W_{1,c}(B), \hat{w}_2, \hat{j}_2, W_{1,c}(B-1) \right), \\
&\left( W_{1,c}(B), \hat{w}_2, \hat{j}_2, W_{1,c}(B-1) \right), \\
&\left( W_{1,c}(B-1), W_{2,c}(B-1) \right) \right) \\
&\in \mathcal{T}_c^N \left( P_{U_0U_1U_2X_1V_1Z_1} \right)
\end{align*}
\]

Moreover, for any block \( b = 1, \ldots, B+1 \), event \( \mathcal{E}_{T_x,1}(b) \) is implied by the event that \( \mathcal{F}_{T_x,2}(b) (j_2) \) is not satisfied for any tuple \((j_1^*, \hat{w}_2, \hat{j}_2)\) with \((\hat{w}_2, \hat{j}_2) = (W_{2,c}(b), J_2^*(b-1))\) or it is satisfied for some triple \((j_1^*, \hat{w}_2, \hat{j}_2)\) with \((\hat{w}_2, \hat{j}_2) \neq (W_{2,c}(b), J_2^*(b-1))\). Thus, the sequence of inequalities on top of the next page holds, where the inequalities hold by the union bound. By the Covering Lemma [25], the way we construct the codebooks and the weak law of large numbers, and because we condition on event \( \mathcal{E}_{T_x,2}(b-1) \) implying \( J_2^*(b-1) \neq -1 \), the first summand in (45c) tends to 0 as \( N \to \infty \) if

\[
R_{1,v} > I(V_1; X_1 | U_0U_1U_2).
\]
Since Condition (48) is obsolete in view of (47), we conclude that for finite \( N \) can also prove that for finite \( (48) \) and each tuple \( (a, b, c) \) satisfied; for each pair \( (a, b) \) events. For each quadruple \( (a, b, c, d) \) if Conditions (21b), (21c), and (21d), are satisfied for \( k = 2 \), are satisfied for \( k = 2 \). 2) Analysis of Tx 2’s error event: By similar arguments, one can also prove that for finite \( B \) the sum of the probability of errors \( \sum_{b=1}^{B} \Pr \left( \mathcal{E}_{\text{Rx},(b)} \left| \bigcup_{b'=1}^{b-1} \{ \mathcal{E}_{\text{Tx},1,(b')}, \mathcal{E}_{\text{Tx},2,(b')} \} \right. \right) \) tends to 0 as \( k = 2 \). 3) Analysis of Rx’s error event: Define the following events. For each quadruple \( (a, b, c, d) \in [2^NR_1, c] \times [2^NR_1, c] \times [2^NR_2, \infty] \times [2^NR_2, \infty] \) define \( \mathcal{F}_{\text{Rx},(b+1)}(a, b, c, d) \) as the event that Condition (29) is satisfied; for each pair \( (a, b) \) define \( \mathcal{F}_{\text{Rx},(1)}(a, b) \) as the event that (31) is satisfied but where \( (a, b) \) and \( (a, b) \) should be replaced by their correct values \( W_1(a, b) \) and \( W_2(a, b) \); finally, for each block \( b = 2, \ldots, B \) and each tuple \( (a, b, c, d) \) define \( \mathcal{F}_{\text{Rx},(b)}(a, b, c, d, e) \) as the event \( (a, b, c, d, e) \). We continue by noticing that for \( b = 2, \ldots, B \) event \( \mathcal{E}_{\text{Rx},(b)} \) is equivalent to the event that \( \mathcal{F}_{\text{Rx},(b)}(a, b, c, d, e) \) is not satisfied for the
tuple \((w_1,c,w_2,c,w_1,p,w_2,p,j_1,j_2)\) and by the weak law of large numbers and the inequalities (51) holds, where the inequalities hold by \(\bar{R}_x\).

The scheme satisfies the distortion constraints (3b) because \(I_14 := I(X_1X_2;Y \mid U_0)\) \(I_15 := I(X_1X_2;Y)\). Setting \(R_{k,c} = R_k - R_{k,p}\), which is obtained from (21a), with above definitions we can rewrite Constraints (21) as:

\[
R_{1,v} > I_1 \quad \text{(53a)}
\]
\[
R_{2,v} > I_2 \quad \text{(53b)}
\]
\[
R_{2,v} + R_{1,v} - R_{1,p} < I_2 + I_3 \quad \text{(53c)}
\]
\[
R_{1,v} + R_{2,v} - R_{2,p} < I_1 + I_4 \quad \text{(53d)}
\]
\[
R_{1,v} + R_{2,v} + R_{1,p} - R_{2,p} < I_2 + I_3 + I_5 \quad \text{(53e)}
\]
\[
R_{1,v} + R_{2,v} + R_{1,p} - R_{2,p} < I_1 + I_4 + I_6 \quad \text{(53f)}
\]
\[
R_{1,p} + R_{2,p} < I_7 \quad \text{(53g)}
\]
\[
R_{1,p} < I_8 \quad \text{(53h)}
\]
\[
R_{2,p} < I_9 \quad \text{(53i)}
\]
\[
R_{1,v} + R_{1,p} < I_{10} + I_0 \quad \text{(53j)}
\]
\[
R_{2,v} + R_{2,p} < I_{11} + I_0 \quad \text{(53k)}
\]
\[
R_{1,v} + R_{1,p} + R_{2,v} < I_{12} + I_0 \quad \text{(53l)}
\]
\[
R_{2,v} + R_{1,p} + R_{2,p} < I_{13} + I_0 \quad \text{(53m)}
\]
\[
R_{1,v} + R_{1,p} + R_{2,v} + R_{2,p} < I_{14} + I_0 \quad \text{(53n)}
\]
\[
R_{1,v} + R_{1,p} + R_{2,v} + R_{2,p} < I_{15} + I_0 \quad \text{(53o)}
\]

In a next step we eliminate the variables \(R_{1,v}\) and \(R_{2,v}\) to obtain:

\[
I_{14} := I(X_1X_2;Y \mid U_0) \quad \text{(52a)}
\]
\[
I_{15} := I(X_1X_2;Y) \quad \text{(52b)}
\]

**APPENDIX B**

**FOURIER-MOTZKIN ELIMINATION**

We apply the Fourier-Motzkin Elimination Algorithm to show that Constraints (21) are equivalent to Constraints (4) in Theorem 1. For ease of notation, we define:

\[
I_0 := I(V_1; X_1X_2Y \mid U) + I(V_2; X_1X_2YV_1 \mid U) \quad \text{(52a)}
\]
\[
I_1 := I(V_1; X_1Z_1 \mid U) \quad \text{(52b)}
\]
\[
I_2 := I(V_2; X_2Z_2 \mid U) \quad \text{(52c)}
\]
\[
I_3 := I(U_1; X_1X_2Z_2 \mid U_0U_2) \quad \text{(52d)}
\]
\[
I_4 := I(U_2; X_1Z_1 \mid U_0U_1) \quad \text{(52e)}
\]
\[
I_5 := I(V_1; X_2Z_2 \mid U) \quad \text{(52f)}
\]
\[
I_6 := I(V_2; X_1Z_1 \mid U) \quad \text{(52g)}
\]
\[
I_7 := I(V_1X_2; YV_1V_2 \mid U) \quad \text{(52h)}
\]
\[
I_8 := I(X_1; YV_1V_2 \mid UX_2) \quad \text{(52i)}
\]
\[
I_9 := I(X_2; YV_1V_2 \mid UX_1) \quad \text{(52j)}
\]
\[
I_{10} := I(X_1; Y \mid U_0X_2) \quad \text{(52k)}
\]
\[
I_{11} := I(X_2; Y \mid U_0X_1) \quad \text{(52l)}
\]
\[
I_{12} := I(X_1X_2; Y \mid U_0U_2) \quad \text{(52m)}
\]
\[
I_{13} := I(X_1X_2; Y \mid U_0U_1) \quad \text{(52n)}
\]
\[ R_1 + R_2 < I_{15} + I_0 - I_1 - I_2 \]  
(54b)

Notice that \( I_1 \geq I_5 \) and \( I_2 \geq I_6 \) because \( V_1 = (Z_1, X_2, Z_2) \) form a Markov chain, and thus Constraints (54a) and (54b) are inactive in view of Constraints (54c) and (54d). We thus neglect (54a) and (54b) in the following. Eliminating next variable \( R_{1,p} \), where we take into account the nonnegativity of \( R_{1,p} \) and \( R_1 - R_{1,p} \), we obtain:

\[
R_1 < I_3 + I_5 - I_1 + \min\{I_8, I_{10} + I_0 - I_1\} \tag{55a}
\]

\[
R_1 + R_{2,p} < I_3 + I_5 - I_1 + \min\{I_7, I_{12} + I_0 - I_1\},
\]

\[
I_{13} + I_0 - I_2, I_{14} + I_0 - I_1 - I_2 \tag{55b}
\]

\[
R_2 - R_{2,p} < I_4 + I_6 - I_2 \tag{55c}
\]

\[
R_{2,p} < \min\{I_9, I_{11} + I_0 - I_2\} \tag{55d}
\]

\[
R_{2,p} < \min\{I_9, I_{11} + I_0 - I_2\},
\]

\[
I_{13} + I_0 - I_2, I_{14} + I_0 - I_1 - I_2 \tag{55e}
\]

\[
R_1 + R_2 < I_{15} + I_0 - I_1 - I_2 \tag{55f}
\]

and

\[
I_3 + I_5 > I_1 \tag{55g}
\]

\[
I_{10} + I_0 > I_1 \tag{55h}
\]

Notice that \( I_7 > I_9 \) and \( I_{13} > I_{11} \) and therefore the two Constraints (55d) and (55e) combine to

\[
R_{2,p} < \min\{I_9, I_{11} + I_0 - I_2, I_{12} + I_0 - I_1, I_{14} + I_0 - I_1 - I_2\}. \tag{56}
\]

Eliminating finally \( R_{2,p} \) (while taking into account the nonnegativity of \( R_{2,p} \) and \( R_2 - R_{2,p} \)) results in:

\[
R_1 < I_3 + I_5 - I_1 + \min\{I_8, I_{10} + I_0 - I_1\} \tag{57a}
\]

\[
R_1 < I_3 + I_5 - I_1 + \min\{I_7, I_{12} + I_0 - I_1, I_{13} + I_0 - I_2, I_{14} + I_0 - I_1 - I_2\} \tag{57b}
\]

\[
R_2 < I_4 + I_6 - I_2 + \min\{I_9, I_{11} + I_0 - I_2, I_{12} + I_0 - I_1, I_{14} + I_0 - I_1 - I_2\} \tag{57c}
\]

\[
R_1 + R_2 < I_4 + I_6 - I_2 + I_3 + I_5 - I_1
\]

\[
+ \min\{I_7, I_{12} + I_0 - I_1, I_{13} + I_0 - I_2, I_{14} + I_0 - I_1 - I_2\} \tag{57d}
\]

\[
R_1 + R_2 < I_{15} + I_0 - I_1 - I_2 \tag{57e}
\]

and

\[
I_3 + I_5 > I_1 \tag{57f}
\]

\[
I_4 + I_6 > I_2 \tag{57g}
\]

\[
I_{14} + I_0 > I_1 + I_2 \tag{57h}
\]

\[
I_{10} + I_0 > I_1 \tag{57i}
\]

\[
I_{11} + I_0 > I_2 \tag{57j}
\]

\[
I_{12} + I_0 > I_1. \tag{57k}
\]

Notice that \( I_{12} > I_{10} \) and thus (57k) is obsolete in view of (57l). Moreover, since also \( I_7 > I_8 \), Constraints (57a) and (57b) combine to

\[
R_1 < I_3 + I_5 - I_1 + \min\{I_8, I_{10} + I_0 - I_1, I_{13} + I_0 - I_2, I_{14} + I_0 - I_1 - I_2\}. \tag{58}
\]

The final expression is thus given by constraints:

\[
R_1 < I_3 + I_5 - I_1 + \min\{I_8, I_{10} + I_0 - I_1, I_{13} + I_0 - I_2, I_{14} + I_0 - I_1 - I_2\} \tag{59a}
\]

\[
R_2 < I_4 + I_6 - I_2 + \min\{I_9, I_{11} + I_0 - I_2, I_{12} + I_0 - I_1, I_{14} + I_0 - I_1 - I_2\} \tag{59b}
\]

\[
R_1 + R_2 < I_4 + I_6 - I_2 + I_3 + I_5 - I_1
\]

\[
+ \min\{I_7, I_{12} + I_0 - I_1, I_{13} + I_0 - I_2, I_{14} + I_0 - I_1 - I_2\} \tag{59c}
\]

\[
R_1 + R_2 < I_{15} + I_0 - I_1 - I_2 \tag{59d}
\]

and

\[
I_3 + I_5 > I_1 \tag{59e}
\]

\[
I_4 + I_6 > I_2 \tag{59f}
\]

\[
I_{14} + I_0 > I_1 + I_2 \tag{59g}
\]

\[
I_{10} + I_0 > I_1 \tag{59h}
\]

\[
I_{11} + I_0 > I_2. \tag{59i}
\]
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