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On the Usability of Transformers-based models for a French
Question-Answering task - extended abstract
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1Paris-Saclay University, CNRS, LISN
2QWANT

Abstract
Transformers have sparked a paradigmatic shift in question-answering training practices by simplifying its architectures.
As models became larger and better important usability shortcomings appeared. This includes their computational costs
and degraded performance with limited training data (e.g., domain-specific or low-resourced language tasks). Considering
this resource trade-off, we (i) explore training strategies such as data augmentation, hyperparameter optimization, cross-
lingual transfers and cross-dataset mixing, (ii) perform an in-depth analysis to understand the contribution of each on model
performance maintenance and (iii) provide a question-answering corpus and a compressed pre-trained model for French1.
Our experimental results attest to the merit of a flexible paradigm for a low-resource scenario.
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1. Introduction
Question-Answering (QA) consists in extracting an an-
swer given a question and a context document such as
Wikipedia articles. Until recently, most of the proposed
approaches have relied on an architectural complexifica-
tion of recurrent neural network integrating increasingly
complex attention mechanisms to model the semantic
interdependencies between the embedded inputs. The
use of pre-trained language models based on the Trans-
former architecture [1] such as BERT [2] have allowed
both to obtain significantly higher performance, but also
to remove the recurrence of previous architectures in
order to achieve parallelization efficiency.

However, while these methods achieved state-of-the-
art results across multiple natural language processing
(NLP) tasks, the ever-increasing number of model param-
eters has raised usability doubts such as their excessively
high resource costs (temporal, financial and environmen-
tal) [3, 4] and the need for on-device models [5]. For
example, speech-related applications have some known
problems related to communication and privacy. Pro-
viding compact models using compression has therefore
become an active research area.

Compact models have been evaluated so far, only on
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large-scale language understanding tasks [6], on high-
resource languages such as English.

Recently, [7, 8] shown that adopted fine-tuning prac-
tices are inappropriate under resource-constrained con-
ditions and adversely affect model performance stability.
For this purpose, we first establish in sections 2 and 3
a broad state-of-the-art of current research on the us-
ability of Transformers and low-resourced QA. Then, we
propose in section 4 to overcome the lack of data by inves-
tigating training strategies such as data augmentation,
hyperparameters optimization, cross-lingual transfers
and cross-dataset mixing on FQuAD [9] and PIAF [10],
two small-scale QA datasets in French. Finally, we release
a 12 million (M) parameter compact model for French,
which proves to be as competitive as a large French model
of 110M parameters pre-trained on the same amount of
text. We also provide to the community a high-quality
French translated version of the SQuAD corpus [11], the
QA reference corpus in English.

2. The question of Transformer
usability

Various works have been oriented towards the pre-
training of lightweight, responsive and energy-efficient
models. To this end, methods based on compression
(quantization, pruning or distillation) or architecture opti-
mization have been introduced in order to build compact
models with comparable performances to large models.

The idea of quantization [12] is to take advantage of the
use of lower precision bit-width floats to reduce memory
usage and increase computational density. Following the
same objective, pruning [13] consists in removing parts
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of a model with minimal precision losses. Finally, knowl-
edge distillation [14] enables the generation of models
that mimic the performance of a large model while hav-
ing fewer parameters. Self-attention is the model core
where the most time and memory consuming operations
are concentrated. It grows quadratically in respect to the
input length. Common approach to this issue consists
of approximating the dot-product attention matrix [15]
or its factorization [16]. However these solutions have
demonstrated they suffer from important computational
overheads for tasks with smaller sequence lengths, such
as QA.

3. Low-Resource Question
Answering

In recent years, low-resource NLP has drawn an increas-
ing amount of attention with solutions ranging from de-
veloping new data collection methodologies from crowd-
sourcing or machine translation (MT) to cross-lingual
and transfer learning approaches for which information
is shared across languages or tasks. Neural MT as made
considerable progress in recent years such as translat-
ing large-scale QA datasets from a high-resourced to
under-resourced languages [17, 18, 19] or conversely
[20] has become an intuitive way of generating anno-
tated datasets in a cost-effective manner. However, since
the performance of these approaches depends strongly
on the quality of the MT models and due to the lack of
reliable models for some language pairs, approaches that
foster the transfer of knowledge from other languages
or tasks while requiring fewer data have been developed
[21, 22, 23]. More recently, efforts focused on pre-training
Transformer models multilingually such as mBERT [2]
or XLM-R [24] to learn cross-lingual representations. If
they are sufficient for well-sourced languages, they re-
main less efficient for poorly endowed languages [25, 24]
which, moreover, often do not have a sufficient amount
of annotated data, which also limits the transfer [7, 8].

Concerning French, there are two small QA corpora,
and the existing pre-trained language models: Camem-
BERT [26] and FlauBERT [27] are large. Consequently, in
this paper we propose a new compact model FrALBERT
and a new QA dataset for French we present in the next
section.

4. Methodology
We pre-train a new version of ALBERT [16] from scratch
on the French Wikipedia (4 GB of text, 17M of sentences)
we called FrALBERT. It is based on parameter sharing/re-
duction techniques that allow to reduce the computa-
tional complexity and speed up the fine-tuning and in-

ference phases.
We use alongside the large monolingual French model

CamemBERT [26], the large multilingual models: XLM-R
and mBERT pre-trained on 100+ languages, the distilled
version of mBERT: distil-mBERT [14] and small-mBERT
[28], a mBERT model whose the original vocabulary has
been reduced to French. Table 1 gives a comparison of
the models.

model data vocab. params. size
CamemBERTbase OSCAR (138 GB) 32K 110 M 445 MB
CamemBERTlarge CCNet (135 GB) 32K 335 M 1.3 GB
CamemBERTbase Wikipedia (4 GB) 32K 110 M 445 MB
FrALBERTbase Wikipedia (4 GB) 32K 12 M 50 MB
XLM-Rbase CC-100 (2.5 TB) 250K 278 M 1.1 GB
XLM-Rlarge CC-100 (2.5 TB) 250K 559 M 1.2 GB
mBERTbase Wiki-100 119K 177 M 714 MB
small-mBERTbase Wiki-100 33K 111 M 447 MB
distil-mBERTbase Wiki-100 119K 134 M 542 MB

Table 1
Characteristics of the pre-trained models.

Our experiments are conducted on SQuAD (v1.1)
[11] (SQuAD-en) comprising of 100K+ English QA pairs,
FQuAD1 (v1.0) [9] consisting of 25K+ French pairs, PIAF
(v1.0) [10] with only 3K+ French pairs; and SQuAD-fr train

our translated-to-French version of SQuAD-en. To allevi-
ate the data-gathering burden we explore four training
strategies with: population-based hyperparameter op-
timization [29], data augmentation through the use of
NMT, cross-lingual transfer ability of multilingual mod-
els [2, 24] and cross-dataset mixing using SQuAD-en
+ FQuAD. Performances are evaluated using the Exact
Match (EM) and F1 scores, 10% of the training data served
as validation set.

5. Results
Tables 2 and 3 present the performance results of the
monolingual and cross-lingual models respectively. The
cross-lingual transfer-based approaches using multilin-
gual models outperform the monolingual approaches.
Large models achieve better results than their base or
compact version.

Tuning the hyperparameter tends to make models
more accurate with gains in terms of EM scores. Highest
F1 / EM scores are 90.2 / 75.5 on FQuADdev and 71.0 / 44.8
on PIAF. Data augmentation got nearly the best results
in both F1 and EM scores except for the CamemBERTlarge.
The performance gains are up to 11 and 20 of F1 and EM
points, respectively, on FQuADdev and up to 4 points on
both metrics on PIAF. When no French data is used for
training (SQuAD-entrain and SQuAD-entrain w/ optim), the
models confirm the outstanding crosslingual ability with

1FQuAD test set are not made public, so we use the development set
instead



testing data FQuADdev PIAF

model \ training strategy FQuADtrain
FQuADtrain
w/ optim.

FQuADtrain
+ SQuAD-frtrain

FQuADtrain
FQuADtrain
w/ optim.

FQuADtrain
+ SQuAD-frtrain

CamemBERTbase 77.6 / 52.5 85.5 / 70.3 86.7 / 71.7 62.0 / 37.5 63.8 / 38.9 64.3 / 39.2
CamemBERTlarge 81.2 / 55.9 90.2 / 75.5 89.9 / 75.2 68.1 / 42.2 71.0 / 44.8 68.9 / 42.5
CamemBERTbase (wiki 4 GB) 74.2 / 49.5 80.7 / 61.8 85.1 / 69.5 61.7 / 37.3 62.9 / 37.9 65.9 / 41.0
FrALBERTbase (wiki 4 GB) 72.6 / 55.1 75.6 / 64.8 84.3 / 70.5 61.0 / 38.9 62.1 / 39.5 66.9 / 43.7
XLM-Rbase 82.1 / 66.8 83.1 / 67.9 84.2 / 68.8 65.0 / 39.6 66.9 / 41.2 68.6 / 42.7
XLM-Rlarge 86.8 / 71.5 89.5 / 75.8 87.3 / 72.5 70.4 / 43.8 73.2 / 45.8 72.6 / 45.2
mBERTbase 78.6 / 61.8 82.5 / 65.7 84.1 / 68.6 62.5 / 37.8 64.1 / 38.0 64.8 / 40.0
small-mBERTbase 75.1 / 55.7 78.0 / 62.2 81.6 / 64.6 60.8 / 35.6 62.2 / 37.7 63.7 / 39.8
distil-mBERTbase 72.8 / 56.0 73.0 / 55.1 78.1 / 61.5 52.3 / 30.1 53.6 / 31.4 58.3 / 34.9

Table 2
F1/EM performance on the baseline training (FQuADtrain), using hyperparameter optimization (FQuADtrain w/ optim) and with
data augmentation (FQuADtrain + SQuAD-fr train), on two French QA tasks (FQuADdev and PIAF ).
testing data FQuADdev PIAF

model \ training strategy SQuAD-entrain
SQuAD-entrain

w/ optim.
SQuAD-entrain
+ FQuADtrain

SQuAD-entrain
SQuAD-entrain

w/ optim.
SQuAD-entrain
+ FQuADtrain

XLM-Rbase 81.3 / 65.0 82.5 / 66.5 83.6 / 67.5 61.4 / 37.2 62.7 / 38.5 64.9 / 39.9
XLM-Rlarge 82.8 / 64.8 84.4 / 67.8 87.1 / 72.0 65.1 / 39.1 66.3 / 40.5 69.0 / 43.2
mBERTbase 76.0 / 59.3 79.5 / 62.3 83.5 / 67.6 61.6 / 37.2 62.1 / 36.9 64.5 / 39.6
small-mBERTbase 73.1 / 49.0 76.0 / 59.1 81.4 / 62.1 59.6 / 36.5 61.0 / 37.8 63.0 / 38.9
distil-mBERTbase 65.4 / 47.4 68.6 / 48.5 75.9 / 56.3 48.8 / 28.1 52.0 / 29.2 56.5 / 33.1

Table 3
F1/EM cross-language transfer performances on the baseline (SQuAD-entrain), using hyperparameter optimization (SQuAD-
entrain w/ optim) and with data augmentation (SQuAD-entrain + FQuADtrain), on two French QA tasks (FQuADdev and PIAF ).

performances that can exceed the performances of the
monolingual models in French.

Finally, compact models can reach comparable results
to larger ones at a lower cost. Results in Table 4 al-
low us to gauge the cost/performance trade-off. The
F1 performances of the FrALBERTbase model are close to
those of the CamemBERTbase model, both pre-trained on
Wikipedia (4 GB). In terms of watt usage, carbon emis-
sions and training time, FrALBERT is two times less the
distilled version of BERT. More generally, large models
although better by an average of 4 F1 points have a foot-
print up to 3 times more than their base versions, with
longer training times of over 5 hours.

model params. size time energy CO2

CamemBERTbase 110 M 445 MB 7,2 1.0 317.8
CamemBERTlarge 335 M 1.35 GB 19,4 3.1 914.2
FrALBERTbase 12 M 50 MB 3,8 0.5 167.8
XLM-Rbase 278 M 1.1 GB 7,6 1.1 337.7
XLM-Rlarge 559 M 1.2 GB 21,1 3.3 973.2
mBERTbase 177 M 714 MB 7,3 1.0 317.0
small-mBERTbase 111 M 447 MB 7,1 1.0 321.4
distil-mBERTbase 134 M 542 MB 6,4 1.0 314.1

Table 4
Comparison of models by computational costs on FQuADtrain

6. Conclusion and future work
We propose an assessment of the comparative advan-
tage gains in performance when using different training
strategies (data augmentation, hyperparameter search
and cross-lingual transfer) over monolingual and multi-
lingual pre-trained models, large and compact for a QA

task in French under resource constraints.
In this study, we have shown that a number of sig-

nificant shortcomings of usability have recently been
pointed out and that some solutions have been drawn
up with compact models. Comparing performances on
a French QA task using large and compact models pro-
vides insight into the usability of these models when data
scarcity problems arise as is the case for under-resourced
languages.

Our experimental results suggest that hyperparameter
tuning or data augmentation can help to alleviate the
data-gathering burden, with performances close to those
of a high-resourced language such as English. Finally,
compact models provide alternatives to high-energy con-
sumption models by showing comparable performance
while reducing size and computational complexity.

In a future work, we aim to employ meta-learning to
enhance transferability [30].
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