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Abstract

In the present paper, we study the fast rotation and inviscid limits for the 2-D dissipative surface
quasi-geostrophic equation with a dispersive forcing term AR1ϑ, in the domain Ω = T

1 × R. In the case
when we perform the fast rotation limit (keeping the viscosity fixed), in the context of general ill-prepared
initial data, we prove that the limit dynamics is described by a linear equation. On the other hand,
performing the combined fast rotation and inviscid limits, we show that the initial data ϑ0 is transported
along the motion. The proof of the convergence is based on an application of the Aubin-Lions lemma.
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1 Introduction

In this paper, we are interested in the description of the surface temperature ϑ on the ocean (see e.g. [12]
and [24]). We consider the two-dimensional surface quasi-geostrophic (SQG) equation with dissipation
determined by a fractional Laplacian and a dispersive forcing term in the domain Ω = T

1 × R given by:





∂tϑ+ div (ϑu) + νΛϑ+AR1ϑ = 0

u = R⊥ϑ := (−R2ϑ,R1ϑ)

ϑ|t=0 = ϑ0 ,

(1.1)
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where ϑ is a real-valued scalar function, u is the divergence-free velocity field and A represents the
amplitude parameter for the dispersive forcing term. To define the fractional Laplacian operator Λ :=√
−∆ we can adapt the Fourier transform for functions f(x1, x2) ∈ L1(Ω) with (n1, ξ2) ∈ Z× R, so that

f̂(n1, ξ2) =

∫

Z×R

e−i(n1x1+ξ2x2)f(x1, x2) dx1 dx2 ,

and Λ is then defined by:

Λ̂f(n1, ξ2) = (n2
1 + ξ22)

1/2 f̂(n1, ξ2) := |ξ̃|f̂(n1, ξ2) .

Moreover, we have ν > 0 and Ri := ∂iΛ
−1, for i = 1, 2, are the usual Riesz transforms. The non-local

dissipative term Λϑ comes from the Ekman pumping mechanism (we refer to [17], [20] and [21] for details);
while the presence of an environmental horizontal gradient R1ϑ = ∂1Λ

−1ϑ represents the advection of a
large-scale buoyancy coming from the meridional variation of the Coriolis force. The parameter A > 0 is
the analogue of the Rossby number which determines the typically large weight of the Coriolis term in
geophysical fluid-dynamics. The mathematical analysis of (1.1) started with the work [18] by Kiselev and
Nazarov, where the existence of smooth solutions in the torus was addressed.

In the case without the presence of the dispersive forcing term, the non-dissipative SQG equations
(ν = 0) are the two-dimensional analogue of the 3D Euler equations in vorticity form (see for e.g. [10]),
while the SQG equations are analogous to the 3D Navier-Stokes system; due to this analogy the global
regularity of the SQG equations has been intensively studied in recent decades (we refer, instead, to
[1], [2] and [3] for the pioneering studies for the Navier-Stokes equations). For an overview about these
equations, we refer to [11] and references therein. However, the presence of the dispersive forcing term
makes equations (1.1) analogous to the Navier-Stokes-Coriolis (NSC) system, which is a fundamental
geophysical model dealing with large-scale phenomena (we refer to [9] for a more detailed discussion).
The main advantage of the NSC system is that in the limit of vanishing Rossby number, the fast rotating
term “produces” a stabilization effect which ensures the global well-posedness of strong solutions with large
initial data, unlike the case of the Navier-Stokes equations (see also [8] in this respect). In particular,
in [9] this was proved by establishing Strichartz estimates, which show how the dispersive phenomena
weaken the non-linearity and stabilize NSC towards a 2D Navier-Stokes type system. Following this
analogy, a similar result for the supercritical dispersive SQG equation was shown in [8], where in (1.1)
the dissipative term is represented by νΛ2αϑ, α < 1/2. In this context, we mention also the work [19] (in
the context of well-prepared initial data), where the main tool employed is the relative energy inequality,
in order to treat the inviscid incompressible limit of the NSC system with large rotation (see [14] and
[7]). Furthermore, the method used in [19] allows to obtain the inviscid limit with fixed or no dispersion,
providing an alternative to previous results [5] and [26] for the unforced SQG equation.

Motivated by the previous discussion, our goal is to perform the fast rotation and inviscid limits in
the more general framework of ill-prepared initial data, where strong convergence of the initial data for
the limiting and target systems, or a priori structural conditions for the dispersive estimates, are not
required. In this direction, we remark that, in the domain Ω = T

1 × R, the stability of the SQG system
without dispersive forcing and with horizontal dissipation, was recently proved in [25]. Thus, this result
shows that periodic boundary conditions allow for a decomposition into the mean flow and its oscillations,
in which global existence, and indeed, stability, can be obtained in the Sobolev space H2(Ω), without
explicit recourse to dispersive effects.
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In our work, first of all, we study the regime when the rotational effects are predominant in the
dynamics, keeping fixed the viscous coefficient ν > 0, i.e.

A =
1

ε
, (1.2)

for a given ε ∈]0, 1]. Next, we analyse the combined fast rotation and inviscid limits where

A =
1

ε
and ν = ν(ε) = εα , α > 0. (1.3)

The scaling for ν in (1.3) is motivated by the physical Stommel boundary layer model for the western
intensification of oceanic currents, where the Ekman pumping dissipation must be taken into account. In
the inviscid limit case, this scaling would typically be written with −1 < α < −2/3, but relabeling the
parameter ε leads to (1.3). Note also that we disregard the frictional sublayer needed to adjust the no-slip
boundary conditions (for more details, we refer to [13] and [16]).

In order to prove our results and get the improvement to the more general ill-prepared data, on the
one hand, we take advantage of the special form of test functions, belonging to the kernel of the singular
perturbation operator; on the other hand, we employ the structure of the system to find compactness
properties for the means of temperature 〈ϑε〉. The special form of the test functions combined with the
Aubin-Lions lemma will allow us to pass to the limit in the equations. Moreover, we need to work with
periodic boundary conditions in the domain Ω, so that non-trivial test functions are still allowed by the
compact support condition (see remark 3.2 after Theorem 3.1).

The strategy employed is a standard matter in the context of singular perturbations problems and it
consists in the following steps:

(i) develop an existence theory, which holds for any value of ε > 0 fixed;

(ii) state uniform bounds for the family of solutions in order to extract weak limit points;

(iii) find the constraints that the limit points have to satisfy;

(iv) pass to the limit for test functions in the kernel of the singular perturbation operator.

To conclude this part, let us mention that, due to the stabilization effects of the Coriolis force, we
expect convergence towards a linear equation in the case of scaling (1.2), while taking the combined scaling
(1.3) we will show that the limit dynamics “collapses”. This will tell us that the initial limit profile is
transported along the motion.

Let us now give an overview of the paper. In Section 2 we collect our assumptions and we state our
main results. In Section 3 we study the singular perturbation part of the equations, recalling the uniform
bounds on our family of weak solutions and establishing constraints that the limit points have to satisfy.
Section 4 is devoted to the proof of the convergence results for the fast rotation limit and the combined
fast rotation and inviscid limits.

Some notation and conventions. Let B ⊂ R
2. The symbol C∞

c (B) denotes the space of ∞-times
continuously differentiable functions on R

2 and having compact support in B. The dual space D′(B) is
the space of distributions on B. Given p ∈ [1,+∞], by Lp(B) we mean the classical space of Lebesgue
measurable functions g, where |g|p is integrable over the set B (with the usual modifications for the case
p = +∞). We use also the notation Lp

T (L
q) to indicate the space Lp

(
[0, T ];Lq(B)

)
, with T > 0. Given
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k ≥ 0, we denote by W k,p(B) the Sobolev space of functions which belongs to Lp(B) together with
all their derivatives up to order k. When p = 2, we alternately use the notation W k,2(B) and Hk(B).
We denote by Ẇ k,p(B) the corresponding homogeneous Sobolev spaces, i.e. Ẇ k,p(B) = {g ∈ L1

loc(B) :

Dαg ∈ Lp(B), |α| = k}. Recall that Ẇ k,p is the completion of C∞
c (B) with respect to the Lp norm of

the k-th order derivatives. For the sake of simplicity, we will omit from the notation the set B, that we
will explicitly point out if needed.

We denote by T
1 the one-dimensional flat torus T

1 := [−1, 1]/ ∼, where ∼ denotes the equivalence
relation which identifies −1 and 1.

In the whole paper, the symbols c and C will denote generic multiplicative constants, which may change
from line to line, and which do not depend on the small parameter ε. Sometimes, we will explicitly point
out the quantities that these constants depend on, by putting them inside brackets.

Let
(
fε
)
0<ε≤1

be a sequence of functions in a normed space X . If this sequence is bounded in X , we

use the notation
(
fε
)
ε
⊂ X .

Acknowledgements
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2 Setting of the SQG problem and main statements

In this section, we formulate our working hypotheses (see Subsection 2.1) and we state our main results
(in Subsection 2.2).

2.1 Formulation of the problem

In this subsection, we present the rescaled SQG system with the dispersive forcing term, which we are
going to consider in our study, and we formulate the main working hypotheses. The material of this part
is mostly classical: unless otherwise specified, we refer to [19] for details.

2.1.1 Primitive system

To begin with, let us introduce the “primitive system”, i.e. the rescaled SQG system, supplemented with
the scaling (1.2) presented in the introduction, where ε ∈ ]0, 1] is a small parameter. Thus, the system
consists of the momentum equation and the quasi-geostrophic balance: respectively,

∂tϑε + div (ϑεuε) + νΛϑε +
1

ε
R1ϑε = 0 (2.1)

uε = R⊥ϑε := (−R2ϑε,R1ϑε) . (2.2)

The unknown is the fluid surface temperature ϑε = ϑε(t, x), with t ∈ R+ and x ∈ Ω.

Remark 2.1 In the case of scaling (1.3), we replace ν with εα, α > 0.
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2.1.2 Initial data and finite energy weak solutions

We address the singular perturbation problem described in subsection 2.1.1, with scaling (1.2), for general
ill prepared initial data, in the framework of finite energy weak solutions (see e.g. [8]). Since we work
with weak solutions based on dissipation estimates, we need to assume that the initial data satisfy the
following bound:

sup
ε∈ ]0,1]

‖ϑ0,ε‖L2(Ω) ≤ C . (2.3)

Thanks to the previous uniform estimate, up to extraction, we can argue that

ϑ0 := lim
ε→0

ϑ0,ε , (2.4)

where we agree that the previous limit is taken in the weak topology of L2(Ω).

Let us specify better what we mean for finite energy weak solution (see [9] for details).

Definition 2.2 We say that ϑε is a weak solution to the dispersive SQG system (2.1)-(2.2) in [0, T [×Ω
(for some time T > 0) with the initial condition ϑ0,ε, if:

(i) ϑε ∈ L∞([0, T [ ;L2(Ω)) ∩ L2([0, T [ ; Ḣ1/2(Ω));

(ii) the momentum equation is satisfied in a weak sense: for any ϕ ∈ C∞
c ([0, T [×Ω), one has

−
∫ T

0

∫

Ω

(
ϑε ∂tϕ+ ϑεuε · ∇ϕ+ νΛ1/2ϑε Λ

1/2ϕ− 1

ε
R1ϑε ϕ

)
dxdt =

∫

Ω

θ0,ε ϕ(0) dx ; (2.5)

(iii) the quasi-geostrophic balance is satisfied in D′(]0, T [×Ω);

(iv) the solution satisfies the following energy estimate:

‖ϑε(T )‖2L2 + 2ν

∫ T

0

‖Λ1/2ϑε(τ)‖2L2 dτ ≤ ‖ϑ0,ε‖2L2 for all T > 0 . (2.6)

The solution is global if the previous conditions are satisfied for all T > 0.

Under the previous assumptions (collected in subsections 2.1.1 and here above), at any fixed value of
the parameter ε ∈ ]0, 1], the existence of a global in time finite energy weak solution ϑε to system SQG,
related to the initial data ϑ0,ε, has been proved in e.g. [22] (see also [8] in this respect).

Remark 2.3 The term involving the Riesz transform R1 does not contribute to the energy estimate (2.6),
because for any s ∈ R, it holds:

〈ΛsR1θ , Λ
sθ〉L2 =

∫

Ω

ΛsR1θΛsθ dx = −
∫

Ω

in1|ξ̃|s−1θ̂ |ξ̃|sθ̂ dξ̃ = −〈Λsθ , ΛsR1θ〉L2 . (2.7)
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2.2 Main results

We can now state our main results. The first statement concerns the case when the rotational and viscosity
effects, with fixed ν, are predominant in the dynamics.

Theorem 2.4 For any fixed value of ε ∈ ]0, 1], assume the initial data ϑ0,ε verifies the hypothesis in
subsection 2.1.2 and let ϑε be a corresponding weak solution to system (2.1)-(2.2). Then, one has the
following convergence property, for any T > 0:

ϑε
∗
⇀ ϑ weakly-∗ in L∞

T (L2(Ω)) ∩ L2
T (Ḣ

1/2(Ω)) . (2.8)

In addition, ϑ is a weak solution to the following linear equation in R+ × Ω:

∂tϑ+ νΛ2ϑ = 0 , (2.9)

supplemented with the initial condition ϑ|t=0 = ϑ0.

The previous theorem characterize the limit dynamics of system (2.1)-(2.2) when one consider a fast
rotation regime. In contrast with [8], in Theorem 2.4, we are able to consider data which are ill-prepared.

Instead, in the fast rotation and inviscid limits, we need more regularity on ϑε since we have to control
Λϑε. In this case, the limit dynamics is trivial and tell us that the limit temperature ϑ is constant (in
time).

Theorem 2.5 For any fixed value of ε ∈ ]0, 1], let the initial data ϑ0,ε ∈ Hs(Ω) for s > 2. Let ϑε be a
corresponding solution to system (2.1)-(2.2). Then, one has the following convergence property, for s > 2:

ϑε
∗
⇀ ϑ weakly-∗ in L∞

T (Hs(Ω)) . (2.10)

Moreover, one deduces the relation (in the weak sense)

∂tϑ = 0 ,

with the initial condition ϑ|t=0 = ϑ0.

Remark 2.6 We point out that the condition s > 2 is necessary to have the embedding of Sobolev spaces
Hs in the space W 1,∞ of globally Lipschitz functions (see the Appendix A for more details in this respect).

3 Inspection of the singular perturbation

The purpose of this section is twofold. First of all, in Subsection 3.1 we recall the uniform bounds and
further properties for our family of weak solutions. Then, we study the singular operator underlying
to the primitive SQG equations, and determine constraints that the limit points of our family of weak
solutions have to satisfy (see Subsection 3.2).
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3.1 Uniform bounds

In this section we will state the uniform bounds on the sequence
(
ϑε)ε.

Indeed, with the energy estimate (2.6) at hand, we can derive uniform bounds for our family of weak
solutions. To begin with, we point out that, owing to the assumption (2.3), the right-hand side of (2.6)
is uniformly bounded for all ε ∈ ]0, 1]. Then, one has

sup
T∈R+

‖ϑε(T )‖L2(Ω) ≤ c (3.1)

∫ T

0

‖Λ1/2ϑε(τ)‖2L2(Ω) dτ ≤ c for all T > 0 . (3.2)

Due to the relation (2.2) and the fact that the Riesz operator is a 0-th order operator, one gets also

sup
T∈R+

‖uε(T )‖L2 +

∫ T

0

‖Λ1/2
uε(τ)‖2L2 dτ ≤ c , (3.3)

where the generic constant c is independent of ε > 0.
In view of the previous properties, there exist ϑ, u ∈ L∞

T (L2) ∩ L2
T (Ḣ

1/2) such that (up to the
extraction of a suitable subsequence) one has

ϑε
∗
⇀ ϑ and uε

∗
⇀ u . (3.4)

3.2 Constraints on the limit dynamics

In this section, we establish some properties that the limit points of the family
(
ϑε

)
ε
have to satisfy.

These are static relations, which do not characterise the limit dynamics yet.

Proposition 3.1 Let (ϑε)ε be a family of weak solutions, related to initial data (ϑ0,ε)ε verifying hypothesis
of subsection 2.1.2. Let ϑ be a limit point of the previous sequence as identified in Subsection 3.1. Then,
one deduces the relation

∂1ϑ = 0 a.e. in R+ × Ω . (3.5)

Proof: Let us consider the weak formulation of (2.1). We test it against εϕ where ϕ is a compactly
supported test function in C∞

c (R+ × Ω). Denoting [0, T ]×K = suppϕ with ϕ(T, ·) = 0 (and T > 0), we
have

−ε
∫ T

0

∫

K

(
ϑε∂tϕ+ ϑεuε · ∇ϕ+ νΛ1/2ϑε Λ

1/2ϕ
)

dxdt+

∫ T

0

∫

K

R1ϑε ϕ dxdt = ε

∫

K

ϑ0,εϕ(0) dx. (3.6)

By uniform bounds (3.1) and (3.2), the first three integrals on the left-hand side converge to 0, when
tested against any smooth compactly supported ϕ.

Analogously, thanks to the bound (2.3) on the initial data, also the term on the right-hand side of
(3.6) vanishes.

Then, passing to the limit for ε→ 0, we find

∫ T

0

∫

K

R1ϑϕ dxdt = 0 ,
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for any test function ϕ ∈ C∞
c (R+ × Ω), which in particular implies

R1ϑ = 0 a.e. in R+ × Ω .

At this point, employing the Fourier transform, one can deduce that

∂1ϑ = 0 a.e. in R+ × Ω . (3.7)

This completes the proof of the proposition.

Remark 3.2 Observe that the proof above relies on the fact that the compact support of test functions
does not force them to be 0 everywhere, unlike the case of the domain R

2, where the condition that the
test functions are only dependent on the vertical variable implies they must vanish inside the support as
well.

4 Limit dynamics

4.1 Convergence to the fast rotation limit dynamics

In this section, we will show the convergence of momentum equation (2.5) towards the linear equation
(2.9) depicted in Theorem 2.4.

The uniform bounds of Subsection 3.1 are not enough for proving convergence in the weak formulation
of the momentum equation: the main problem relies on identifying the weak limit of the convective term
div (ϑεuε).

At this point, we rewrite the convective term in the weak formulation

−
∫ T

0

∫

Ω

ϑεuε · ∇ψ dxdt = −
∫ T

0

∫

T1×R

ϑε(uε)2 ∂2ψ dxdt = −2

∫

R

〈ϑε(uε)2〉 ∂2ψ dxdt , (4.1)

where the test-function ψ is defined as

ψ ∈ C∞
c ([0, T [×Ω;R) such that ∂1ψ = 0 . (4.2)

The previous relation (4.1) pushes our attention to find compactness properties for 〈ϑε〉.
Taking the mean in equation (2.1) and thanks to the fact that the mean of the Riesz term 〈R1ϑε〉 is

zero, we get
∂t〈ϑε〉 = −div 〈ϑεuε〉 − νΛ〈ϑε〉 . (4.3)

To analyse the former term in the right-hand side of (4.3), we employ the paradifferential calculus (see

Chapter 2 of [4]). Using the Bony decomposition, one can find that the term ϑεuε is in L2
TB

−1/2
2,1 and

thanks to the embedding B
−1/2
2,1 →֒ H−1/2, we argue that div 〈ϑεuε〉 belongs to L2

TH
−3/2.

Then, recalling equation (4.3), we deduce that (∂t〈ϑε〉)ε is uniformly bounded in L2
TH

−3/2
loc , which

implies (〈ϑε〉)ε ⊂W 1,2
T H

−3/2
loc . Moreover, we already know that (〈ϑε〉)ε ⊂ L∞

T L
2∩L2

T Ḣ
1/2. Therefore, the

Aubin-Lions lemma gives compactness of (〈ϑε〉)ε in e.g. L2
TL

2
loc. Thus, we deduce the strong convergence

(up to extraction) for ε→ 0:
〈ϑε〉 → 〈ϑ〉 in L2

TL
2
loc .

This implies that
〈ϑεuε〉 → 〈ϑu〉 in D′(R+ × Ω) . (4.4)
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4.1.1 Description of the limit system

With the convergence established in (4.4), we can pass to the limit in the equations.
To begin with, we take a test-function ψ (for T > 0) as in (4.2). For such a ψ, the Riesz term R1ϑε

vanishes identically. Hence, the momentum equation in its weak formulation reads:

−
∫ T

0

∫

Ω

(
ϑε ∂tψ + ϑεuε · ∇ψ + νΛ1/2ϑε Λ

1/2ψ
)

dxdt =

∫

Ω

θ0,ε ψ(0) dx . (4.5)

Making use of the uniform bounds of Subsection 3.1, we can pass to the limit in the ∂t term and in the
viscosity term. Moreover, our assumptions imply that ϑ0,ε ⇀ ϑ0 in e. g. L2

loc. Thanks to the convergence
identified in (4.4) for the convective term, letting ε→ 0, we may infer that

−
∫ T

0

∫

Ω

(
ϑ∂tψ + νΛ1/2ϑΛ1/2ψ

)
dxdt =

∫

Ω

θ0 ψ(0) dx , (4.6)

where we have also employed the constraint (3.5) and the special structure of the test functions (4.2).
This concludes the proof of Theorem 2.4.

4.2 Proof of the convergence in the inviscid and fast rotation case

In this subsection, we consider the case when ν = ν(ε) = εα, α > 0. In that scaling, the energy estimate
reads

‖ϑε(T )‖2L2 + 2εα
∫ T

0

‖Λ1/2ϑε(τ)‖2L2 dτ ≤ ‖ϑ0,ε‖2L2 for all T > 0 . (4.7)

Therefore, one completely loses the uniform control on Λ1/2ϑε. In order to recover a similar bound to
(3.2), we have to consider strong solutions with the following regularity properties:

ϑε ∈ L∞([0, T [ ;Hs(Ω)) and s > 2 .

The aim now is to show higher order estimates for the temperature. We have already presented in
(4.7) the L2 estimate. In order to obtain the Hs control, we employ the Littlewood-Paley decomposition
(see the Appendix A). Applying the dyadic blocks ∆j to equation (2.1) (see e.g. [23]), we obtain

∂t∆jϑε + uε · ∇∆jϑε + εαΛ∆jϑε +
1

ε
R1∆jϑε = [uε · ∇,∆j ]ϑε .

Multiplying by ∆jϑε and using the orthogonality of the Riesz term, it follows that

∂t‖∆jϑε‖2L2 + 2εα‖Λ1/2∆jϑε‖2L2 ≤ 2‖[uε · ∇,∆j ]ϑε‖L2‖∆jϑε‖L2 .

In particular, we get

‖∆jϑε‖L2 ≤ ‖∆jϑ0,ε‖L2 + C

∫ t

0

‖[uε · ∇,∆j ]ϑε‖L2 dτ .

At this point, thanks to the commutator estimates (we refer e.g. to [23]) we have

‖[uε · ∇,∆j ]ϑε‖L2 ≤ Ccj(t) (‖ϑε‖L∞‖uε‖Hs + ‖ϑε‖Hs‖uε‖L∞) ≤ Ccj(t)‖ϑε‖2L2 ,
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where (cj(t))j≥−1 is a sequence in the unit ball of ℓ2.
After summing on indices j ≥ −1, we finally derive for all t ≥ 0:

‖ϑε(t)‖Hs ≤ ‖ϑ0,ε‖Hs + C

∫ t

0

‖ϑε(τ)‖2Hs dτ . (4.8)

The scope now is finding a time T ∗ > 0 for which the solutions are uniformly bounded (in ε) in the
interval [0, T ∗].

We define T ∗
ε > 0 such that

T ∗
ε := sup

{
t > 0 :

∫ t

0

‖ϑε‖2Hs ≤ ‖ϑ0,ε‖Hs

}
. (4.9)

Then, we deduce ‖ϑε(t)‖Hs ≤ C‖ϑ0,ε‖Hs for all times t ∈ [0, T ∗
ε ] and for some positive constant C = C(s).

Therefore, for all t ∈ [0, T ∗
ε ] we gather

∫ t

0

‖ϑε(τ)‖2Hs dτ ≤ Ct‖ϑ0,ε‖2Hs .

By using the definition (4.9) of T ∗
ε , we finally argue that

T ∗
ε ≥ C

‖ϑ0,ε‖Hs

.

In particular, this implies that there exists a time T ∗ > 0 such that

T ∗ := sup
ε>0

T ∗
ε > 0 .

From the definition of T ∗ > 0 and relation (4.8), one can obtain that

sup
ε∈]0,1]

‖ϑε‖L∞

T∗
(Hs) ≤ C , (4.10)

and this allows to control also the dissipative term in the relation (4.7).
At this point, since those strong solutions are in particular weak solutions, one can adapt the arguments

developed in subsections 3.1 and 4.1 to conclude. Indeed, letting ε→ 0, one has

−
∫ T∗

0

∫

Ω

ϑ∂tψ dxdt =

∫

Ω

θ0 ψ(0) dx , (4.11)

for all test functions ψ defined as in (4.2). This proves the limit dynamics in Theorem 2.5.
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A Appendix – Littlewood-Paley theory

In this appendix, we present some tools from Littlewood-Paley theory, which we have exploited in our
analysis. We refer e.g. to Chapter 2 of [4] for details. For simplicity of exposition, we deal with the R

d

case, with d ≥ 1; however, the whole construction can be adapted also to the d-dimensional torus Td, and
to the “hybrid” case R

d1 × T
d2 .

First of all, we introduce the Littlewood-Paley decomposition. For this, we fix a smooth radial function
χ such that suppχ ⊂ B(0, 2), χ ≡ 1 in a neighborhood of B(0, 1) and the map r 7→ χ(r e) is non-increasing
over R+ for all unitary vectors e ∈ R

d. Set ϕ (ξ) = χ (ξ)− χ (2ξ) and ϕj(ξ) := ϕ(2−jξ) for all j ≥ 0. The
dyadic blocks (∆j)j∈Z are defined by1

∆j := 0 if j ≤ −2, ∆−1 := χ(D) and ∆j := ϕ(2−jD) if j ≥ 0 .

For any j ≥ 0 fixed, we also introduce the low frequency cut-off operator

Sj := χ(2−jD) =
∑

k≤j−1

∆k . (A.1)

Note that Sj is a convolution operator. More precisely, after defining

K0 := F−1χ and Kj(x) := F−1[χ(2−j ·)](x) = 2jdK0(2
jx) ,

for all j ∈ N and all tempered distributions u ∈ S ′, we have that Sju = Kj ∗ u. Thus, the L1 norm of
Kj is independent of j ≥ 0, hence Sj maps continuously Lp into itself, for any 1 ≤ p ≤ +∞.

The following property holds true: for any u ∈ S ′, then one has the equality u =
∑

j ∆ju in the sense
of S ′. Let us also recall the so-called Bernstein inequalities.

Lemma A.1 Let 0 < r < R. A constant C exists so that, for any non-negative integer k, any couple
(p, q) in [1,+∞]2, with p ≤ q, and any function u ∈ Lp, we have, for all λ > 0,

supp û ⊂ B(0, λR) =⇒ ‖∇ku‖Lq ≤ Ck+1 λk+d( 1
p
− 1

q ) ‖u‖Lp ;

supp û ⊂ {ξ ∈ R
d : λr ≤ |ξ| ≤ λR} =⇒ C−k−1 λk‖u‖Lp ≤ ‖∇ku‖Lp ≤ Ck+1 λk‖u‖Lp .

By use of Littlewood-Paley decomposition, we can define the class of Besov spaces.

Definition A.2 Let s ∈ R and 1 ≤ p, r ≤ +∞. The non-homogeneous Besov space Bs
p,r is defined as

the subset of tempered distributions u for which

‖u‖Bs
p,r

:=
∥∥∥
(
2js ‖∆ju‖Lp

)
j≥−1

∥∥∥
ℓr
< +∞ .

Besov spaces are interpolation spaces between Sobolev spaces. In fact, for any k ∈ N and p ∈ [1,+∞]
we have the chain of continuous embeddings Bk

p,1 →֒ W k,p →֒ Bk
p,∞, which, when 1 < p < +∞, can be

refined to Bk
p,min(p,2) →֒ W k,p →֒ Bk

p,max(p,2). In particular, for all s ∈ R we deduce that Bs
2,2 ≡ Hs, with

equivalence of norms:

‖f‖Hs ∼


 ∑

j≥−1

22js ‖∆jf‖2L2



1/2

. (A.2)

1We agree that f(D) stands for the pseudo-differential operator u 7→ F
−1[f(ξ) û(ξ)].
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As an immediate consequence of the first Bernstein inequality, one gets the following embedding result,
which generalises Sobolev embeddings.

Proposition A.3 The space Bs1
p1,r1 is continuously embedded in the space Bs2

p2,r2 for all indices satisfying

p1 ≤ p2 and either s2 < s1 − d
(
1/p1 − 1/p2

)
, or s2 = s1 − d

(
1/p1 − 1/p2

)
and r1 ≤ r2.

In particular, we get the following chain of continuous embeddings:

Bs
p,r →֒ W 1,∞ ,

whenever the triplet (s, p, r) ∈ R× [1,+∞]2 satisfies

s > 1 +
d

p
or s = 1 +

d

p
and r = 1 . (A.3)
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