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ABSTRACT
Synchrotron X-ray microtomography (µCT) gives access to images
with a micrometric resolution. In the context of vascular imaging,
this allows the study of structural properties of arterial walls, even
for small animals such as the mouse. However, the images avail-
able with µCT are non-usual, and there is no method specifically de-
signed for their processing and analysis. This article describes a first
pipeline dedicated to the segmentation of µCT images of mice aorta.
This pipeline builds upon conventional image processing paradigms
and more recent deep learning approaches, and tackles the issue of
multiscale analysis of huge-sized, high-resolution data. It provides
promising results, assessed by comparison with manual annotation
of sampled data. This methodological framework is a step forwards
to a finer analysis of the internal structure of the aortic walls, espe-
cially for understanding the consequences of ageing and/or disease
(e.g. diabetes) on the vessels architecture.

Index Terms— Synchrotron, X-ray phase-contrast imaging,
segmentation, texture analysis, deep learning, mice aorta, diabetes.

1. INTRODUCTION

Vascular ageing is characterized by profound modifications of the
large elastic arteries (mainly aorta), eventually leading to dissection,
aneurysm formation, atheroma plaque deposition, fragmentation and
stroke [1]. Age-related diseases can be precipitated by metabolic
disorders, e.g. diabetes or chronic kidney diseases [2]. Vascular
diseases involve morphological changes of the arterial extracellular
matrix, particularly remodelling of the elastic lamellae found in the
wall. Under normal circumstances, these elastic structures dampen
the pulse wave due to the systolic output and thereby warrant a con-
stant blood pressure. When a vascular disease is declared, this func-
tioning is compromised with potentially fatal outcomes. Our cur-
rent understanding of the time course of vascular diseases points out
that they undergo an asymptomatic phase where the disease grows
silently and unnoticed until the symptoms appear. To date, the initial
and discrete alterations affecting the elastic lamellae and forecasting
the diseased state are poorly understood.

These facts motivate the accurate investigation of the internal ar-
chitecture of the vascular walls of the arteries, especially the aorta.
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Such studies require the availability of adequate images but also
computational tools for their analysis.

The analysis of vascular structures from angiographic images
has been intensively investigated for more than 25 years, mainly
from conventional imaging modalities (magnetic resonance imag-
ing, X-ray computed tomography. . . ) with a focus on the human
and on the only lumen extraction [3], with a recent trend to con-
sider deep learning approaches [4]. Regarding the aorta, most efforts
were geared towards segmentation of the lumen and arterial wall in
the specific case of aortic dissection [5]. The aortic wall structure is
then investigated at a mesoscopic scale.

In order to explore the internal architecture of the arterial wall
and especially the aorta, it is mandatory to rely on observations at a
microscopic scale. This requires high-resolution imaging of tissues
ex vivo, which leads to rely on preclinical models. Mice are of-
ten considered, allowing relevant ageing and/or disease modelling.
However, the usual imaging modalities present limitations. Two-
photon and three-photon microscopy [6] are too limited in tissue
thickness, whereas the resolution of optical coherence tomography,
echography and magnetic resonance imaging varies from tens of mi-
crometers to millimeters, which is insufficient.

By contrast, the synchrotron technology enables to design ac-
quisition protocols that fulfil the following requirements: large field
of observation, high resolution and 3D view. More precisely, syn-
chrotron X-ray microtomography (µCT) with in-line phase contrast
allows visualizing biological soft tissues with (sub-)micrometric res-
olution, several centimeters of tissue thickness and millimeter field
of view [7, 8].

The counterpart of these good properties of µCT are manifold:
the data are huge (many GB per image) and they contain a wide
range of details at different scales, which induces semantic noise in
addition to acquisition noise that may disturb the analysis. Conse-
quently, µCT images are difficult to analyze, and there is no available
state-of-the-art method currently dedicated to processing them.

In this article, we consider µCT images of mouse aorta, which
visualize, among many other structures, the elastic lamellae that
compose specific features inside the internal architecture of the me-
dial and intimal parts of the aorta wall [9]. Recent works have em-
phasized important properties of these elastic lamellae [10]. An ac-
curate extraction of these structures is then of high interest.

We provide a methodological pipeline dedicated to the analysis
of µCT images of mouse aorta. It is mainly composed of four steps:
(1) a preprocessing of the images, in order to remove the noise and
artifacts that may disturb the subsequent steps; (2) a segmentation of



Fig. 1. Typical µCT image (2D slice). Raw acquisition of C57Bl6J
mouse (control). The lumen (L) of the aorta contains agarose (A)
and is surrounded by the arterial wall (W). The external part consists
in a Perivascular tissue (P). Green frame magnifies the wall where
elastic lamellae (E) are visible. Bar = 200 µm

the lumen, based on a mixed texture-based / mathematical morphol-
ogy approach; (3) the computation of the normal field and distance
maps from the lumen frontier, inside the arterial wall; and (4) a deep
learning-based classification that aims to segment the arterial wall
into two regions, including the area that contains the elastic lamel-
lae. The methodological choices of this pipeline were mainly guided
by the image properties and constraints, with the final purpose of
automatically processing a large range of huge-sized images, with
minimal requirements for parameters setting.

The remainder of this article is organized as follows. Sec. 2
provides information on the images. Sec. 3 describes the proposed
methodological pipeline. Sec. 4 presents the experiments and the
obtained results. Finally, Sec. 5 provides concluding remarks.

2. DATA

2.1. Samples

The mice1, 6-month-old C57BL6J (control, n = 4) and 6-month-old
db/db (diabetic, n = 6), were purchased from Charles River (Lyon,
France). They were caged in temperature and humidity-controlled
environment with a 12:12 hour light/dark cycle.

Mice aorta were collected after euthanasia; heart was injected by
2500 UI heparin. Heart and aorta were washed with 10 mL PBS to
remove residual blood. The aorta was then prefixed by injection of 5
mL of 4% formalin. 6 mL of 1% low melting agarose were injected
to keep the aorta open and to prevent collapse. Heart and aorta were
both collected with surrounding tissues. The samples were fixed in
4% formalin for 24–48 hours, dehydrated and embedded in paraffin.
The final samples were about 40-mm-long and 5-mm-wide paraffin
rods containing the heart and aorta.

2.2. Images

Synchrotron X-ray µCT was performed on the ANATOMIX beam-
line [11] at the SOLEIL synchrotron (see Fig. 1). Samples were im-
aged with a polychromatic (“white”) X-ray beam obtained from an
undulator X-ray source set to a gap of 8.5 mm; the beam was filtered
by a 0.6-mm-thick diamond plate and a 10-µm-thick layer of gold.

1Mouse procedures were realized in accordance with the Animal Subjects
Committee of the Champagne-Ardenne Region (France).

The detector was an indirect lens-coupled system with a 20-µm-
thick lutetium aluminum garnet single-crystal scintillator coupled to
a CMOS-based scientific-grade camera with 20482 pixels via mi-
croscope optics (10× objective), resulting in an effective pixel size
of 0.65 µm on the sample level. The distance between sample and
scintillator was 22 mm. The exposure time for the camera was set
to 100 ms per projection image. 1500 projections were taken over
an angular range of 180◦. The samples were positioned vertically
with the heart in the lower part. Immediately after the acquisition,
the imaged volume was reconstructed and checked. Tomographic re-
construction was performed using the standard processing pipeline
at the beamline. The reconstructed volume stacks for each scan con-
tained 20483 voxels of size (0.65 µm)3, each represented by a 32-bit
single-precision float value, i.e. a total of 32 GB per volume.

3. METHODOLOGY

The following steps of the methodological pipeline are carried out
slice by slice, thus dealing with 2D images. This choice is moti-
vated by (1) reducing the computational cost and (2) considering the
smooth evolution of the structures in the successive slices.

3.1. Preprocessing

The preprocessing includes denoising and normalization steps. The
denoising steps aim to eliminate noise while highlighting useful de-
tails. The normalization step is needed due to imbalanced gray level
distributions resulting from overexposure of specific regions (due to
agarose) making other regions less contrasted than expected.

In order to avoid increasing the noise when improving the con-
trast during the further normalization, a first global filtering is ap-
plied, namely bilateral filtering [12]. This filter eliminates noise
while preserving edges, which is mandatory due to the layered struc-
ture of the arterial wall. This filter is parameterized by σr (that con-
trols signal proximity) and σd (that controls spatial proximity). The
parameter σd is set to 50. As the global contrast of some images
is often low, we consider a varying σr that depends on the standard
deviation σ of the intensity distribution of the image I:

σr(I) = 2
√

aσ(I)+b (1)

where a and b were experimentally set to 0.5 and 10, respectively.
In a second step, we perform a normalization of the intensity

distribution of each image I by adjusting its mean value to µ = 128
and its standard deviation to σ = 40 if the initial one is less than 40.

A last, context-aware filtering is then applied, namely a non-
local means filtering [13]. This filter has 3 parameters: the denois-
ing strength h, the template window size k1 and the search window
size k2. We iteratively apply 3 filterings with parameters (h, k1, k2)
equal to (20, 7, 21), (20, 7, 21) and (15, 3, 21), respectively.

3.2. Lumen segmentation

The first step of the segmentation consists of extracting the lumen,
i.e. building the inner contour of the arterial wall. At this stage, the
native 20482 images are processed at a lower resolution, in order
to reduce the computational cost. Based on a Gaussian scale-space
paradigm [14], we define a 10242 version I1024 of the image I , in-
volving a 5× 5 kernel built from the 1D kernel 1

16
[1 4 6 4 1].

The lumen and the inner part of the vascular wall present spe-
cific textural properties. Then, we rely on a co-occurrence texture
analysis [15] as basis for this first segmentation step. We compute



the co-occurrence matrix for each point x of the image I1024, by
considering a 9 × 9 window centered on x and the co-occurrences
between the 8-neighbour pixels, with a set of values quantified into
8 bins, leading to a low-sized matrix M(x) ∈ M8×8(N). We build
a feature map F of same dimension as I1024, defined by:

F (x) = maxM(x) (2)

The co-occurrence feature stored into this map tends to provide a
high value located on the diagonal of the matrix in areas of constant
signal (which is the case in the lumen region), while providing a
much lower value due to the scattering of the co-occurrences in the
non-constant, high-frequency signal regions (which is the case in the
inner part of the arterial wall due to the presence of elastic lamellae).

A mean filtering is applied on F with a kernel size of 152, fol-
lowed by a binary thresholding with a threshold value λ = 150. The
step is finalized via mathematical morphology operations [16]. A
dilation with a structuring element of size 152 is performed on the
binary result, in order to eliminate high-frequency noise from the
boundaries. An area opening (with an area threshold set to 20% of
the size of I1024) is finally carried out to discard the non-relevant
connected regions and preserve only the regions corresponding to
the lumen.

These operations provide a rough, underestimated boundary of
the lumen, which is finalized via a region-growing [17] approach.
The growing criterion is based on a global intensity difference (toler-
ance ε = ±3) between the candidate points and the initial boundary.

The boundary B of this region corresponds to the frontier be-
tween the lumen and the arterial wall.

3.3. Normal vector field and distance map computation

The purpose of this step is to prepare the data for the last, fine seg-
mentation of the arterial wall into two classes of tissues, namely the
tunica media (where the elastic lamellae are located) and tunica ad-
ventitia (the boundary with the external part). To this end, two pieces
of information are required at each point x: the distance D(x) from
the inner part of the arterial wall B, and the vector n⃗(x) that gives
the normal orientation with respect to the arterial wall. These two
fields D and n⃗ can be computed by carrying out a front propagation
from the border B.

The process is initialized as follows. For all pixels x ∈ B, we
set D(x) = 0 and the normal n⃗(x) is defined as [18]:

n⃗(x) =

∑
y∈L∩B(x,ρ0)

(x− y)

|
∑

y∈L∩B(x,ρ0)
(x− y)| (3)

where L is the area outside the lumen and B(x, ρ0) is the ball of
center x and radius ρ0 (with ρ0 = 60).

Each iteration of the process builds upon the information already
computed on the region R to define the values on the pixels adjacent
to R. For each such pixel x, the normal n⃗(x) is defined as

n⃗(x) =

∑
y∈R∩B(x,ρ1)

n⃗(y)

|
∑

y∈R∩B(x,ρ1)
n⃗(y)| (4)

where ρ1 = 5, and the distance D(x) is defined as 1+D(x− n⃗(x)),
where x− n⃗(x) is approximated on the discrete grid Z2.

3.4. Fine segmentation

The last step of this pipeline aims to discriminate tunica media and
tunica adventitia. To reach that goal, we consider a Siamese neu-
ral network [19] in order to perform pixel-level classification. Our

Fig. 2. Three examples of patches. All patches are oriented and
positioned so that they are anatomically comparable. Each patch is
subdivided into four subpatches that correspond to the two kinds of
tissues: tunica media (red) and tunica adventitia (blue).

training process is inspired by [20], which involved homography in
the context of image transformation.

3.4.1. Training set

For training purposes, we did not have access to annotations for these
two families of tissues. However, two priors were available: (1) the
two kinds of tissues present distinct visual features; (2) the type of
tissues is strongly correlated to the distance D from the inner contour
of the arterial wall B.

Consequently, although we cannot directly classify each pixel
for designing training samples, we can design pairs of patches being
“similar” or “dissimilar”.

In our training process, samples are square image patches of size
2k×2k (k = 32). These patches are oriented to be vertically aligned
with the normal vector field n⃗. The position of their barycenter is
also defined with respect to the map D, at a fixed value that maxi-
mizes the probability of being positioned at the frontier between the
two tissue, with tunica media the closer to B and tunica adventitia
the farther from B.

Each patch P is then subdivided into 4 subpatches Pij (0 ≤
i, j ≤ 1) of size k × k. The two subpatches P0j (resp. P1j) on
top (resp. bottom) are then assumed to belong to tunica media (resp.
tunica adventitia). They provide two pairs of similar and two pairs
of dissimilar ones. Examples of (sub)patches are given in Fig. 2.

3.4.2. Neural network structure

The structure of the neural network is the descriptor part defined in
[20]. It is composed of a VGG-like encoder [21] and a decoder with
2 convolution layers; it has an output of 16 units. Convolution layers
of the decoder and the first layer of the decoder (with kernel size
of 3) are followed by ReLU non-linear activation and BatchNorm
normalization, with sizes of 64-64-64-64-128-128-128-128; a max-
pooling is added after each convolution layer. The output descriptors
are normalized.

3.4.3. Loss function

The 4 subpatches Pij obtained from one patch P enter the same net-
work. This leads to 4 output (normalized) descriptors dij of length
16, combined as 6 pairs of (distinct) descriptors. The loss associated
to a pair of subpatches is defined as:

L(dij , dkl) =
{

α.δik.∆
T .∆ +

β.(1− δik).[max{0,mp − (∆T .∆)1/2}]2
(5)

where ∆ = dij −dkl, δ is the Kronecker symbol and α = 2, β = 1,
mp = 2. This is a contrastive loss.



4. EXPERIMENTS

We run the neural network described in Sec. 3.4.2, with a batch size
of 512 and Adam optimizer [22] with parameters of lr = 0.001 and
β = (0.9, 0.999), the number of epochs was 5. The training was
performed with a Quadro RTX 5000 GPU; the training runtime is
about 164 seconds for 5 epochs.

4.1. Ground-truth

To our best knowledge, there is no state-of-the-art method dedicated
to analyzing images such as those defined in Sec. 2. A comparative
analysis of our method with respect to other approaches was then
impossible. Consequently, we carried out an absolute, quantitative
analysis based on the comparison of the computed results with man-
ual annotations provided by a human expert. Four 2D slices (20482)
were annotated to discriminate between the two regions: tunica me-
dia and tunica adventitia and the boundary B.

4.2. Results

In order to carry out our experiments, we considered 49 3D (20483)
images. From these images, 1457 2D slices (10242 after prepro-
cessing) were processed for building patches required for the learn-
ing step (Sec. 3.4.1). From these data, we computed 47 118 image
patches of size 642. This set was subdivided into two subsets: 80%
of patches were used for training and 20% were used for validation.

4.2.1. Patch-based analysis (validation)

To start, we analyzed the ability of the method to correctly classify
the two classes of patches within the 20% subset. Following the
notations of Sec. 3.4.1, the classification for a given patch P was
considered as correct if:

∥d00 − d01∥2 < min{∥d00 − d10∥2, ∥d10 − d11∥2} (6)

Under these hypotheses, the correct classification score was 99.14%.

4.2.2. Pixel-based analysis (testing)

In order to test the performance of the trained model in terms of seg-
mentation at a pixel level, we firstly visualize segmentation results
on patches. For a given patch P of size 2k × 2k (with local coor-
dinates [0, 2k − 1]2), we process the pixels x located in the central
part of P of size k×k. For each point x in this area, we compare the
descriptor dx at point x = (x1, x2) with the two below / above de-
scriptors d− and d+ at points (x1,

k
2
) and (x1,

3k
2
), that are assumed

to correspond to the tunica media and tunica adventitia, respectively.
If ∥dx−d+∥2 < ∥dx−d−∥2 then x is classified in the tunica media;
otherwise it is classified in tunica adventitia. A partial result of this
process is exemplified in Fig. 3.

Then we carried out the whole segmentation process on entire
2D slices. In particular, we processed 4 2D images endowed with a
manual annotation of tunica media and tunica adventitia. To accel-
erate this process, we cut patches from points which distances are
0 in the distance map and rotated them according to corresponding
normal vectors. In order to evaluate the segmentation of the lumen,
we computed the average distance between the predicted and the an-
notated inner contour. This distance (in pixels) for the 4 annotated
2D images is 2.07, 1.94, 1.77 and 3.32. The mean error is then
lower than 3 µm and acceptable with regard to the purpose of this
segmentation that further defines the patches P .

Fig. 3. Two samples of segmentation of tunica media (green) and
tunica adventitia (red) within the arterial wall.

Fig. 4. Segmentation result: tunica media (in red).

In order to evaluate the segmentation of the tunica media vs.
tunica adventitia, we relied on the Dice score [23]. This score for
the 4 annotated 2D images is 0.926, 0.921, 0.933 and 0.917. A
segmentation of tunica media is exemplified in Fig. 4.

5. CONCLUDING REMARKS

Chronic cardiovascular diseases are often discovered when it is too
late, i.e. when irreversible damage has already occurred. Early
identification of the very first stages of these diseases is therefore
extremely important as they are the harbingers of its arrival. Syn-
chrotron imaging has shown its power to detect these very localized
events, but the complexity of the images requires dedicated devel-
opments to enable biologists to measure and interpret the different
structures that make up these biological objects.

The proposed segmentation pipeline is a first step towards that
goal. This pipeline mixes conventional image processing and deep
learning paradigms, and provides promising results. The next steps
of that work will consist, on the one hand, of improving the lumen
segmentation step by reducing the parameter space to be handled
and, on the other hand, of exploring more thoroughly the deep learn-
ing part of the process. In this context, these first results may be used
to build a set of annotated data that would open the way to develop-
ing alternative deep learning architectures and more reliable testing
procedures.
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