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Abstract—Measuring the influence of users in social networks
is key for numerous applications. A recently proposed influence
metric, coined as ψ-score, allows to go beyond traditional
centrality metrics, which only assess structural graph importance,
by further incorporating the rich information provided by the
posting and re-posting activity of users. The ψ-score is shown in
fact to generalize PageRank for non-homogeneous node activity.
Despite its significance, it scales poorly to large datasets; for
a network of N users, it requires to solve N linear systems of
equations of size N . To address this problem, this work introduces
a novel scalable algorithm for the fast approximation of ψ-
score, named Power-ψ. The proposed algorithm is based on a
novel equation indicating that it suffices to solve one system of
equations of size N to compute the ψ-score. Then, our algorithm
exploits the fact that such a system can be recursively and
distributedly approximated to any desired error. This permits the
ψ-score, summarizing both structural and behavioral information
for the nodes, to run as fast as PageRank. We validate the
effectiveness of the proposed algorithm, which we release as an
open source Python library, on several real-world datasets.

Index Terms—Social Networks, Influence, Algorithms, Scala-
bility, PageRank.

I. INTRODUCTION

A. Context

Online Social Platforms (OSPs) have become ubiquitous in
society. Their proliferation, as well as their massive number
of users, has made the quantification of the influence of users
in OSPs a task of utmost importance. For example, spotting
the so-called influencers of a network is crucial for social
scientists to better understand the dynamics that determine new
trends [1] or the roots of political polarization [2]. It is also
key for companies in order to develop a better marketing of
their products [3]. Machine learning algorithms are another
example, where identifying a reduced set of users whose
features are present over the entire network is essential to
reduce the number of parameters and to avoid the curse of
dimensionality [4], [5].

Social platforms usually provide a user with a wall and a
news-feed. In the wall, users can post messages. In the news-
feed, users see messages that other users, called their leaders
(or followees), have posted on their wall. A user can then re-
post a message from its news-feed into its wall, allowing posts
to diffuse through the network [6]. A fundamental problem is
then to quantify the influence of users. Namely, the degree
to which their posts spread in the network and are visible to
others.

In order to address the aforementioned problem, classical
centrality metrics [7] permit to assign a ranking to the nodes of
the network according to their structural importance. However,
such metrics are unsatisfactory to assess influence in OSPs, as
they do not consider the posting and sharing activity of users
in their scores. The relevance of this information is highlighted
in [8], where it is shown that users with the highest number
of followers (in-degree) may not necessarily be the ones
that generate the highest number of retweets or impressions.
This means that the in-degree, which is correlated with the
popularity of a user, is not the only factor that determines
influence. Similarly, the authors in [9] address the question
“Are social links valid indicators of real user interaction?”
and analyze a large user trace from Facebook to showcase
the difference. As a result, it is necessary to go beyond pure
structural metrics.

To overcome this limitation, a new metric, coined as ψ-
score, has been recently introduced in [10].

The ψ-score results from an Online Social Platform model,
also presented in [10], in which the diffusion of information
is taken into account with activity features for each user. In
the general case where users post and re-post content at a
different frequency from each other, the OSP model accurately
incorporates this user activity to the structural information
related to the graph, thus providing a more meaningful ranking
metric of user influence in OSPs. This metric was shown in
[10, Theorem 5] to equal PageRank in the special case of
homogeneous activity, where all users create the same amount
of posts in a given time interval and share with the same rate
within this time interval.

B. Goal and contributions

The problem we address in this paper is that the ψ-score
calculation from [10] does not scale to large graphs since it
needs the resolution of N linear systems of N equations each,
N being the number of users in the network, whereas the
PageRank would only require to solve one system with N
unknowns.

We thus propose a new algorithm based on an equation
that revamps these N system into a single one, still with N
equations. Our algorithm, which accepts a recursive and dis-
tributed implementation, allows to approximate the ψ-score of
the OSP with a similar speed as the traditional approximation
for PageRank via the power method. Hence, the ψ-score canIEEE/ACM ASONAM 2022, November 10-13, 2022
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be used as a more expressive alternative to PageRank in the
task of ranking users by their influence.

Finally, we provide an open source software library1 in
order to allow anyone to implement the ψ-score in their own
projects.

C. Related Works

Centrality measures have been systematically used in var-
ious fields of application of network science such as social
networks [11], transportation networks [12], communication
networks [13], biological networks [14] or even political
networks [15]. The most used metrics are degree, betweenness,
closeness, eigenvector centrality, and PageRank, among others
[7], [16].

These metrics, which are practically used to rank nodes of
a network, only consider the network topology. For example,
PageRank [16] is derived through a random walk with tele-
portation on the studied graph, taking at each step uniform
decisions about which node to consider next.

There are several existing algorithms such as Push [17]
and the use of Chebyshev polynomials [18] that exploit the
random walk interpretation of PageRank in order to accelerate
its calculation. The Push method [17] loops on the nodes by
allowing each of them to update the approximation of its own
PageRank value and updates its neighbors’ values. The method
proposed in [18] uses the Chebyshev polynomials to approx-
imate the PageRank vector in a more efficient way compared
to the known power-method introduced with the metric [16].
Although the literature to accelerate graph eigenvalue-based
measures is rich, in this paper we will need to focus in what
follows on the specific structure of the ψ-score with its current
algebraic limitations in order to propose an original way to
make it scale as fast as PageRank does. Having established
in this paper a power-iteration inspired algorithm that scales,
this opens future perspectives to study other methods inspired
by the Push method [17] or Chebyshev polynomials [18] to
achieve even better performance.

D. Outline of the paper

The paper is structured as follows. Section II presents the
recently proposed ψ-score and discusses its relation to classical
centrality metrics. Section III contains our main contribution:
a new algorithm for the fast approximation of the ψ-score
that scales to massive datasets. We show that the algorithm
runtime is comparable to PageRank, thus providing a more-
diverse alternative. Section IV briefly presents our software
contribution: an open source Python library for the ψ-score
computation. Section V evaluates the performance of our new
algorithm on several real-world networks. Conclusions and
future work are discussed in Section VI.

II. THE ψ-SCORE

Recently, a new score of users’ influence over their social
network (platform) has been introduced in [10]. The calcula-
tion of this score involves information not only about the users’

1https://github.com/NouamaneA/psi-score

TABLE I
NOTATIONS USED IN THE PAPER

Notation Description
ψi ψ-score of user i
ψ ψ-score column-vector
p
(n)
i impressions of i on the Newsfeed of n
q
(n)
i (influence) impressions of i on the Wall of n
pi vector with every p(n)

i

qi vector with every q(n)
i

P matrix with pi as column i
Q matrix with qi as column i
bi input vector of normalised posting activity
di vector with the posting ratio of a user i
B matrix with bi as column i
D diagonal matrix with di as column i
1 column-vector of RN full of ones, i.e. (1 1 · · · 1)T

Fig. 1. A small example of the Online Social Platform from the point of
view of user i.

positions inside the graph structure, but additionally their
posting and sharing activity. These are two extra important
features that enrich previous graph-based metrics: when a user
posts more frequently he/she should have a higher influence
because his/her posts appear more often on the newsfeed of
others; furthermore, when a user shares content rarely, very
few posts (other than of his/her own creation) pass through to
reach his/her followers.

More formally, let G = (N , E) be an unweighted and di-
rected graph where N denotes the set of vertices of cardinality
|N | = N and E refers to the set of edges of cardinality
|E| = M . Vertices model the users of social platforms and
edges the follower-leader relations: (i, j) ∈ E encodes that
user i follows user j. Let λ be the vector of posting activity
over the set of vertices. That is, λ(n) is the number of posts
per unit of time (posting frequency) that user n creates on
his/her wall. Similarly, let µ be the vector of re-posting/sharing
activity over the set of vertices. Then, µ(n) refers to the
frequency with which user n visits his/her news-feed and
chooses one of the current entries uniformly at random to
re-post it on his/her wall.

From now on in this section we will focus on posts of origin
i. The authors of [10] show that the aforementioned graph and

https://github.com/NouamaneA/psi-score


activity features can be used to compute the following two
vectors associated with the influence of user i ∈ N :

• pi = (p
(1)
i p

(2)
i · · · p(N)

i )T where, for n ∈ N , p(n)i is
the expected percentage of posts originating from user i
on the news-feed of user n.

• qi = (q
(1)
i q

(2)
i · · · q(N)

i )T where, for all n ∈ N , q(n)i is
the expected percentage of posts originating from user i
on the wall of user n.

A central point in [10] is that q(n)i can be interpreted as the
influence of user i on user n, meaning that the more posts of
origin i appear on the wall of n, the larger the influence that
i has on n. This is used to define the influence of user i over
the entire network as the average influence of i on all users.
This notion is formalized by the so-called ψ-score of user i
which is defined as

ψi =
1

N

∑
n∈N

q
(n)
i . (1)

The expression in (1) involves all entries of the vector qi for
the calculation of the influence score ψi of user i. However, qi

is not a given information and to find q(n)i ∀n ∈ N we need
to resolve a system of equations. Specifically, each q

(n)
i can

be derived from the p(n)i thanks to the following equations:

for n = j ̸= i, (λ(j) + µ(j))q
(j)
i = µ(j)p

(j)
i (2)

for n = i, (λ(i) + µ(i))q
(i)
i = λ(i) + µ(i)p

(i)
i (3)

Moreover, the vector pi is the solution of a fixed-point
problem (see [10], section III). For a post of origin i in the
Newsfeed of j we have the following balance equation:∑
k∈L(j)

(λ(k) +µ(k))p
(j)
i = λ(i)1{i∈L(j)} +

∑
k∈L(j)

µ(k)p
(k)
i (4)

Since there are no self-loops and a user cannot be its own
leader or follower, we have the following balance equation for
user i’s Newsfeed:∑

k∈L(i)

(λ(k) + µ(k))p
(i)
i =

∑
k∈L(i)

µ(k)p
(k)
i (5)

The system of equations (2)-(3) and (4)-(5) can be written
in matrix form with the following linear system:

pi = A.pi + bi (6)
qi = C.pi + di (7)

where,
A ∈ RN×N

+ : aji =
µ(i)∑

ℓ∈L(j)

(λ(ℓ)+µ(ℓ))
1{i∈L(j)},

bi ∈ RN
+ : bji =

λ(i)∑
ℓ∈L(j)

(λ(ℓ)+µ(ℓ))
1{i∈L(j)},

C ∈ RN×N
+ : cji =

µ(j)

λ(j)+µ(j)1{j=i},

di ∈ RN
+ : dji =

λ(i)

λ(i)+µ(i)1{j=i}.

To solve the fixed-point problem of (6), we can use the
following iteration (see [10], Theorem 4):

pi(t) = Api(t− 1) + bi (8)

Algorithm 1: Power-NF from [10]: Power method
for the Newsfeed probabilities pi related to user i.

input : Origin User i, N number of users, N ×N
matrix A, vector bi, p-tolerance ε

output: vector pi

pi ← bi;
t← 0;
gap← 1;
while (gap > ε) do

pold
i ← pi;

pi ← Apold
i + bi;

gap←
∥∥pi − pold

i

∥∥;
t← t+ 1;

end
return p;

where t is the current iteration. With any initialization of
pi(0), the pi(t) converges towards the solution pi of (6) as
t→∞ because A is a sub-stochastic matrix. This method is
less costly than using matrix inversion to solve the system.

To rank all users, we need to calculate ψi for all i ∈ N ,
i.e. we need the vector ψ = (ψ1, ψ2, · · · , ψN )T ∈ RN

+ .
Thus, the iterative algorithm in (8) has to be applied N times
to solve the linear system (6) for each origin i ∈ N . After
that, we can map each vector pi to qi through (7) and finally
using (1) we can derive each ψi.

As shown in [10, Theorem 5], in the homogeneous case
when all users in the network have the same posting and
re-posting activity, i.e. ∀n ∈ N , λ(n) = λ and µ(n) = µ,
it holds ψ = π where π is the PageRank vector with a
damping factor of α = µ

λ+µ .

Problem Statement: The current computation of the ψ-
score is very slow (compared e.g. to PageRank), as it requires
to solve N systems of N equations each, where N is the
number of users. This is especially problematic when we
want to calculate the ψ-score in real networks with very large
number of users.

Hence, given a directed social graph G = (N , E) where
each node has information about its activity of posting and
sharing, we aim for an algorithm that computes the ψ-score
for all nodes in the graph as fast as PageRank, which is the
classically used alternative.

III. PROPOSED METHOD

In this section, we present our main contribution: a dis-
tributed algorithm for the fast approximation of the ψ-score,
to any given requirement of error-tolerance. To attain this goal,
we first derive a new expression for the ψ-score that reduces
its computational complexity from solving N linear systems
of size N , to just one linear system of size N summarizing all
users. Then, we show that power-iteration rules can be used



to approximate the solution of such linear system, something
that can furthermore profit by distributed computations. This
way, we obtain an algorithm for the derivation of the ψ-
score that matches the empirical complexity of PageRank,
while we benefit by the expressiveness of the score due to
the incorporation of richer information.

A. Expressing with a single linear system

For the sake of notation clarity, we will express the ψ-score
of the network in terms of the matrices P,Q,B,D, which are
defined in Table I. This matrix notation allows us to express
the vector of ψ-scores as

ψT =
1

N
1TQ (9)

Thus, the problem of computing the ψ-score amounts to
computing a matrix Q, whose columns require knowledge of
the vectors pi. Finding each pi amounts to solving a linear
system as shown in Eq. (6). Note in (6)-(7) that irrespective of
the user origin i, all equations use the same matrices A and
C. The solution of each system can be expressed as (see [10,
Lemma 2]):

pi = (I−A)−1bi =

∞∑
t=0

Atbi (10)

The linearity of (10) implies that the solution for all users can
be written in a single matrix form as

P = (I−A)−1B =

∞∑
t=0

AtB (11)

Then, by leveraging (7) in matrix form and the series devel-
opment in (11), we can further develop Eq. (9) as follows:

ψT =
1

N
1TQ

=
1

N
1T (CP+D)

=
1

N
1T
[
C(I−A)−1B+D

]
=

1

N
1T

[
C

( ∞∑
t=0

At

)
B+D

]

=
1

N

[
1TC

( ∞∑
t=0

At

)
B+ 1TD

]

=
1

N

[( ∞∑
t=0

1TCAt

)
B+ 1TD

]

Now, if we let cT := 1TC and dT := 1TD, we have that c
and d are vectors in RN

+ (the diagonals of the matrices C and
D). These derivations allow us to state our main theoretical
result, which is the following expression for the ψ-score:

ψT =
1

N

[( ∞∑
t=0

cTAt

)
B+ dT

]
(12)

Eq. (12) indicates that it is not necessary to solve N linear
systems of size N in order to compute the ψ-score. Instead,
it suffices to solve one linear system of size N which is
expressed as an infinite sum of vector matrix products, and
can even be calculated distributedly. The drawback is that we
lose with this new expression the calculation of intermediate
detailed influence quantities pi and qi. These are not necessary
to be explicitly known for the calculation of the ψ-score as
(12) shows, but they do contain valuable information that could
be useful for certain practical applications. Accelerating the
detailed calculation of all by-products of the ψ-score is an
important challenge for future work.

B. Convergence of the sum

In this subsection, we demonstrate that the infinite sum
in Eq. (12) can be evaluated by power-iteration rules. The
sum always converges (for the specific expression of A) and
can thus be truncated to a finite number of terms to find an
approximation of the ψ-score. To show this, let us define:

sTt =

t∑
τ=0

cTAτ , s = lim
t→∞

st, (13)

where T denotes (matrix or vector) transpose, t is the iteration
index and τ the running summation index. We stress that Eq.
(13) converges if the spectral radius bound of A is in the open
unit interval. This convergence is guaranteed by Lemmas 1 and
2 of [10] which use the fact that A is a sub-stochastic matrix.

C. Truncation of the sum

We now proceed to study the approximation error after
truncating the sum to the first t terms. For this, we express
the truncation of the sum in the following recursive way:

sTt = sTt−1A+ cT (14)

where s0 = c. This allows us to define the following gap
parameter

εt =
∥∥sTt − sTt−1

∥∥ (15)

which is useful for the termination rule of the algorithm. We do
not specify which norm to use in the gap formula because all
the work done in this part is valid with any norm. Nevertheless,
in our implementation, we choose to use the L1-norm as it
is the common way to deal with series approximation with
power-iterations [16]. We stop the recursion if the trajectory
towards the fixed point between two successive iterations does
not change, i.e. when the following condition is satisfied:

εt ≤ ε (16)

An important question to address is therefore how the
tolerance set to terminate the series summation st in (13)
affects the approximation of the ψ-score in (12). To address
this point, let us define ψt as the approximation of ψ by
replacing (14) into (12) using t terms. Then, we can define the
gap between two approximations of the ψ-score with different
truncations as:

δt =
∥∥ψT

t −ψT
t−1

∥∥ (17)



Algorithm 2: Power-ψ: Power iteration based algo-
rithm for the ψ-score vector.

input : N number of users, N ×N matrices A and
B, two vectors c and d, s-tolerance ε

output: vector ψ with the ψ-score of all users
s← c;
B norm← ∥B∥;
t← 0;
gap← 1;
while (gap > ε) do

sold ← s;
sT ← sToldA+ c;
gap← B norm ∥sold − s∥;
t← t+ 1;

end
ψT ← 1

N

(
sTB+ dT

)
;

return ψ;

Our goal is thus to express δt as a function of εt or to
find an upper-bound relation between them to not only set a
convergence condition for the vector st but more importantly
for the vector ψt. We derive this relationship by expressing
the difference ψt −ψt−1 in terms of st−1 and st as follows:

ψT
t −ψT

t−1 =
1

N
(sTt B+ dT )− 1

N
(sTt−1B+ dT )

=
1

N
(sTt − sTt−1)B (18)

Eq. (18) then allows to see that:

δt =
1

N

∥∥(sTt − sTt−1)B
∥∥

≤ 1

N

∥∥sTt − sTt−1

∥∥ ∥B∥
δt ≤

εt ∥B∥
N

, (19)

With this upper bound, we can thus select a termination
tolerance ε that guarantees that the ψ-score trajectory did not
change more than δ. Namely, if we terminate the algorithm
by satisfying the condition εt ∥B∥ ≤ ε, then we are certain
that δt is lower than ε

N . We coin our algorithm for the fast
approximation of the ψ-score as Power-ψ. It is summarized
in Algorithm 2.

D. Relationship between ψ-score and PageRank

For the sake of completeness, in this subsection we discuss
the relation between equation (14) in the homogeneous activity
case and PageRank [16]. Then, we highlight the difference
between our proposed method and the standard power-iteration
algorithm for PageRank.

Let us define π as the PageRank vector and W = D−1
outL

the random walk transition matrix where L is the adjacency
matrix and Dout is the diagonal matrix in which each diagonal
entry (i, i) is the out-degree of node i. It was shown in [10,
Theorem 5] that in the homogeneous activity case (where

λ(i) = λ and µ(i) = µ, ∀i) the ψ-score coincides with
PageRank. This is, ψ = π with α = µ

λ+µ being PageRank’s
damping factor.

In the case of homogeneous activity, the vectors and ma-
trices involved in the ψ-score expression of Eq. (12) take the
following form:

A = αW

B = (1− α)W
c = α1

d = (1− α)1.
Then, after substitution in Eq. (14), it becomes:

sTt = αsTt−1W + α1T (20)

By substituting the above expression in (12) using the
homogeneous values for B and d we get

ψT
t =

1

N

(
sTt (1− α)W + (1− α)1T

)
=

1

N

(
(αsTt−1W + α1T )(1− α)W + (1− α)1T

)
= α

(
1

N
(sTt−1(1− α)W + (1− α)1T )

)
W +

+
(1− α)
N

1T

= αψT
t−1W +

(1− α)
N

1T (21)

For comparison, the above iteration actually evolves as the
power-method for PageRank

πT
t = απT

t−1W +
1− α
N

1T . (22)

Notice that the proposed Power-ψ algorithm in the general
non-homogeneous case uses power-iteration to first approxi-
mate the series s up to some truncation step t based on the
tolerance required; after convergence it multiplies by B and
adds d at the very end, to avoid unnecessary matrix vector
multiplications. This is the main difference in implementation
compared to the power-iteration with PageRank. As shown
above, both methods essentially converge to the same value in
the homogeneous case, but the critical detail is the tolerance,
which in the case of ψ-score is on the s-vector, whereas in
the case of PageRank is on the PageRank-vector itself.

IV. THE PSI-SCORE PYTHON PACKAGE

The psi-score project2 is a software library that we have
developed in Python. It is open source and licensed under the
terms of the MIT license, allowing free usability.

This package is a practical tool for the community to easily
use the ψ-score metric in Network Science projects without
the need to develop each algorithm individually. Both methods
mentioned in this work are accessible.

Inspired by scikit-network [19] and scikit-learn [20], the
project has a similar Application Programming Interface (API)
in order to be user-friendly.

2https://github.com/NouamaneA/psi-score
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V. NUMERICAL EVALUATION

In this section, we aim to evaluate the performance of our
Power-ψ algorithm (Algorithm 2). We employ the following
two metrics to assess complexity: (i) the number of matrix-
vector multiplications to reach a targeted tolerance; and (ii)
the actual runtime of the algorithms in a machine with the
following characteristics: 256GB of RAM, 4 CPUs (with 6
cores) at 3GHz. The former allows to assess and compare
the complexity of distributed algorithms irrespective of the
technology where the algorithms are implemented. The latter
allows to get insights on the scalability of the algorithms in a
real-world use case.

We run three series of experiments. The first one aims to
validate the ability of Power-ψ to approximate the true ψ-score
by comparing the approximation error Power-ψ does with
the current state-of-the-art alternative. The second one aims
to compare the performance of Power-ψ with Power-NF
and PageRank in terms of required number of matrix-vector
multiplications. The third experiment shows that the proposed
Power-ψ scales to large graphs. It aims to compare the
computation time for the three mentioned methods.

Each experiment has been run twice: (i) one time to
compute the ψ-score with heterogeneous activity for the nodes,
i.e. λ(i) ̸= λ(j) and µ(i) ̸= µ(j) for at least one pair of
nodes i, j (in practice, the activity frequencies have been
chosen uniformly at random within the interval (0, 1)); (ii)
the second time we run the experiments to compute the ψ-
score algorithm with homogeneous activity λ(n) = λ = 0.15
and µ(n) = µ = 0.85 for all n (case that reduces to PageRank
as discussed in Section III-D) and compare it to the standard
power-iteration for PageRank with α = µ

λ+µ = 0.85 for
consistency in our comparisons.

In the experiments we vary the quantity ε related to toler-
ance. Note here that each one of the algorithms (Power-ψ,
Power-NF and PageRank’s power-method) have a different
notion of tolerance, depending on the criterion of convergence
each algorithm applies. Specifically, for PageRank we refer
to π-tolerance

∥∥πT
t − πT

t−1

∥∥ ≤ ε because the convergence
is based on the change in PageRank values; for Power-NF
we refer to p-tolerance ∥pi(t)− pi(t− 1)∥ ≤ ε because the
convergence is based on the change in the news-feed p-values;
for Power-ψ we refer to s-tolerance

∥∥sTt − sTt−1

∥∥ because as
shown above the convergence is based on the change in the
series s-values. Note in the case of Power-NF and Power-ψ
further processing needs to be done after convergence in order
to eventually derive the resulting ψ-scores. Hence, when we
set some value ε for the x-tolerance in a specific method, we
are interested to evaluate the resulting relative error in the
result ψε of this method compared to the true value ψtrue,
defined as follows

error =
∥ψtrue −ψε∥2
∥ψtrue∥2

(23)

Table II lists the datasets used for our experiment, which are
available in the Konect repository [21]. Twitter and Facebook
graphs, where users have posting and re-posting activity, are

natural application scenarios for our method. The two citation
datasets (DBLP and HepPh arXiv) are also relevant application
cases for our algorithm. This is because paper publications
per author can be seen as equivalent to posting activity, and
paper citations by author can be seen as equivalent to reposting
activity. In all datasets, only the graph topology is available,
thus user activity has been generated either at random for (i)
or chosen for (ii) in order to have µ

λ+µ = 0.85.
In order to be able to assess the error with respect to a true

ψ-score, for experiments 1 and 2 we focus entirely on the
DBLP citation network [22] that has a moderate size and it is
thus realistic to exactly solve the linear system. Experiment 3
addresses the remainder of datasets from Table II.

Our implementation is available on GitHub3 as well as the
code for numerical evaluation.

TABLE II
DATASETS USED FOR EVALUATION

Dataset name Type #Nodes #Edges References
DBLP Citation Network 12 591 49 743 [21], [22]

Twitter Social Network 465 017 834 797 [21], [23]
Facebook Social Network 63 731 817 035 [21], [24]

HepPh arXiv Citation Network 34 546 421 578 [21], [25]

A. Experiment 1

In the first experiment, we assess the approximation error
made with Power-ψ. We compare it with the approxima-
tion errors made with the other methods Power-NF and
PageRank’s power-method. This experiment seeks to show
that our proposed algorithm can approximate the ψ-score
vector (also the PageRank vector in the homogeneous case)
at least as well as existing methods.

We compute the true ψ-score vector: once for the heteroge-
neous case (i) and a second time for the homogeneous case.
Then, we run each algorithm with several targeted tolerance
from 10−9 to 10−1. Finally we calculate the approximation
error with equation (23) for each realization of each method.

The results are shown for heterogeneous activity (i) in Fig. 2
and for homogeneous activity (ii) in Fig. 3. We fix the same
level of p- and s-tolerance for both algorithms Power-NF and
Power-ψ as well as PageRank power iteration and derive
the error from (23). We see in Fig. 2 and Fig. 3, for the
same targeted tolerance, that the error made with Power-ψ
method is lower than the approximation error made with
Power-NF and PageRank, which validates the convergence
of our method to the true value.

B. Experiment 2

The second experiment evaluates the number of matrix-
vector multiplications that are required to compute the ψ-score
and compare the methods with the same precision.

We run the proposed algorithm and the state-of-the-art
algorithm presented in [10] with different tolerance parameters
from 10−9 from 10−1. We measure the number of matrix-
vector multiplications done for each method as well as the

3https://github.com/NouamaneA/fast-algorithm-psiscore

https://github.com/NouamaneA/fast-algorithm-psiscore


relative error calculated with (23) in order to compare the
algorithms within a given precision. Figure 4 shows the
result in the case where we compute the ψ-score with (i)
heterogeneous activity and Figure 5 shows the result when
computing ψ-score in the specific case of (ii) homogeneous
activity that gives the PageRank vector.

We see clearly that the proposed algorithm Power-ψ
outperforms the old one Power-NF by several orders of
magnitude. We can also observe that the difference in the num-
ber of matrix-vector multiplications compared to PageRank is
very small, which renders the two methods computationally
equivalent, at least for the power-iteration method.

C. Experiment 3

In the third experiment, we seek to demonstrate that our
proposed algorithm scales to real-world networks with several
hundreds of thousands of edges, at least as well as PageRank
does. For this purpose, we chose one targeted tolerance (for
space reasons) and we measured the computation time after
running each method. Table III shows the results we obtained
in the case where we compute the ψ-score with heterogeneous
activity (i) and Table IV shows the results in the case of ho-
mogeneity (ii) when the ψ-score vector equals the PageRank
vector.

Here again, the proposed Power-ψ outperforms by far the
state-of-the-art Power-NF. We can also conclude that the
proposed algorithm is close to PageRank’s power-method in
terms of computation time. In some cases, Power-ψ takes
longer but that is because the algorithm needs to perform other
operations after the convergence of the approximated series.

Fig. 2. Experiment 1 (i) with DBLP: Precision assessment of the proposed
algorithm compared to the state-of-the-art method. Heterogeneous case where
users do not necessarily have the same activity.

TABLE III
EXPERIMENT 3 (i): COMPUTATION TIME EVALUATION WITH ε SET TO

10−9 . HETEROGENEOUS CASE WHERE USERS DO NOT NECESSARILY HAVE
THE SAME ACTIVITY.

Dataset Power-NF [10] Power-ψ
DBLP 17.805 sec 0.029 sec

Facebook 1764.226 sec 0.307 sec
Twitter 14526.039 sec 0.634 sec
HepPh 272.358 sec 0.622 sec

Fig. 3. Experiment 1 (ii) with DBLP: Precision assessment of the proposed
algorithm compared to the state-of-the-art method. Homogeneous case where
all users have the same activity and ψ-score=PageRank.

Fig. 4. Experiment 2 (i) with DBLP: Comparison of the proposed algorithm
with the state-of-the-art method in terms of number of matrix-vector multi-
plications. Heterogeneous case where users do not necessarily have the same
activity.

Fig. 5. Experiment 2 (ii) with DBLP: Comparison of the proposed algorithm
with the state-of-the-art method and PageRank’s power-method in terms of
number of matrix-vector multiplications. Homogeneous case where all users
have the same activity and ψ-score=PageRank.

TABLE IV
EXPERIMENT 3 (ii): COMPUTATION TIME EVALUATION WITH ε SET TO

10−9 . HOMOGENEOUS CASE WHERE ALL USERS HAVE THE SAME
ACTIVITY AND ψ-SCORE=PAGERANK.

Dataset PageRank [16] Power-NF [10] Power-ψ
DBLP 0.023 sec 20.775 sec 0.034 sec

Facebook 0.308 sec 2253.302 sec 0.454 sec
Twitter 0.584 sec 17411.146 sec 0.806 sec
HepPh 0.361 sec 360.769 sec 0.908 sec



VI. CONCLUSION AND FUTURE WORK

We have proposed a new method to compute the ψ-score,
which is influence of users in a social network (or in any
network with nodes having a posting a sharing activity). We
have shown that the proposed algorithm converges faster than
the state-of-the-art method. The algorithm enables scalability
for real-world datasets for the ψ-score.

We have also provided an open source software library that
implements the existing algorithm for the ψ-score calculation
as well as the novel approach.

The proposed method gives directly the influence of every
user over the entire network. But in some cases, one might
need to use the influence of a user on a specific user, which
is giver by the OSP model but skipped by the proposed
Power-ψ to go faster to the point. In the future, we are in-
terested in further study on the ψ-score in order to explore the
possibility to get these other information potentially valuable
for some applications.
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