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Abstract—This paper proposes a phase and frequency syn-
chronization technique in the context of Cyclic Code Shift
Keying (CCSK) modulation associated with Non-Binary Low
Density Parity Check Matrix (NB-LDPC) codes. Two methods
are proposed. The first, called Direct Method (DM), is a direct
estimation of the parameters of a noisy sinusoidal. The second,
called Parametric Method (PM), is based on the Maximum
Likelihood estimation using a distribution parameterized by the
CCSK demodulator and the NB-LDPC decoder. The Frame
Error Correction (FEC) results show that the performance of the
proposed phase synchronized frame approximately maintains the
same performance as when a Genius-Aided estimation is used,
or when no phase offset exists. This is achieved at a very low
Signal to Noise Ratio (SNR) around -10 dB.

Index Terms—Phase synchronization, ML estimator, CCSK
score ratio, NB-code properties.

I. INTRODUCTION

The design of an efficient signaling scheme for the Inter-
net of Things (IoT) systems constitutes nowadays an active
research domain [1]. Being the center of interest for both
academic and industrial sectors, the infrastructure of IoT sys-
tems is needed to be adapted to support massive connections
induced by the overgrowing number of users [2]. In this
context, the frame structure of an IoT Packet constitutes one
of the aspects to be appropriately designed. The target is to
shorten this frame as long as the communication quality pre-
defined by the standard is maintained at the required level
[3]. This frame shortening strategy is motivated by the work
of Polyanski [4] where it was demonstrated that the capacity
of the wireless channel is not affected by the asynchronous
transmission, even when short packets are used. In the context
of IoT communications, the challenge is to propose techniques
able to maintain good performance at very low Signal to Noise
Ratio (SNR) levels.

Time, phase, and frequency synchronizations for a short
frame are topics widely investigated in the literature. They
can be splitted into two areas: data-assisted synchronization
(thanks to the preamble and/or pilot symbols) and blind
synchronization. The literature for the latter case is rather
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sparse. Most of the proposed methods work only for a rather
high signal-to-noise (SNR) ratio [5]–[7]. In [8], a phase
synchronization method has been proposed based on the use
of turbo decoder information to improve the carrier phase and
offset synchronization for short packets. This method showed
good performance at an SNR greater than -0.5 dB.

In [9], a Quasi Cyclic Short Packet (QCSP) frame structure
has been proposed based on the combinations of Cyclic Code
Shift Keying (CCSK) [10] of length q chips and a Non-Binary
(NB) error control code [11] over GF(q). The key idea is to
design a preamble-less frame, where the whole payload is used
to perform both detection and timing synchronization pro-
cesses from the first side, and Forward Error Correction (FEC)
decoding process to recover the conveyed data from the other
side. The detection and time-synchronization techniques are
successfully and efficiently performed thanks to the inherent
cyclic property of the CCSK modulation, allowing practical
transmission at very low SNR (-10 dB for example). In [12],
a robust detection method to assess the arrival of a QCSP
frame is presented. This method called “time sliding method”,
provides only a rough estimate of the time of arrival of the
frame as well as a rough estimate of its frequency offset. In
[13], an efficient time synchronization technique is described.
The method uses the structural properties of the QCSP frame
to detect the exact time of arrival of the frame.
In the continuity of the workflow initiated in [9], [12] and
[13], this paper presents the final step of the synchroniza-
tion process, i.e., the suppression of the remaining residual
frequency and initial phase offsets. Once the frame fully
synchronized, coherent demodulation can be performed to
generate the symbol Log-Likelihood Ratio required by the
non-binary decoder.

In this paper, two methods are proposed to perform
phase/frequency synchronization. The first method, called Di-
rect Method (DM), assumes that all the CCSK symbols are
demodulated correctly. In that case, the frequency and phase
estimation task resumes to an estimation problem of a pure
complex sinusoidal signal affected by Gaussian noise. It is a
well-known problem and a near Maximum Likelihood (ML)
estimator can be obtained at low cost using the Fast Fourier



Transform (FFT) [14]. Nevertheless, at low SNR (-10 dB
typically), detection errors appear. Those errors alleviate the
quality of the DM and generate up to 0.5 dB of degradation
on the overall performance. The second method is called
Parametric Method (PM). It is based on the ML estimation
using a parametric Probability Density Function (PDF) of each
phase error. The two parameters of the proposed PDF model
are computed using information coming from the non-coherent
CCSK demodulation process and information coming from
one decoding iteration of the NB-Low Density Parity Check
(NB-LDPC) decoder. The PM method is simple to process and
gives a result close to the Genius Aided (GA) method, i.e., the
DM method when all the transmitted symbols are considered
to be known.

The rest of this article is organized in the following manner.
In section II, the general context of our study including
the system model and the problem statement of the phase
synchronization are discussed. In section III, the direct phase
synchronization method is described. The proposed PM phase
synchronization aided by the CCSK and NB-LDPC association
is described in Section IV. Discussion and result analysis are
given in section IV. Finally, section V concludes and gives
some insights on future work.

II. GENERAL CONTEXT OF THE STUDY

This section sums up briefly the overall communication
chain of the QCSP system model. Then, it states the problem
of phase synchronization and formulates the context of the
proposed phase-synchronization algorithm.

A. Overall Communication Chain

Fig. 1 shows the system model of the communication link
being considered, where the phase-synchronization and LLR
computation block constituting the core contribution of this
work is highlighted.

Fig. 1. Overall Communication Principle.

Consider a NB code defined over the Galois Field with q el-
ements, denoted by GF(q), i.e., q = 2p. A message M consists
of K GF(q) information symbols, each symbol of size p bits.
It is encoded by the NB-LDPC code of Parity Check Matrix
(PCM) H and code rate Rc = K/N , where N is the length
of the generated codeword C, i.e. C = [c0, c1, . . . , cN−1].
Thus, the codeword C verifies HCT = 0, where CT is the

transpose of C. The CCSK modulation uses a pseudo-random
binary sequence P0 = {P0(i)}i=0,...,q−1 of length q, where
P0(i) ∈ {−1, 1}, to map an element ck of GF(q) (ck can
also be considered as an integer between 0 and q − 1) to
the sequence Pck defined as the circular right shift of P0 by
ck positions, i.e., Pck = {P0(i − ck mod q)}i=0,...,q−1 for
k ∈ [0, N −1]. The CCSK sequence P0 is selected so that the
scalar product < Pa, Pb > is close to 0 when a 6= b and equal
to q otherwise (see [15] for the definition of the sequences
P0 for several values of q). So the QCSP frame F can be
defined as: F = [Pc0 ,Pc1 , . . . ,PcN−1

]. Before transmission,
the generated frame F is composed of N × q BPSK symbols,
which are then shaped by a half raised cosine filter with a
roll-off factor equal to 0.35.

The QCSP frame passes through an asynchronous Additive
White Gaussian Noise (AWGN) channel with a standard
deviation σ. Since an unslotted ALOHA protocol is assumed,
the receiver has no knowledge about the time of arrival of the
frame, its potential residual frequency offset, and finally, its
initial phase offset. In [12], a detection technique named ”time
sliding windows” allows determining the arrival of a frame
with high probability. Then, in [13], a time-synchronization
method is proposed to mitigate the time ambiguity and to
suppress most of the frequency offset. The output of the
detection and time-synchronization processes (see Fig. 1) is
thus the received frame affected by a small residual frequency
offset fr upper bounded by 10−3, i.e. the absolute phase
offset between two chips is lower than 2π×10−3 radian [13].
The model of the frame sent to the phase synchronization
block is thus defined as Y = [y0,y1, ...,yN−1], where
yk = (y(kq), y(kq + 1), . . . , y(kq + q − 1)), corresponds
to the transmission of the sequence Pck affected by phase
rotation and corrupted by additive Gaussian noise, i.e. for
k = 0, 1, ..., N − 1, and ` ∈ 0, 1, ..., q − 1.

yk(`) = ej(2πfr(kq+`)+φ0)Pck(`) + z(qk + `). (1)

The contribution of the paper is to explain how the phase
synchronization blocks mitigates both fr and φ0.

B. Problem statement

Assuming perfect frequency synchronization, the generation
of the Log Likelihood vectors required by the NB-LDPC
decoder is based on computation that uses the real part of
the output correlation vector L (see [16] for details). Let us
assume that a residual phase error ξ affects the correlation
vector L. The real part of L will have an amplitude reduced
by a factor cos(ξ) compared to the magnitude |L| due to the
rotation by the angle ξ. This amplitude degradation translates
directly in 10 log10(cos(ξ)2) dB loss of signal energy, and
thus, the SNR. To set the idea, ξ = 0, π/64, π/16, π/9.3 and
π/4 generates an SNR degradation of 0 dB, 0.01 dB, 0.16 dB,
0.5 dB and 3 dB, respectively. When ξ = π/2, no more signal
is received. The frequency synchronization task should thus
maintain the residual phase error close to zero not to impact
significantly the receiver performance.



C. Demodulation of the received symbol

The first step is to demodulate each symbol. Let us define
Lk = {Lk(i)}i=0,1,...,q−1 as the correlation vector between
the vector yk and the q possible CCSK sequences Pi for i =
0, 1, ..., q − 1, i.e.

Lk(i) =

q−1∑
`=0

yk(`)Pi(`). (2)

By definition of (2) and (1), we have

Lk(ck) = ej(2πfrkq+φ0)
q−1∑
`=0

ej2πfr`Pck (`)
2 +

q−1∑
`=0

z(qk + `)Pck (`)

= ej(2πfrkq+φ0) 1− ej2πfrq

1− ej2πfr
+ Zk,

= ej(ωk+θ)
sin(πfrq)

sin(πfr)
+ Zk,

(3)
where ω = 2πfrq, θ = φ0+πfr(q−1) and Zk the summation
of q independent samples of an AWGN noise of standard
deviation equal to σ, i.e., Zq is Gaussian noise with zero
mean and standard deviation

√
qσ. In the absence of noise

(i.e. Zk = 0), the phase of Lk(ck) is equal to Θk = ωk + θ.
Note that Θk is the equation of a straight line in the phase
domain, as shown in the black solid line of Fig. 2.

Let dk be the symbol hard decision of the non-coherent
demodulation process, so dk is defined as

dk = argmax
i=0,1,...,q−1

{|Lk(i)|}. (4)

From dk, the corresponding correlation value can be defined
as

γk = Lk(dk). (5)

Thus, in case of correct decision, i.e., when dk = ck, γk is
equal to Lk(ck) given in (3). In case of wrong decision, we
have

γk = ej(ωk+φ0)

q−1∑
`=0

ej2πfr`Pck(`)Pdk(`) + Zk. (6)

Since by construction, < Pdk , Pck > is close to zero and
considering also that |qfr| � 1 (a reasonable assumption for
q = 64 and |fr| < 10−3), then the first term of (6) can be
considered as negligible. In that case, γk has a random phase
given by the phase of the noise term Zk of (6).

Let Γ denotes the vector containing the γk values found
in (5), i.e., Γ = (γk)k=0,1,...,N−1. Let us define Ψ =
(Ψk)k=0,1,...,N−1, where Ψk is the phase of γk for k ∈
0, 1, . . . , N − 1. We can notice from (3) that Ψk is modeled
as

Ψk = Θk + ξk, (7)

with ξk is the phase error between the exact phase Θk of
Lk(ck) in the absence of noise and the measured phase Ψk

of Lk(dk). Fig. 2 illustrates with an example the impact of
the channel on the phase of N = 60 detected symbols of
a QCSP frame. The channel is an AWGN with SNR of -10

dB, the residual frequency offset is fr = −3.8507 × 10−5

and the initial phase is φ0 = 0.5152. Two different sets of
phases can be observed: 1) the phases Ψk of wrongly detected
CCSK symbols (dk 6= ck) represented by the shaded red
circles. According to (6), those phases are independent with
the real phase Θk; 2) the phase Ψk of correctly detected CCSK
symbols (dk = ck) that are correlated with Θk (see gray area
in Fig. 2).

Fig. 2. Phase offsets effect due to the channel Ψk , real phase offsets Θk ,
direct method estimation Θ̂k and parametric method Θ̃k .

In case of wrong decision, the PDF fξ of the phase error ξ
can be modeled as the PDF of the uniform distribution over
the interval [−π, π], i.e. fξw(x) = 1

2π for x ∈ [−π, π] and 0
otherwise (see Fig. 3.a, .b).

In case of correct decision, the PDF can be closely modeled
as the PDF of the normal distribution N(0, ρ); see Fig. 3 (blue
curves), where the variance ρ can be numerically calculated.
Thus, fξc(x) = (1/ρ

√
2π) exp (− x2

2ρ2 ) 1.
Let us assume that P0 is the probability of error in the

CCSK demodulation. Thus, fξ(x) is equal to fξc(x) with
a probability of 1 − P0, and it is equal to fξw(x) with a
probability P0, thus, in average,

fξ(x) = (1− P0)fξc + P0fξw

=
1− P0

ρ
√

2π
exp (− x2

2ρ2
) +
P0

2π
,

(8)

when x ∈ [−π, π], and 0 otherwise. This distribution is shown
in Fig. 3-b.

As an empirical verification of the previous theoretical anal-
ysis, a Monte Carlo (MC) simulation of 106 CCSK symbols
ck at SNR = −10 dB has been considered. Fig. 3-a illustrates
the experimental phase distribution fξ(x) (black curve) as well
as its components (1 − P0)fξc (blue curve) and P0fξw (red
curve). Fig. 3-b illustrates the theoretical counterparts.

1Formally, fξc (x) should be defined over [−∞+∞]; since ρ < π, fξc (x)
will be given at 0 outside [−π, π] and the required normalization factor is
approximated to 1.
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Fig. 3. Distribution of ξk at -10 dB where P0 = 0.2375 and ρ = 0.32, (a):
MC-simulation, (b): Theoretical.

III. PHASE SYNCHRONIZATION WITH DIRECT METHOD

This section discusses the DM to estimate the phase offset
of the received frame. According to (3), the vector Γ is a
pure sinusoidal vector of length N , with unknown frequency
ω/(2π) and an unknown initial phase θ that is corrupted by
an AWGN. The estimation of ω and θ is a classical problem
of signal processing. First, ω is estimated as ω̂ thanks to the
near ML estimator using FFT given in [14]. Then, from the
estimated value ω̂, the estimation of the initial phase θ̂ is given
as

θ̂ = Phase

(
N−1∑
k=0

γke
−jω̂k

)
. (9)

From ω̂ and θ̂, the phase of the kth symbol is estimated as
Θ̂k = ω̂k + θ̂. The values of Θ̂k, k = 0, 1, . . . , N − 1 are
shown by the red dashed line in Fig. 2. One can note that,
by construction, the difference between the estimated phase
Θ̂k and the real phase Θk is maximized for k = 0 and/or
k = N − 1.

The GA of the frequency and initial phase estimation is
similar to the DM, except that Γ = (Lk(dk))k=0,1,...,N−1 is
replaced by the vector (Lk(ck))k=0,1,...,N−1, i.e., all decisions
are assumed to be correct. The GA method gives the optimal
estimation ω̃ and θ̃ of ω and θ respectively. The corresponding
phase for the kth symbol is thus Θ̃k = ω̃k + θ̃.

To compare the performance of the DM with the GA
method, 104 QCSP frames of length N = 60 over GF(64)
have been transmitted at an SNR of -10 dB, with each frame
affected by a random frequency offset between [−10−3, 10−3]
and a random phase offset. For each received frame, ω and
θ are estimated based on DM and GA method. Fig. 4.a
is a 2D plot where each point shows the phase estimation
error corresponding to the final symbol in the received frame
ΘN−1 − Θ̃N−1 as function of the phase estimation error
in the first symbol Θ0 − Θ̃0 of the same frame, calculated
based on GA method. Fig. 4.b gives the same result but
using the DM method. In both figures, the black circle is
the boundary for phase error equals 0.336 radian, which
corresponds to an SNR degradation equals to 0.5 dB (i.e.
10 log10(cos(0.336)2) = −0.4998).

The gap in performance between the DM and GA methods
is clear, where the former is not reliable and introduces a loss
of 0.5 dB (and even more than 1 dB in some cases). The next
section shows a novel approach that overcomes this problem
and allows to get a performance close to the GA approach.

IV. PARAMETRIC METHOD (PM) FOR PHASE ESTIMATION

This section proposes a new method, named PM, for esti-
mating the phase offset. This method is based on two steps.
First, a model of the PDF of each phase error is derived. Then,
a ML estimator is applied to find the parameters (ω̄, θ̄) that
the observation “explains the best”.

A. ML estimation method

In statistics, after some observed data is given, ML estima-
tion is a method that estimates the parameters of an assumed
probability distribution. This is achieved by maximizing a
likelihood function so that, under the assumed statistical
model, the observed data is the most probable. The point in
the parameter space that maximizes the likelihood function
is called the ML estimation. In QCSP system, ML estimator
can be applied to estimate the frequency and phase parameters
(ω̄, θ̄) of (ω, θ) in (3) as the following

(ω̄, θ̄) = arg max
ω,θ

(N−1∏
k=0

fξk(Ψk − ωk − θ)
)
, (10)

where Ψk = Phase(γk) as defined in (7) and fξk the PDF
associated to the phase error of the kth detected symbol.
In practice, (10) is evaluated on a discrete 2-dimensional
grid, one dimension for Θ0 = θ, another for ω. The grid
resolution of Θ0 = θ is π/32, which corresponds to a
maximum error of quantization of ±π/64, i.e., a maximum of
10 log10(cos(π/64)2) = 0.01 dB of SNR degradation. Since
θ varies from −π to π, the associated grid contains 64 values.
For the grid of ω, it is more convenient to specify the final
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Fig. 4. QCSP phase estimation errors distribution for different methods. The circle corresponds to the boundary of SNR degradation above 0.5 dB.

phase ΘN−1, since ω = (ΘN−1−Θ0)/N according to (9). In
the worst cases, θ = +π (respectively −π) and fr = +10−3

(respectively, −10−3), leading to the final phase ΘN−1 inside
the interval [−Θm,Θm] with Θm = π+2π(N−1)qfr = 8.5π.
With the same resolution as Θ0, the ΘN−1 grid contains
(2× 8.5)× 32 = 544 elements. Altogether, the 2-dimensional
grid contains 64× 544 = 3.5× 104 elements. This very high
number can be drastically reduced in practice. For example,
it is possible to search the optimal solution with a greedy
algorithm stating from the parameters given by the DM.

The quality of the PM thus relies on the quality of the
PDFs fξk , k = 0, 1, . . . , N − 1 derived in (8). This PDF
depends directly on the two parameters: the probability of
detection error P0 and the variance ρ of the phase error of
the correct symbol. In the next two sections, we propose first
a parametric estimation based on the CCSK decision process.
Then the quality of the parameters’ estimation is improved by
taking the profit of the information computed thanks to the
NB-LDPC code.

B. Dependency of fξ on CCSK score ratio R

Let sk be the index of the second-highest decision in (2),
i.e.,

sk = argmax
i=0,1,...,q−1,i6=dk

{|Lk(i)|}, (11)

and εk = Lk(sk) its corresponding value. According to [17],
the value |γk|− |εk| is related to the reliability of the decision
dk (the higher this value, the higher the reliability of the
decision dk). This difference is normalized by |gammak| to
make the algorithm insensitive to a scaling factor, thus leading
to the relative ratio Rk defined as Rk = |γk|−|εk|

|γk| . For example,
Rk = 0 means that the decisions dk and sk have same
reliability, thus dk is not a reliable decision. On the contrary,
Rk close to one indicates a very reliable decision since a high
peak exists due to the matched correlation process. This is
confirmed by a MC simulation done over 108 QCSP frames
of length N = 60, q = 64 at SNR = -10 dB. The probability
of error P0 is estimated as a function of R. As shown in Fig.

5, P0 decreases from 0.83 when R = 0 down to 10−5 when R
get closed to 0.62. The variance ρ has smaller variation effect
when conditioned to R. It decreases from 0.31 when R = 0
down to 0.21 for R = 0.6.
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Fig. 5. P0/R and ρR as function of R, at SNR = -10 dB.

In the sequel, P0/R(R) and ρR(R) will denote the PDF
parameters values of fξ/R conditioned to the observed value
of R.

C. Dependency of fξ on the NB-LDPC code

The probability of error P0/R can be further enhanced
thanks to the information given by the NB-LDPC code, giving
a new estimation denoted P0/R−code.

Let us first describe some features of the NB-LDPC code
defined by the PCM H of N −K rows and N columns. The
code is assumed to be regular, with weights dv = 2 columns
and dc = 3 rows (Rc = 1 − 2/3 = 1/3). Let M(j) be
the set of dc = 3 variable nodes connected to the jth check
node (i.e. the non-null positions of the jth row of H) and
N (i) = {j1(i), j2(i)} the set of dv = 2 check nodes connected
to the ith variable node (i.e. the non-null positions of the ith



column of H). The jth Parity Check (PC) equation for a
vector D = (d0, d1, . . . , dN−1) is defined as∑

i∈M(j)

h(j, i)di = 0, (12)

where h(j, i) is an element in matrix H at index (j, i).
In the absence of decoding error, D is a codeword and

thus, all the PCs are fulfilled. On the other side, if decoding
errors exist, some PCs will not be fulfilled. The idea here
is to perform one decoding iteration of the code with the
hard decision vector D. This decoding iteration generates
dv = 2 check to variable messages for each variable node. Let
Mj1(i)→i and Mj2(i)→i be the two messages sent by the checks
j1(i) and j2(i) to the variable node i. Those two messages are
defined, for x = 1, 2, as [18]:

Mjx(i)→i = h(jx(i), i)−1
∑

i′∈M(jx(i)),i′ 6=i

h(jx(i), i′)di′ ,

(13)
where di is the intrinsic decision to variable node i.

To lighten notation, index i is omitted, and (M1, M2) denote
the two check to variable node messages defined in (13). The
3 equality tests (d = M1), (d = M2) and (M1 = M2) give
in total 8 possibilities. This information is used to re-evaluate
the reliability of the decision d, and thus, the estimation of
the probability of error P0/R−code. For example, when all the
equalities are fulfilled, the local decision is consistent with
the code structure and P0/R−code becomes very low. On the
contrary, when (d 6= M1), (d 6= M2) and (M1 = M2),
the local decision is inconsistent with the code structure and
P0/R−code increases. The exact mathematical determination of
P0/R−code as a function of R and the equality test results are
not presented due to the lack of space. Fig. 6 shows examples
of PDF fξ/R−code for several values of parameters R and
equality test results. We can figure out that probability of
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Fig. 6. fξ/R−code depending on the CCSK ratio R and Code-information,
at SNR = -10 dB.

having error close to zero is higher when R is increased and
the equality tests are satisfied.

This conditioned PDF fξ/R−code is used to determine the
parameters (ω̄, θ̄) in (10). Values of Θ̄k, k = 0, 1, . . . , N − 1
are shown as an example by the brown dotted line in Fig. 2.
Also, Fig. 4-c shows the distribution of the phase offset errors
ξ̄k, using the PM phase estimator, for k = 0 and k = N −
1 after transmitting 104 QCSP frames in an AWGN channel
of SNR = -10 dB and random phase offsets. We can figure
out that PM aided by the information of the QCSP frame
approaches the GA method.

V. SIMULATION RESULTS

This section presents the simulation results of the FEC
probability of error for a QCSP received frame, of N = 60
symbols, exposed to random phase offsets. This is imple-
mented using the different phase synchronization scenarios (no
phase synchronization, DM, PM) and the ideal case of FEC
where the frame has no phase offset. The MC simulations
are run over an AWGN channel with stopping criteria of 100
miss-corrected frames, NB-LDPC encoder with coding rate
Rc = 1/3, q = 64, initial phase offset randomly distributed
in [−π, π], and frequency shifts considered to be uniform
randomly-distributed in the boundary of ±10−3. Moreover,
the GF(64)-LDPC decoder defined in [19] is implemented
using the Extended Mean Sum (EMS) algorithm with 30
decoding iterations and nm = 20 [20]. We can see that a
NB-LDPC decoder clearly looses its good performance when
not caring about the phase offset, and looses up to 0.5 dB
when using the DM. However, when using the proposed PM
phase estimator (the blue curve) approximately maintains the
same performance of the FEC Pε as when no phase offset
does exist.
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Fig. 7. FEC with different scenarios.

VI. CONCLUSION

The paper presented a phase synchronization algorithm for
QCSP frames operating at very low SNR (−10 dB) that can
help in maintaining the FEC performance as if phase offset is
not existing. The proposed PM mitigates the phase ambiguity
based on the ML method aided by two side information



from the QCSP structure. The first information is from the
CCSK demodulation score ratios, where the ML method used
a weighted version by privileging the symbols received with
high reliability. The second information is from the NB-LDPC
code properties, thanks to the code structure.

This work will be extended in several directions in the
near future. First, a performance-complexity trade-off will
be studied. Then, performance assessment at different frame
lengths, code rates, and GF(q) will be addressed. Finally, the
different scenarios of simulations considered over an AWGN
channel will be run over the Rayleigh fading channel.
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