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Abstract
Applications dealing with images have increased recently. These include video surveillance,
pedestrians’ detection and tracking, person identification, etc. All these operations need to be
performed following a certain number of steps in which one of the most important is background
subtraction used for motion detection. Despite improvements in proposed approaches, we still
face demand for greater performances from users. In this line, ViBE algorithm has captured our
attention through the original version and one of it improvement called EFF-ViBE. While the first
suffers from two main drawbacks which are the apparition of a fictive object in movement called
ghost phenomenon as well as poor quality of results in case of complex background. The second
on the other hand while trying to solve those drawbacks introduce a great number of false pos-
itive and false negative and therefore affects the results. This paper presents an approach called
INBaSA to tackle down the previous mentioned problems. We have have introduced new fac-
tors such as the mean of temporal gradients, adaptive radius with offset value, change the pixel
counting threshold and modified the segmentation process.
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I INTRODUCTION

In most computer vision applications, the first step is to detect the moving object in a scene in
consecutive video frames. In the case of pedestrians’ detection for example, we need to know
the position of the pedestrian in the scene by using an average of images over time (Shaikh et
al., 2014). The idea is that we separate the object in movement from the static one and this
is done using a technique called background subtraction . This gave rise to the proposition of
different background subtraction algorithms that can be grouped into many categories.

A complex background appears in a situation where the targeted object cannot be read clearly
and intuitively (Dong et al., 2013). It can also be seen as a situation where clutter has been
introduced in the background (Fanfeng et al., 2013) and therefore leads to an influence on the
performance of detection algorithm. This study made us notice that more complex background
model leads to more parameters to handle, but in some cases, the estimation of the parameters
of the model can become problematic for noisy images (Barnich and Droogenbroeck, 2009).
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That is why we will focus our study on sample-based techniques which build their models from
observed pixel values (Barnich and Droogenbroeck, 2009).

The rest of the paper is organized as follows, in Section II we give details on INBaSA back-
ground subtraction method. An implementation is done in Section III and results are inter-
preted. We finish with Section IV that concludes the work by reminding the global objectives,
work done and gives some reflexions which could be explored in the future.

II PRESENTATION OF INBASA BACKGROUND SUBTRACTION TECHNIQUE

We present in this section the details of INBaSA approach. The major modifications are the in-
troduction of mean of temporal gradients (mTG), which leads to the modification of parameters
such as the adaptive radius as well as the number of frames to initialize the background. Since
it is still a ViBE based approach, it has the three well known phases which are the initialization
phase, the segmentation phase and the update phase. The introduction of the mean of temporal
gradients was inspired by the work of (Murari et al., 2018) which enables to locate stable and
unstable regions in a video. We are going to detail that in the following sections.

Since INBaSA is a ViBE-based algorithm, it overall functioning follows the ViBE schema
which consists of three parts namely background model initialization, background segmen-
tation and background model update. Here we try to introduce and modify the adaptive radius
according the stable and unstable parts in the scene determined using the mean of temporal
gradients which is computed as follows. Let Ik be a video frame of size P × Q at time k in a
video stream {Ik}Vk=1. The pixel coordinates of image Ik is represented as Ik(a, b) ∀a ∈ [1, P ]
and ∀b ∈ [1, Q] and V is the length of the video. Then mTG can be computed using Equation 1.

mTG(a, b) =
1

Fs − 1

Fs∑
k=2

|Ik(a, b)− Ik−1(a, b)| (1)

where Fs is the total number initial frames selected for parameter initialization.

As it can be seen on Figure 1, the steps are the same as it is in EFF-ViBE with the difference
that rather than using dmean, εc, εd and σ to compute the adaptive radius, we instead use the
mTG value for each pixel because it helps us to determine the stable and unstable region in the
scene. The others parameters such as the number of samples, the counter parameter, the change
parameter will still be used. Let us now look those steps in details.

2.1 INBaSA Background model initialization

The following three techniques were used. Firstly, the ViBE initialization process that models
each background pixel with N sample values taken from their direct neighborhood. Secondly,
the first n frames were used to compute the mean value of each pixel and this value added to
the sample values to have N + 1 sample values so as to have a pixel modeled by

M = {v0(x), v1, v2, ..., vN} (2)

where

v0(x) =
1

n

n∑
t=1

vt(x) (3)
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Figure 1: General architecture INBaSA approach

However the value of n has been set to 300 rather than 30 as in EFF-ViBE. The following
equation is used for any given pixel x.

Rad(x) = mTG(x) + α (4)

where α represents the matching threshold value when comparing pixel values to have the
number of matching pixels in the circle of radius R and in the case of ViBE algorithms the
value in practice is equal to 20 Also mTG is computed using Equation 1.

2.2 INBaSA Background segmentation

The segmentation process follows the same steps as it is in ViBE with additional parameters.
Therefore, using some notations that is B(x), being the value of the pixel x in matrix B where
it is equal to 0 if x is a background pixel and 255 if x is a foreground pixel, the following rules
are applied for classification :

B(x) =

{
0 , if U≥ Umin and vt(x) ∈ ST (v0(x))

255 , else (5)

U =
∣∣SRad

(vt(x)) ∩ {v1, v2, ..., vN}
∣∣ (6)

Where vt(x) is the value of pixel x at time t

T =

{
Rad, if σ ≤ β ∗Rad

σ/β, else (7)
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σ =

√√√√ n∑
t=1

(vt(x)− v0(x))
2 (8)

The values of Umin and β are maintained to 2 and 3 respectively.

2.3 INBaSA Background model update

Using the same assumptions of ViBE algorithm, we update our model. The first one considers
that background pixels in the neighborhood share the same temporal distribution and that a
newly sample value of pixel added to the background model should also update the pixels
models in their respective neighborhood leading to the use of the same memory-less update and
the time sampling policy .

Secondly, the same pixel counting mechanism that classifies a pixel that stays in foreground
within K consecutive frames as background pixel is used leading to:

B(x) =

{
0 , if count(x)>countermax

B(x) , otherwise (9)

count(x) = {count(x) + 1, ifB(x) = 255

andcount(x) ≤ countermax

0, ifcount(x) > countermax

(10)

Finally σ, v0(x) and dmean are updated using the following equations.
n+1∑
t=2

vt(x) =
n∑

t=1

vt(x) + vn+1(x)− v1(x) (11)

n+1∑
t=2

(vt(x))2 =
n∑

t=1

(vt(x))2 + (vn+1(x))2 − (v1(x))2 (12)

Denoting by vt0(x), σ
t, vt+1

0 (x) and σt+1 the value of the cumulative mean and standard deviation
at time t and t+ 1 respectively, its update will be done following

vt+1
0 (x) =

1

n

n+1∑
t=2

vt(x) (13)

σt+1 =

√√√√(n+1∑
t=2

(vt(x))2

)
− (vt+1

0 (x))2 (14)

In addition, to compute at any moment the value of mTG, we need to keep track of pixel
differences, that why a matrix M , containing the sum of differences used to compute mTG
values. So to update this matrix value for each pixel we need to remove the first difference and
add the new one that is for a given pixel x:

Mt+1(x) = Mt(x)− |I2(x)− I1(x)|+ |It+1(x)− It(x)| (15)

Where

Mt(x) =
n∑

k=2

|Ik(x)− Ik−1(x)| (16)
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Table 1: Parameters used in our implementation

Parameters values
Number of frames (n) 300

Umin 2
β 3

Time sampling ϕ 16
countermax 50

εc 0.08
εd 0.35
δ 6

III IMPLEMENTATION

We have used C, C++ languages for the implementation of the proposed algorithm. Once the
source code compiled we used a wrapper to create an executable in python for all algorithms
used in the test phase. This was to benefit from powerful functions to handle images found in
libraries such as OpenCV, numpy, Images etc. This was done on a Linux operating system,
more specifically on Fedora 31. The dataset used to measure the performance of the algorithms
is the one provided by changedetection.net dataset (Yi et al., 2014), and the parameters used for
our simulation are gathered in Table 1

Since it is ViBE-based approach, we have adapted the code (Laugraud, 2014) to implement IN-
BaSA approach. The algorithms implemented and tested were respectively original ViBE(only
test) (Barnich and Droogenbroeck, 2009) , EFF-ViBE (Fute et al., 2019) and INBaSA. We have
also compared the results with popular background subtraction algorithms such as Euclidean
distance (Kamal et al, 2017), Mixture of Gaussian (MoG) (Stauffer and Grimson, 1999) , Ker-
nel density estimation (KDE) (Elgammal et al., 2002), self organized background subtraction
(SOBS) (Kamal et al, 2017) and SUBSENSE (St-Charles et al., 2014).

To measure the performance parameters, we have used the source code available on changeDe-
tection.net platform. Since the objective was to highlight the differences in results obtained by
the proposed INBaSA and other ViBE related algorithms and we have used the results published
on their platform for the other algorithms. The following results were obtained.

3.1 Fast elimination of ghost phenomenon

The first drawback of the original ViBE algorithm was the presence or the apparition of the ghost
phenomenon when the initial frame used to construct the background model was containing
a moving object. To initiate a solution for this problem we proposed in (Fute et al., 2019)
to use the n first frames to initialize the background and it has shown to give better results
with a possibility of improvements. It is in this view that we come with this improvement by
introducing the mean of temporal gradient and use 300 frames rather than 50 to initialize the
background model. The general remark is that the shadow if first of all globally reduced, this
can be seen on different 1900th and 2000thframes where the quantity of shadow is significantly
reduced for INBaSA approach compared to the other ViBE based approaches namely ViBE and
EFF-ViBE. Secondly, INBaSA surpasses the previously improved EFF-ViBE in the sense that
at frame 2100 while we still have some noise created by the ghost phenomenon in EFF-ViBE
(even if it is significantly reduced already), it has completely been removed in INBaSA which
can be seen as an improvement.
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Figure 2: A target moves from a stationary position (winter Drive way). (a) the 1900th, 2000th, 2100th,
2200th frame; (b) ground truth images provided by the dataset; (c) the detection results of the original
ViBE; (d) the detection results of EEF-ViBE approach; (e) the detection results of INBaSA proposed
method.

3.2 Effect of adaptive radius

The second challenge was to adapt the radius to the variability of the background model in other
to have a more efficient segmentation mechanism. For that, we have proposed an adaptive radius
principle in ref74 that adapts the radius according to certain factors εc, εd and δ notably. The
same philosophy is adopted in INBaSA using now the introduced mean of temporal gradient
and has proven to be more efficient.

3.3 Measure of performances

Here, we have recorded F-measure of eight algorithms: the original ViBE algorithm (Barnich
and Droogenbroeck, 2009), EFF-ViBE (Fute et al., 2019) algorithm, the proposed INBaSA
method and some challenging algorithms such as Euclidean distance (Kamal et al., 2017), MOG
(Stauffer and Grimson, 1999), KDE (Elgammal et al., 2002), SOBS (Kamal et al., 2017) and
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Figure 3: Effect of the adaptive radius (canoe). (a) the 600th, 900th, 960th, 1040th frame; (b) the real
background corresponding with (a); (c) the detection results of the original ViBE; (d) the detection results
of improved version EEF-ViBE approach; (e) the detection results of INBaSA proposed method.

SUBSENSE (St-Charles et al., 2014). The results are shown in Table 2. In each case, the best
value is highlighted on a single row using bold and underlined font style while the second-best
value is highlighted using underlined font only.

The datasets used are those of CDNet 2014 and to have the results we have used the utilities code
available on change detection platform to compute those values. The process is as follows, we
use the python file ProcessFolder.py to execute the algorithm chosen. Note that this process was
used to compute values for ViBE based approaches namely ViBE, EFF-ViBE and INBaSA. For
the other algorithms, we have just taken the values presented on the changedetection platform.
Mathematically, the precision Pr, recall R and the F-measure F are computed using the formula

precision : (Pr) =
TP

TP + FP
(17)

Recall : (R) =
TP

TP + FN
(18)
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Table 2: Recapitulating table of F-Measure

Category Euclidian MoG KDE SOBS SUBSENSE ViBE EFF-ViBE INBaSA
Bad weather 0.670 0.740 0.757 0.684 0.861 0.620 0.768 0.802

Low F.R. 0.501 0.506 0.547 0.464 0.644 0.451 0.556 0.563
Nignt V 0.385 0.396 0.436 0.446 0.559 0.383 0.3400 0.400

PTZ 0.039 0.104 0.036 0.138 0.347 0.102 0.247 0.217
Turbulence 0.413 0.416 0.447 0.158 0.779 0.796 0.527 0.794

Baseline 0.872 0.838 0.909 0.608 0.950 0.786 0.766 0.828
Dynamic B. 0.508 0.632 0.596 0.161 0.817 0.617 0.576 0.720
Camera J. 0.487 0.567 0.572 0.414 0.815 0.607 0.635 0.680

Intermittent O.M. 0.489 0.532 0.408 0.302 0.656 0.243 0.425 0.491
Shadow 0.611 0.723 0.766 0.752 0.864 0.724 0.731 0.740
Thermal. 0.631 0.654 0.742 0.409 0.817 0.509 0.511 0.618

F −measure : (F ) =
2 ∗ Pr ∗R
Pr +R

(19)

where TP denotes the number of foreground pixels truly classified as foreground, FP denotes
the number of background pixels wrongly classified as foreground and FN the number of
foreground pixels wrongly classified as background.

Observing Table 2 , INBaSA outperforms EFF-ViBE with a percentage of 90.90% that is 10
categories on 11 except PTZ. For SUBSENSE, this outperforming percentage will be 9.09%
that is 1 category (turbulence) on 11. The comparison with the rest of the algorithms gives a
percentage of 54.54% that is 6 categories on 11. It is important to mention that, even though
SUBSENSE has good results it is not yet suitable for real time applications in the sense that
it takes greater time for it execution. If we take the example in our experiment we notice that
SUBSENSE has an average speed of 16fps while INBaSA has an average speed of 58fps. It
therefore means that INBaSA is more suitable than SUBSENSE as far as real time applications
are concerned. The average speeds were determined as followed; under the same experimental
conditions, different algorithms are executed on the same number of frames. At the end, the
total execution time of each algorithm is divided by the total number of processed frames.

fpsalgorithm x = execution time of x/total number of processed frames (20)

IV CONCLUSION

In this study, we have demonstrated that ViBE background subtraction algorithm can be better
improved. For this purpose, we introduced three main mechanisms which are the mean of
temporal gradient(mTG), the adaptive radius with offset value and the modification of pixel
counting threshold and called the new algorithm INBaSA. This led to a modification of the
initialization process as well as the segmentation process. We did experiments to verify the
theory stated followed by a quantitative as well as a qualitative analysis of this result. This
analysis has proven that INBaSA outperforms the EFF-ViBE with an overall percentage of
90.90%. In addition the INBaSA algorithm has been compared some popular algorithms and
outperforms them as well with an overall percentage of 54.54%. So it can be said with evidence
that the objective has been attained. However, the overall percentages are not yet of 100% so
the approach needs to be further improved. So for further studies more investigations will be
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made in this view with the possibility of integrating machine learning/ deep learning approaches
since it has been proven to gain interest in the field of background subtraction. Also, we intend
to explore other features that can be taken into consideration to improve ViBE algorithm such
as texture, RGB + depth as well as some feature schemes like pool of features calculated using
algorithms such as KDE.
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