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Abstract—Wifi fingerprinting using received signal strength
has been widely studied for indoor localization. Classic similarity-
based methods like weighted K-nearest neighbor (WKNN) loc-
alize targets by searching the best matching fingerprint in the
dataset. Performance of these methods suffers from RSS variance
and they are slow under a large size of fingerprint dataset. In this
paper, we propose a WKNN localization strategy using k-means
clustering radio mapping to improve localization precision while
mitigating computational complexity.

Index Terms—Indoor localization, WiFi fingerprinting, RSS,
k-means clustering, WKNN

I. INTRODUCTION

With rapid development of Internet of Things (IoT), the
need of location based services such as asset management,
routing, and equipment positioning has also grown overtime.
Global Positioning System (GPS), which supports a large
number of location based applications is not adapted for indoor
environments due to signal attenuation and scattering caused
by walls and other obstacles[1]. Therefore, indoor localization
system becomes an area of interest.

Localization can be performed using fingerprinting ap-
proach which exploits the mapping between measurements
and positions[1], [2]. The process of fingerprinting includes
an offline training phase and an online localization phase.

Received signal strength (RSS) is a commonly used feature
for fingerprinting. However, it is easily affected by envir-
onment factors and it fluctuates even in the same position
[3]. One way to address RSS variance problem is to use
probabilistic approach. A. Haeberlen et al. [4] proposed a
Gaussian fit sensor model, which is robust against untrained
fluctuations. Another way to compensate is to sample multiple
times in the same reference point (RP) over a long period of
time. With redundant measurements, M. Adriano et al. [5]
proposed to only use the minimum feature distance between
test sample and all RSS samples at the same RP for WKNN
which ensures that each RP will only contribute with the best
similarity value.

Even though sampling RSS multiple times can provide
more information for localization, a large fingerprint database
not only results in high power consumption but also long
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processing time during online phase especially for similarity
based methods like WKNN [6]. Improving accuracy and re-
ducing computational complexity are two important directions
of current localization studies [7].

Many methods are proposed to reduce the dataset used
for similarity comparison mainly by reducing the number of
fingerprints or the dimension of each sample. Radio mapping
methods compress radio database during the offline phase. A.
Arya et al. [8] used hierarchical clustering on the entire dataset
taking into account both the location and the radio components
of samples. S. G. Lee et al. used k-means clustering to
reduce redundant measurements on each RP [9]. Clustering
methods divide the entire radio map into clusters during offline
phase and localize the TP inside the most relevant cluster [7].
Reduction of dataset can also take place during the online
phase by filtering the radio map for relevant RPs [10]. AP
selection and data quantisation use prior knowledge to reduce
sample dimension [10], [11]. Feature selection methods like
Principle Component Analysis (PCA) technique recover the
low-rank matrix from a noisy RSS matrix [12]. Deep neural
network such as auto-encoder can also be used to reduce the
dimension of feature vectors [13].

In this paper, a strategy combining radio mapping based
on k-means clustering and WKNN algorithm is proposed
aiming to improve localization efficiency while maintaining
accuracy. To further reduce fingerprint data size, a variant of
the proposed method is also introduced, adding an extra spatial
filtering step. The remainder of the paper is organized as
follows: Section II presents notations and system model. The
proposed improved WiFi fingerprinting method and its variant
are presented in Section III. Section IV presents numerical
results for performance evaluation, and Section V concludes
the paper.

II. SYSTEM MODEL

We consider an Area of Interest (Aol) with R fixed reference
points {RPT}f"=1 with known coordinates (z,,y,) and M fixed
access points {AP",,}%:1 whose positions are not specified.
A RSS sample of an arbitrary point on the AOI would be
a vector of size M x 1 constituted by the Received Signal
Strength Indicator (RSSI) of all M APs. Let’s assume that at
each RP several measurements were taken, where the number



of measurements are represented by {N,}2_, and we define
the total number of RP measurements as N = > N,..

At test point ¢, RSS sample is taken forming a vector of
size M. Sample distance between samples i and j is given by:

M
> (RSSIM — RSSIM™)2. (1)

m=1

ds;j =

Based on the fact that for each RP, has IV,. RSS samples, sim-
ilarity is employed to identify the smallest distance between
all N,. RSS samples and the given test sample:

$p.q = min{ds; ,} V7. )

Similarity-based localization algorithms search the best
matching fingerprint on the training set. For each test sample,
K RPs with highest similarity are selected whose coordin-
ates denotes as (xg,yr) (kK = 1,..., K). WKNN algorithm
estimates TP coordinates as a weighted average of these
selected RPs. The weight is chosen as a decreasing function
of similarity assuming that RP with higher similarity is closer
to the TP. In this paper, the weight of RP}, is chosen as:

1
W = —5—

k=1,..
si}q ( ’

L K). (3)

The estimated TP coordinates are obtained as:

K
N Zk:l WrTk
Iq = Kk
ZkZI Wi (4)
K
Go = Zk:l WEYk
q — K .
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The number of K should be chosen considering the trade-
off between accuracy and complexity. Assuming the true
coordinates of TP, is (z4,y,) € AOI, then we can obtain
the error of localization as:

errg = \/(5511 —2g)% + (Jg — yq)* 5)

III. METHODOLOGY

In this section, a radio mapping scheme aiming to improve
localization efficiency by reducing the number of fingerprint
samples and details of the localization strategy are presented.
A block diagram of the proposed fingerprinting method and
its variant in dashed line is shown as Fig. 1.

First, fingerprint samples measured at the same RP are put
into the same group. Then using k-means algorithm each group
of samples is divided into a certain number of non-overlapping
clusters. For each cluster, one representative sample will be
obtained, forming a new fingerprint set that is smaller and
more robust to noise and signal fluctuation.

For k-means algorithm, the number of clusters kc is a
parameter that should be determined before using. Choosing
kc is often a decision based on prior knowledge, assumptions,
and practical experience which is difficult when the data has
many dimensions[14].
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Figure 1. Block diagram for the proposed localization method

Given a certain value of kc, a global silhouette index Sy .
for RP, is defined to evaluate the quality of clustering [15].
First, we consider a RSS sample 7 in the p-th cluster C),
with n,, samples. Using sample distance definition (1), a(?)
is defined as the mean distance between this sample and other
samples in the same cluster shown as:

1

np — 1

p

> dsiy for il €Cy. (6)
il

Then we define the mean distance between sample i and
another cluster C),s of the same reference point with 7,
samples shown as:

a(i) =

n.
1 P

> dsi; for i€CypandjeCy. (7)
D’ j=1

de(i, Cp) = -

Let us also denote by b(i) the smallest of these distances:
b(i) = min dc(i, Cp) (8)
p'#p

The cluster C), that presents the lowest distance represents the
most probable cluster to consider the RSS sample ¢ other than
cluster Cy,. A silhouette index is defined to describe relative
similarity between sample ¢ and its closest other cluster:

b(i) — ali
sy - bi) —ali)
maz(a(i), b(7))
A global silhouette index S, i for RP, is defined as the mean
value of S(7) considering all RSS samples of this RP. A large
Sy kc indicates that samples are well clustered.

(€))



To determine the optimal value of cluster number kc,
inspired by [9] we perform k-means clustering on each RP
with kc as an integer value that varies from 2 to 6 and
then the final cluster number of RP, is chosen as the one
that maximizes S, .. Once cluster number kc for a RP is
determined, kc representative samples can be obtained from
these clusters as weighted centres and silhouette index S(7)
serves as the weight. A weighted average allows well classified
samples in the cluster to contribute more to representative
samples.

After radio mapping, N (2R < N’ < 6R) number of
representative samples are generated. Since N’ depends only
on the RP number R and the range of kc we set, using this
representative sample set with limited size, the complexity of
WKNN is also limited.

A step of spatial filtering is added before WKNN localiza-
tion as a variant of the proposed method to further reduce the
size of fingerprint dataset. For each test sample, spatial filtering
selects a subset of RPs that are spatially relevant to the TP
using AP coverage information. A binary AP coverage vector
is generated for each point as I = [I'...I™], where I"™ = 1 if
the RSS reading from AP,, is greater than receiver sensitivity
for at least 90% of the time[10]. Hamming distance is then
computed for AP vector of all RPs and TPs. For a TP, only
RPs with distance smaller than a threshold aM (0 < o < 1)
are taken for localization.

IV. PERFORMANCE EVALUATION

In this section, two datasets are used for performance eval-
uation, a simulated fingerprinting dataset and an open access
dataset UjilndoorLoc. Two other localization methods as well
as another radio mapping method are taken for comparison.

A. Datasets for simulation

A simulated dataset is generated based on Friis Radiation
Propagation model noted as dataset 1. 9 APs with fixed
position are deployed evenly on the surface of 200%200 meters.
1600 reference points are spread in a grid of 5 meters and
for each RP 10 RSS samples are generated. To evaluate the
localization method, 500 test points are randomly selected on
the surface, each with one RSS sample. A Gaussian white
noise with SNR of 100dBm is added to both training and test
set.

Dataset 2 is a public assess localization database Ujilndoor-
Loc with 520 APs over 3 buildings [16]. RSSI is represented
as negative integer values ranging from -104dBm (extremely
poor signal) to OdBm. In this dataset positive default value
100 is used to denote when an AP was not detected. This
value does not reflect the received signal strength or distance
to the AP but it will greatly affect the calculation of similarity.
A range of other values are considered as replacement[5]
and for the proposed method (kK = 3 for WKNN) the best
results are achieved with —95 as shown in Table 1. Noted
that in this dataset, position information of each point is
given as longitude, latitude, floor and building ID. To calculate

positioning error, the vertical axis is normalized considering a
floor height of 4 meters.

Table T
IMPACT OF DEFAULT RSS VALUE ON THE PROPOSED METHOD

def RSS(dbM) | Building acc(%)  Floor acc(%)  Position error(m)
100 99.19 75.52 13.51
-85 98.47 91.18 13.49
-95 99.46 91.27 8.62
-105 99.82 89.83 9.01
-115 99.82 88.12 9.89

B. Comparison to prior work

In this section, performance of the proposed method and its
variant is compared to other radio mapping and localization
methods. WKNN proposed in [5] is applied to the entire ori-
ginal fingerprint dataset. Method proposed in [9] use k-means
clustering method to produce representative samples for each
RP then use NN for localization. Average linkage hierarchical
clustering is used as comparison for radio mapping which is
suggested to outperform k-means clustering under big cluster
number [8]. Noted that k-means radio mapping in the proposed
method is different from the one compared in [8]. The former
one is conducted on samples of the same RP whereas the latter
one is used directly on the entire fingerprint dataset. Variant of
the proposed method adds a step of spatial filtering after radio
mapping to further reduce sample number for localization.

Comparative methods as well as their computation complex-
ity zuo2008kernel, [17] are shown in Table II. Note that M
is the number of APs while N, N’ and N (N > N’ > N")
corresponds to the number of original RSS samples, generated
representative samples and filtered samples. K is the parameter
for WKNN. kj, is the number of clusters for hierarchical
clustering. kc and L is the number of clusters and iterations
preset for the k-means.

Table II
COMPARATIVE METHODS

Computational complexity

Method Offline Online
WKNN [5] - O(MN + KN)
k-means+NN [9] O(MNLkc) O(MN’ + N')
Hierarchical clustering+NN [8] | O(MNZ?ky) O(MN’ + N')
Proposed method O(MNLk¢) O(MN’ + KN')
Proposed method* O(MN Lk¢) O(N' + MN" + KN'')

By taking more neighbor RPs into account, WKNN has
slightly higher complexity than NN. From the expression of
complexity we can see that reducing data size has a direct
impact on WKNN efficiency for the online phase. For the
proposed method, given a defined range of cluster number
kc, for example, from two to six, the size of representative
fingerprint set 2R < N’ < 6R gives maximum complexity of
the WKNN as O(M6R + K6R). N’ depends on RP number
R as well as the preset range of kc and it does not grow with



the number samples taken at the same RP making the gain
on localization efficiency more significant with more samples
taken at each RP. By adding spatial filtering step, complexity
for WKNN is further reduced with the cost of some extra
operations for filtering during the online phase. The overall
complexity for proposed method’ is smaller than the proposed
method if the size reduction of filtering is big enough.

C. Simulation results

For the proposed method and its variant, parameter k for
WKNN and spatial filtering threshold o need to be tuned first
to achieve better performance.

Localization performance of WKNN with and without k-
means radio mapping under different value of & is shown in
Fig. 2 in which average error 1 corresponds to the mean error
of all the samples in the validation set whereas average error 2
considers only the error of samples who are correctly classify
for buildings and floors. On both datasets, when k is small,
the localization error reduces as k increases. On dataset 2,
localization error increases after a certain value of &£ which is
different from dataset 1 where the radio map is more ideal. To
balance between accuracy and complexity, k¥ = 3 is chosen for
further simulations. Also, the performance of both methods
are quite close if the value of k is well chosen meaning
that using k-means clustering can reduce the complexity for
WKNN without compromising the performance too much.

Performance of k-means+WKNN and WKNN in dataset 1
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Figure 2. Performance of k-means+WKNN and WKNN

Spatial filtering parameter « affects the number of samples
filtered for localization. With a larger value of «, more
fingerprints will pass through the filter and o« = 1 corresponds
to no filtering. Since spatial filtering depends on AP coverage
information and all samples in dataset 1 have the same AP
coverage, proposed method’ is only applied on dataset 2.

Table III presents impact of o on localization performance
in which the ratio of filtering is defined as the ratio of sample
number after and before filtration. As the the value of «

increases, more survey points are kept after the filtering step
and hence smaller localization error. Since dataset 2 is quite
sparse, a small value of « already lets a large percentage of
samples pass the filter but if the value is below 0.05, all points
are filtered out and it is unable to perform localization. In this
section, o = 0.06 is chosen for simulations.

Table III
IMPACT OF oo ON PERFORMANCE OF THE PROPOSED METHOD’
« Mean error(m)  Ratio of filtering(%)

0.05 - 0

0.06 8.73 45.52
0.08 8.54 74.34
0.1 8.54 91.51
0.2 8.54 99.62

Then performance of the proposed and comparative methods
is compared on both datasets. Mean error, building and floor
classification accuracy as well as data size for localization
are shown in Table.IV while Fig. 3 presents the distribution
of localization error. For comparison, the maximum cluster
number for hierarchical clustering is set to be the same as
the number of representative samples generated using k-means
clustering.

Table IV
PERFORMANCE OF THE PROPOSED AND COMPARATIVE METHODS

Mean error(m) Building(%) Floor (%) Data size
Dataset 1
NN 2.44 16000
WKNN 1.45 16000
k-means+NN 2.44 9557
HC+NN 2.44 9557
Proposed method 145 - 9557
Dataset 2
NN 8.82 99.64 91.18 19861
WKNN 8.39 99.64 91.18 19861
k-means+NN 9.15 99.55 91.09 4202
HC+NN 15.10 74.62 54.28 4202
Proposed method 8.54 99.55 91.09 4202
Proposed method‘ 873 99.64 91.18 1775

As we can see, in both datasets, adding a radio mapping step
effectively reduces the data size for localization by 40% and
78%, respectively. Besides the gain in efficiency, radio map-
ping step does not improve localization performance. Adding
k-means clustering, mean localization error only increase
slightly comparing to only using NN or WKNN. Hierarchical
clustering on the other hand, results in a significant decrease
in terms of performance and it is also with high complexity
as shown in Tablell above. Results on both datasets also show
an improvement of localization error using WKNN instead
of NN. On dataset 1, mean error is reduced by 1 meter using
WKNN. Comparing the proposed method to k-means+NN, the
use of WKNN for localization leads to a mean error that is
0.6 meter smaller.

By combining k-means radio mapping with WKNN, the
proposed method finds a way to balance between efficiency



Error distribution on Dataset 1

c

S .

>

o

=08

R

©

§ 0.6

5

0 04 ——#— WKNN

2 ——+—— k-means+NN

(_g 02 HC+NN

g 0 | | . . —A—Proposed method
© o 1 2 3 4 5 6

Avergae error (m)
Error distribution on Dataset 2

c

Qo 1r

=]

Q

}5 0.8

2

506

:]C) ——d— WKNN

o 04 ——+— k-means+NN

% HC+NN

L02 —A— Proposed method
g 0 ) ) | —5— Proposed method1
© o 5 10 15 20 25 30

Avergae error (m)

Figure 3. Cumulative average error on two datasets

and accuracy. Adding a spatial filtering step in proposed
method’ further reduces the average data size for localization
by 57% with a small increase in localization error.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose a WKNN localization strategy
with limited complexity using k-means clustering based radio
mapping to improve efficiency of localization without sacrifi-
cing performance too much. This mapping scheme reduces the
complexity of WKNN by producing a new dataset with fewer
and limited number of representative samples. Simulations on
two datasets show that this mapping scheme does not improve
localization accuracy but with well chosen parameters the
increase of mean error is minor and therefore, this strategy
finds a balance between precision and efficiency.

As future work, reducing complexity can be investigated
for example by using neural network to extract feature with
smaller dimension or using clustering methods to further
divide the feature space into smaller subareas.
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