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STATISTICAL TEST FOR AN URN MODEL WITH

RANDOM MULTIDRAWING AND RANDOM ADDITION

Abstract. We complete the study of the model introduced in [11]. It is a two-color urn model
with multiple drawing and random (non-balanced) time-dependent reinforcement matrix. The
number of sampled balls at each time-step is random. We identify the exact rates at which the
number of balls of each color grows to +∞ and define two strongly consistent estimators for the
limiting reinforcement averages. Then we prove a Central Limit Theorem, which allows to design
a statistical test for such averages.

Irene Crimaldi1, Pierre-Yves Louis23, Ida G. Minelli4

Keywords. Hypergeometric Urn; Multiple drawing urn; Pólya urn; Randomly reinforced urn;
Central limit theorem; Stable convergence; hypothesis testing; Population dynamics; Opinion dy-
namics; Response-adaptive design.

1. Introduction

An urn model can be described as follows: an urn contains balls of different colors. At each time
step a number k of balls is drawn and replaced into the urn together with other balls, whose color
depends on the composition of the sample. It applies typically whenever one wants to describe a
(self-)reinforcement phenomenon in a stochastic evolution, which is the tendency to increase the
probability of an event in relation with the number of times this event occurred in the past.

We focus on urns with balls of two colors, say A and B. The first urn model was from Pólya-
Eggenberger [13] and it consists in drawing one ball at each time and returning it back into the urn
together with a balls of the same color. A variant of this model is the Friedman urn [14], where,
at each time step, a balls of the color drawn and b balls of the color not drawn are added into the
urn. A natural generalization consists in drawing more than one ball and changing the replacement
scheme at each time step. More precisely, assume that the urn contains balls of color A and B. If
Xn (resp., k−Xn) denotes the number of balls of color A (resp., color B) in the sample at time n,
the number of balls of color A (resp., B) added into the urn is AnXn (resp., Bn(k −Xn)), where
the reinforcement factors An and Bn may change over time.

This class of models has been studied by many authors in almost two decades and the usual
assumptions are that the number k of sampled balls and the number (An + Bn)k of balls added
into the urn at each step are constant (e.g. [5, 6, 16,18–23]).

In more recent models, the replacement scheme is not balanced, i.e., An + Bn change in time
and the reinforcement factors An, and Bn are random. For example, in [1, 2], (An) and (Bn) are
two independent sequences of i.i.d. random variables. Other authors have studied the case when
the sample size, denoted by Nn, is time-dependent, random and possibly dependent of the past and

1IMT School for Advanced Studies Lucca, Piazza San Ponziano 6, 55100 Lucca, Italy, irene.crimaldi@imtlucca.
it
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both colors are reinforced at each step with the same i.i.d. reinforcement factors, i.e. An = Bn for
all n (see [3, 7], that include as a particular case the model recently given in [4]).

In [11], the above models have been generalized to the case when An, Bn may be different and
eventually correlated. The purpose of this article is to complete the study of this last model by
proving additional theoretical results and providing a statistical tool for inference on the reinforce-
ment factors.

Going into more detail, in [11], the number of balls added into the urn at each time-step is
(An + Bn)Nn, of which AnXn are colored A and Bn(Nn − Xn) are colored B. The pair of rein-
forcement factors [An, Bn] is assumed to be independent from all the past until n − 1 and from
the composition of the sample at time-step n. Thinking about possible applications of the model,
this assumption of independence means that the reinforcement deals with some exogenous random
factors, not related to those in the past and external to the urn mechanism. On the other hand, the
joint distribution of the pair [An, Bn] may be whatever: the two random factors may be correlated
and their distribution may depend on n. The main object of study is the asymptotic behavior of the
urn composition. For the proportion of color A balls in the urn, almost sure convergence results,
as well as fluctuation results (through Central Limit Theorems in the sense of stable convergence
and of almost sure conditional convergence), have been proven in [11]. Specifically, two settings
have been considered. If the factors An and Bn have the same mean (equal reinforcement averages
case), the limit proportion Z ∈ [0, 1] is random without atoms and the proven CLTs provides as-
ymptotic confidence intervals for it. In the case of unequal limit reinforcement averages, i.e., when
E[An] −→ mA, E[Bn] −→ mB, with mA > mB, the proportion converges almost surely to 1: in the
present paper we identify the exact rate of convergence of such proportion towards its limit and we
show that the total number of color A and color B balls observed in the samples up to time n are
quantities of order n and nmB/mA respectively. Note that, in the applications, when convergence of
the proportion of color A balls is slow (as can be seen in some of the examples illustrated in [11]),
it could be difficult to understand whether we are in the first or in the second setting. Using the
above mentioned result we are able to define two strongly consistent estimators for mA and mB

and we prove a CLT for these estimators. We then use this result to design a statistical test for
the hypothesis mA = mB versus mA > mB.

Below we discuss some possible applications of the model to population/social dynamics and
response-adaptive designs.

Generally speaking, assume to have a population, where the units can be of two types, say A
and B. The units already present in the population are represented by the colored balls inside
the urn. At each time-step, a group (with random size Nn, possibly dependent of the past) of
units generates other units: each unit in the group generates a certain number of new units of the
same type. At time-step n, the reinforcement factors An and Bn represent the ability to generate
new units for the two different sub-populations (specific example are given below). Indeed, it is
reasonable to assume the ability to give rise to new units to be specific for each of the two sub-
populations, depend on time and on exogenous random factors. Moreover, the possible correlation
between An and Bn models the competition or the cooperation between the two sub-populations.
If one of the reinforcement factors is eventually larger in mean, then the associated sub-population
will eventually dominate. If both reinforcement factors are equal in mean then in the long-run some
random equilibrium takes place. As specific examples, one may think to bacterial populations or to
the diffusion of genetic variants of a virus, but also to examples in opinion dynamics: for instance,

• (Elections) There are two candidates, A and B, and people who have already (irreversibly)
decided who they are going to vote for. They are color A and color B balls into the urn,
that is the two sub-populations. At each time-step, a random group Nn of voters becomes
“active” and try to persuade others to adopt their same choice. The ability to persuade
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may depend on several factors (intrinsic of the voters, good campaign or reputation of the
candidate, etc.) and may change in time. Therefore, it is reasonable to assume that An and
Bn are random and eventually correlated. Here we assume that the “observable” quantities
are Nn, Xn, An, Bn, where An and Bn may be interpreted as trends associated with one or
the other choice, which can be obtained through polls, study of the specific context, analysis
of voting flows, etc.
• (Diffusion of a binary opinion through social networks) Imagine a connected population

on the internet, where communities of agents share the same binary opinion on a given
subject and grow in time through the addition of new “followers”, who support one of these
two opinions. In such communities some misperceptions may spread faster than others,
regardless of their rationality. This can generate what is called “behavioral epidemics”, i.e.,
there is a group reinforcement in adopting a given opinion (or choice) A due to a behavioral
pattern perceived by the agents. In this case, the two different opinions (A and its opposite
B) identify the two sub-populations and we expect a strong correlation between An and Bn,
where we interpret Bn as the rate at which misperception A is debunked with success. On
the other hand, choices have a cost (psychological, material): this implies that the number
Nn of “influencers” who are imitated by others is random and may depend on the past, and
the reinforcement factors An, Bn may change along time. Again, in this case we assume
that Nn, An and Bn are observable quantities: for example, on Twitter, An and Bn may be
desumed from the current number of “retweets” of comments or hashtags supporting the
two opinions.

This model can be also applied in the context of response-adaptive designs (see [17, 26, 27] for
exhaustive reviews and see [24] for an urn model without multidrawing, applied to clinical trials,
which is included in the model considered in the present paper as the very special case when the
sample-size Nn is equal to 1, E[An] = mA and E[Bn] = mB for each n). In such a design, units
enter the experiment sequentially and are allocated randomly to one out of two “treatments”, A
or B, according to a rule that depends on the previous allocations and the previous observed re-
sponses. The experimenter has two simultaneous goals: 1) collecting evidence to determine the
superior treatment and 2) biasing the allocations towards the better treatment, in order to reduce
the proportion of units in the experiment that receive the inferior treatment. The design driven by
the model considered in this paper satisfies this twice requirement when we take the reinforcement
factors An and Bn of the model as representative of the goodness of the two treatments A and B.
Indeed, if one treatment is better than the other in average, the design will allocate the units to
the best treatment with a proportion that converges almost surely to 1. When the two treatments
are equivalent, the design allocates the proportion of units with a random limit (see Remark 3.3).

As an example of application in the industry sector, think to a firm that has to select the size of
its production for two different kinds of products, say product A and product B. At the same time,
the firm wants to get information on which of the two products is more in demand by potential
buyers. The firm may perform the following design associated to our model. At each time-step n,
the total of the production of the firm is Nn. The firm decides to produce Xn products of type-A
and Nn−Xn products of type-B, according to a sampling without replacement of Nn balls from an
urn following the dynamics here described. The factors An and Bn, which will affect the decision
about the production at time-step n+ 1, are related to a market survey on the two products, con-
ducted at time-step n. The market survey can be assumed to be independent of the production of
the firm and of the previous surveys, and this justifies the hypothesis of independence for [An, Bn]
required in the model.
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The paper is organized as follows. In Section 2 we recall the model and set the assumptions.
In Section 3 we state and prove the main theoretical results. Section 4 provides the test on the
reinforcement averages. Finally, in Appendix A we prove some technical results, and, in Appendix B
and in Appendix C, we recall some auxiliary results and the definition of stable convergence.

2. Model specification

We consider the model introduced in [11]. An urn initially contains a ∈ N \ {0} balls of color
A and b ∈ N \ {0} balls of color B. At each discrete time n ≥ 1, we simultaneously (i.e. without
replacement) draw a random number Nn of balls. Let Xn be the number of extracted balls of
color A. Then we return the extracted balls into the urn together with AnXn balls of color A and
Bn(Nn − Xn) balls of color B. More precisely, we take a probability space (Ω,A, P ) and some
random variables Nn, Xn, An, Bn defined on it and such that, for each n ≥ 1, we have:

(A1) the conditional distribution of the random variable Nn given

[N1, X1, A1, B1 . . . , Nn−1, Xn−1, An−1, Bn−1]

is concentrated on {1, . . . , Sn−1} where Sn−1 is the total number of balls in the urn at
time n− 1, that is

Sn−1 = a+ b+
n−1∑
j=1

AjXj +
n−1∑
j=1

Bj(Nj −Xj); (1)

(A2) the conditional distribution of the random variable Xn given

[N1, X1, A1, , B1 . . . , Nn−1, Xn−1, An−1, Bn−1, Nn]

is hypergeometric with parameters Nn, Sn−1 and Hn−1, where Hn−1 is the total number of
balls of color A at time n− 1, that is

Hn−1 = a+
n−1∑
j=1

AjXj ; (2)

(A3) the random vector [An, Bn] takes values in N \ {0} × N \ {0} and it is independent of

[N1, X1, A1, B1, . . . , Nn−1, Xn−1, An−1, Bn−1, Nn, Xn] .

According to the above notation, the random variable Xn corresponds to the number of balls having
the color A in a random sample without replacement of size Nn from an urn with Hn−1 balls of color
A and Kn−1 = (Sn−1 − Hn−1) balls of color B. The reinforcement rule is of the “multiplicative”
type: indeed, at n ≥ 1, we add to the urn AnXn balls of color A and Bn(Nn −Xn) balls of color
B. Therefore, the total number of balls added to the urn, that is AnXn +Bn(Nn−Xn), is random
and depends on n.

Note that we do not specify the conditional distribution of the random variable Nn (the sample
size) given the past

[N1, X1, A1, B1 . . . , Nn−1, Xn−1, An−1, Bn−1]

nor the distribution of [An, Bn] (the random reinforcement factors An and Bn may have different
distributions, they may be correlated and their joint and marginal distributions may vary with n).
Several examples can be found in [11].

It is worthwhile to remark that this model includes the Hypergeometric Randomly Reinforced
Urn studied in [3, 8] (take An = Bn for all n), which in turn includes the model recently given
in [4]. In particular, two special cases are the classical Pólya urn (the case with Nn = 1 and
An = Bn = k ∈ N \ {0} for each n) and the 2-colors randomly reinforced urn with the reinforce-
ments for the two colors equal or different in mean (the case with Nn = 1 for each n and [An, Bn]
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arbitrarily random in N\{0}×N\{0}). Moreover, as told in Section 1, previous literature (we refer
to the quoted papers in Sec. 1) deals with the case when the sample size Nn is a fixed constant,
not depending on n, and/or the balanced case (constant number of balls added to the urn each time).

We set Zn equal to the proportion of balls of color A in the urn immediately after the nth update,
that is Z0 = a/(a+ b) and

Zn =
Hn

Sn
for n ≥ 1.

Moreover we set

F0 = {∅,Ω}, Fn = σ
(
N1, X1, A1, B1, . . . , Nn, Xn, An, Bn

)
for n ≥ 1 ,

and

Gn = Fn ∨ σ(Nn+1), Hn = Gn ∨ σ(An+1, Bn+1) for n ≥ 0.

By the above assumptions and notation, we have

E[An+1 | Gn] = E[An+1] , E[Bn+1 | Gn] = E[Bn+1] (3)

and

E[Xn+1 |Hn] = E[Xn+1 | Gn] = Nn+1Zn ,

E[Nn+1 −Xn+1 |Hn] = E[Nn+1 −Xn+1 | Gn] = Nn+1(1− Zn) .
(4)

Finally, we set Xn = {0 ∨ [Nn − (Sn−1 −Hn−1)], . . . , Nn ∧Hn−1} and, for each k ∈ Xn,

pn,k = pk(Nn, Sn−1, Hn−1) =

(Hn−1

k

)(Sn−1−Hn−1

Nn−k
)(Sn−1

Nn

) . (5)

For all n, set the reinforcement averages/means mA,n = E[An] ≥ 1 and mB,n = E[Bn] ≥ 1. We
will assume that the two sequences (mA,n)n and (mB,n)n respectively converge to mA < +∞ and
mB < +∞. In the present paper, we will consider the following cases:

Case mA > mB: We have mA > mB with∑
n

|mA,n+1mB −mAmB,n+1|
n

< +∞; (6)

Case mA = mB: We have mA,n = mB,n = mn for each n and so mA = mB = m ∈ [1,+∞).

Note that assumption (6) is trivially satisfied when |mA,n −mA| = O(n−εA) and |mB,n −mB| =
O(n−εB ), with εA > 0 and εB > 0. In particular, it is verified when mA,n = mA and mB,n = mB

for each n (constant average values).
In the sequel, we will refer to the above two cases as “case mA > mB” and “case mA = mB”,

respectively. Therefore, condition (6) will be tacitly assumed when we are in case mA > mB.
Moreover, for simplicity, throughout the paper we will assume

An ∨Bn ∨Nn ≤ C for some (integer) constant C.

As mentioned in [11], sometimes this assumption can be removed or replaced by an assumption of
uniform integrability, but we will not focus in the present work on this possibility.
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3. Main results

In [11], without assumption (6), we proved that Hn and Kn = Sn −Hn go almost surely to +∞
and that, under the condition

E[Nn+1|Fn]
a.s.−→ N, (7)

where N is a (finite, strictly positive) random variable, we have

Hn

n

a.s.−→ mANZ, and
Kn

n

a.s.−→ mBN(1− Z),

where Z = 1 in the case mA > mB and a non-atomic random variable with values in [0, 1] in the
case mA = mB. Therefore, Hn and Sn grow like n in both cases, while Kn grows as n only in the
case mA = mB. For the case mA > mB, we obtained Kn = o(nθ), that is 1− Zn = o(n−(1−θ)), for
all θ ∈ (mB/mA, 1). With the following result, we prove here that, under the additional assumption

(6), Kn goes to +∞ exactly as nmB/mA .

Theorem 3.1. (Rate of Kn in case mA > mB)
Suppose to be in case mA > mB and assume (7). Then:

• (Kn)n increases to +∞ as nmB/mA;

• n1−mB/mA(1− Zn)
a.s.−→ Z̃, where Z̃ is a random variable taking values in (0,+∞);

• setting NB,n =
∑n

j=1(Nj −Xj), we have
NB,n

nmB/mA

a.s.−→ mA
mB

NZ̃.

Proof. The main part of the proof is the proof of Lemma A.2. Indeed, given this result, that is the

fact that Hn/K
mA/mB
n converges almost surely to a random variable Y taking values in (0,+∞),

we have

Kn

nmB/mA
=

Kn

H
mB/mA
n

(
Hn

n

)mB/mA
a.s.−→ Ỹ = Y −mB/mA(mAN)mB/mA ∈ (0,+∞).

As a consequence, we have

n1−mB/mA(1− Zn) = n1−mB/mA
Kn

Sn
=

Kn

nmB/mA

n

Sn

a.s.−→ Z̃ =
Ỹ

mAN
=

Y −mB/mA

(mAN)1−mB/mA
∈ (0,+∞).

Finally, we observe that

n1−mB/mAE[Nn+1 −Xn+1|Fn] = E[Nn+1|Fn]n1−mB/mA(1− Zn)
a.s.−→ NZ̃

and so, by Lemma B.1 (applied with Yj = j1−mB/mA(Nj − Xj) and αj = j1−mB/mA and βn =

nmB/mA), we get

NB,n

nmB/mA
=

1

nmB/mA

n∑
j=1

(Nj −Xj)
a.s.−→ mA

mB
NZ̃.

Corollary 3.2. (Strongly consistent estimators)
Assume condition (7) and

E[N2
n+1|Fn]

a.s.−→ Q, (8)

where Q is a (strictly positive finite) random variable. In both cases mA = mB and mA > mB,

µ̂n =

∑n
j=1Nj

n
, q̂N,n =

∑n
j=1N

2
j

n
, (9)
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are strongly consistent estimators of the random variables N and Q. Moreover, setting NA,n =∑n
j=1Xj and NB,n =

∑n
j=1(Nj −Xj), the random variables

m̂A,n =

∑n
j=1AjXj

NA,n
, m̂B,n =

∑n
j=1Bj(Nj −Xj)

NB,n
(10)

are strongly consistent estimators of mA and mB, respectively. Further, assuming

qA,n = E[A2
n] −→ qA, qB,n = E[B2

n] −→ qB, (11)

q̂A,n =

∑n
j=1A

2
jXj

NA,n
and q̂B,n =

∑n
j=1B

2
j (Nj −Xj)

NB,n
(12)

are strongly consistent estimators of qA and qB. Finally, assuming

qAB,n = E[AnBn] −→ qAB (13)

and P (N = 1) < 1, we have

q̂AB,n =

∑n
j=1AjBjXj(Nj −Xj)∑n

j=1Xj(Nj −Xj)

a.s.−→ qAB on {N > 1}. (14)

Proof. For µ̂n and q̂N,n, it is enough to apply Lemma B.1 using the two assumptions (7) and (8).
For the other random variables, we have to employ Lemma B.1, using the suitable rates given
in [11] and in the above Theorem 3.1. As an example, we show the proof only of the statement for
q̂AB,n. To this regards, we observe that

E[Xn+1(Nn+1 −Xn+1)|Hn] = Zn(1− Zn)
Sn

Sn − 1
(N2

n+1 −Nn+1)

and so

n1−mB/mAE[Xn+1(Nn+1 −Xn+1)|Fn]
a.s.−→

{
Z(1− Z)(Q−N) in the case mA = mB

Z̃(Q−N) in the case mA > mB.

Therefore, Lemma B.1 implies∑n
j=1Xj(Nj −Xj)

nmB/mA

a.s.−→

{
Z(1− Z)(Q−N) in the case mA = mB
mA
mB

Z̃(Q−N) in the case mA > mB,

Similarly, since E[An+1Bn+1Xn+1(Nn+1−Xn+1)|Fn] = qAB,n+1E[Xn+1(Nn+1−Xn+1)|Fn], we get∑n
j=1AjBjXj(Nj −Xj)

nmB/mA

a.s.−→

{
qABZ(1− Z)(Q−N) in the case mA = mB

qAB
mA
mB

Z̃(Q−N) in the case mA > mB,

and so q̂AB,n
a.s.−→ qAB on {Q−N > 0} = {N > 1}.

Remark 3.3. The proportion of balls of color A along time is

NA,n∑n
j=1Nj

=

∑n
j=1Xj

n

n∑n
j=1Nj

.

By the above Corollary 3.2,
∑n

j=1Nj/n converges almost surely to N , while, with a similar ar-

gument,
∑n

j=1Xj/n converges almost surely to Z, because E[Xn+1|Hn] = Nn+1Zn and so, under

(7), we have E[Xn+1|Fn]
a.s.→ NZ. Therefore, the proportion NA,n/

∑n
j=1Nj converges to 1 in the

case mA > mB and to a non-atomic random variable Z ∈ [0, 1] in the case mA = mB. This is the
formalization of the property required for response-adaptive designs, mentioned in the Introduction.
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Theorem 3.4. (Asymptotic normality of the estimators)
With the same notation as in Corollary 3.2, assume conditions (7), (8), (11) and (13) and set

σ2A = qA −m2
A, σ2B = qB −m2

B and cAB = qAB −mAmB.

In both cases mA > mB and mA = mB, we have[√
NA,n (m̂A,n −mA) ,

√
NB,n (m̂B,n −mB)

]
stably−→ N (0,Σ),

where

Σ =

(
ΣAA ΣAB

ΣAB ΣBB

)
with

ΣAA =

{
σ2AQ/N when mA > mB

σ2A [(1− Z) + ZQ/N ] when mA = mB
, ΣBB =

{
σ2B when mA > mB

σ2B [Z + (1− Z)Q/N ] when mA = mB

and

ΣAB =

{
0 in the case mA > mB

cAB(Q/N − 1) in the case mA = mB.

Note that the asymptotic covariance is always zero in the case mA > mB and, in the case
mA = mB, it is equal to zero when cAB = 0 or only on the event {Q = N} = {N = 1}.

Proof. We are going to apply Theorem C.1. To this purpose, we define the 2-dimensional random

vector Tn,k as [Tn,k]1 =
Xk(Ak−mA,k)√

n
and [Tn,k]2 =

(Nk−Xk)(Bk−mB,k)√
nmB/mA

. Moreover, set Gn,k = Gk.
We observe that

E[Xk(Ak −mA,k)|Gn,k−1] = E[Xk(Ak −mA,k)|Gk−1] = E[Xk|Gk−1]E[Ak −mA,k] = 0

and, similarly, E[(Nk − Xk)(Bk − mB,k)|Gk−1] = 0. Therefore, for any fixed n, (Tn,k)1≤k≤n is a
martingale difference array with respect to the filtration (Gn,k)k≥0, which satisfies condition (c1) of
Theorem C.1. Moreover, we have

n∑
k=1

Tn,kT
>
n,k =

 ∑n
k=1X

2
k(Ak−mA,k)

2

n

∑N
k=1Xk(Nk−Xk)(Ak−mA,k)(Bk−mB,k)

nmB/mAn1/2(1−mB/mA)∑n
k=1Xk(Nk−Xk)(Ak−mA,k)(Bk−mB,k)

nmB/mAn1/2(1−mB/mA)

∑n
k=1(Nk−Xk)

2(Bk−mB,k)
2

nmB/mA

 .

Now, we set σ2A,k = qA,k −m2
A,k = E[A2

k]− E[Ak]
2 and we observe that

E[X2
k(Ak −mA,k)

2|Fk−1] = E[X2
k |Fk−1]σ2A,k =

σ2A,k

{
E[Nk|Fk−1]Zk−1(1− Zk−1)

Sk−1 − E[Nk|Fk−1]
Sk−1 − 1

+ E[N2
k |Fk−1]Z2

k−1

}
a.s.−→ Σ̃AA =

{
σ2AQ when mA > mB

σ2A
[
Z(1− Z)N + Z2Q

]
when mA = mB

and so, by Lemma B.1 (applied to Yj = X2
j (Aj −mA,j)

2, αj = 1 and βn = n), we have

n∑
k=1

X2
k(Ak −mA,k)

2/n
a.s.−→ Σ̃AA.
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Similarly, setting σ2B,k = qB,k −m2
B,k = E[B2

k]− E[Bk]
2, we have

k1−mB/mAE[(Nk −Xk)
2(Bk −mB,k)

2|Fk−1] =

σ2B,k

{
E[Nk|Fk−1]k1−mB/mA(1− Zk−1)Zk−1

Sk−1 − E[Nk|Fk−1]
Sk−1 − 1

+ E[N2
k |Fk−1]k1−mB/mA(1− Zk−1)2

}
a.s.−→ ˜̃

ΣBB =

{
σ2BNZ̃ when mA > mB

σ2B
[
Z(1− Z)N + (1− Z)2Q

]
when mA = mB

and so, by Lemma B.1 (applied to Yj = j1−mB/mA(Nj − Xj)
2(Bj −mB,j)

2, αj = j1−mB/mA and

βn = nmB/mA), we have
∑n

k=1(Nk − Xk)
2(Bk − mB,k)

2/nmB/mA
a.s.−→ Σ̃BB = mA

mB

˜̃
ΣBB. Finally,

looking at the computations reported in the proof of Theorem 3.2, we have

k1−mB/mAE[Xk(Nk −Xk)(Ak −mA,k)(Bk −mB,k)|Fk−1] = cAB,kk
1−mB/mAE[Xk(Nk −Xk)|Fk−1]

a.s.−→ ˜̃
ΣAB =

{
cABZ(1− Z)(Q−N) in the case mA = mB

cABZ̃(Q−N) in the case mA > mB.

Therefore, by Lemma B.1 (applied to Yj = j1−mB/mAE[Xj(Nj − Xj)(Aj − mA,j)(Bj − mB,j),

αj = j1−mB/mA and βn = nmB/mA), we have

n∑
k=1

Xk(Nk −Xk)(Ak −mA,k)(Bk −mB,k)/n
mB/mA

a.s.−→ mA

mB

˜̃
ΣAB

and so, setting Σ̃AB equal to mA
mB

˜̃
ΣAB when mA > mB and zero otherwise, we have

n∑
k=1

Xk(Nk −Xk)(Ak −mA,k)(Bk −mB,k)/(n
mB/mAn1/2(1−mB/mA))

a.s.−→ Σ̃AB.

Summing up, condition (c2) of Theorem C.1 is satisfied. Regarding the last condition (c3), we

observe that |Tn,k| = O(1/
√
n) +O(1/

√
nmB/mA)

a.s.−→ 0. We are now ready to apply Theorem C.1,

that gives the stable convergence of
∑n

k=1Tn,k toward N (0, Σ̃), where

Σ̃ =

(
Σ̃AA Σ̃AB

Σ̃AB Σ̃BB

)
.

In order to conclude, it is enough to observe that

√
NA,n (m̂A,n −mA) =

√
n

NA,n

∑n
k=1XkAk√

n
−
√
NA,nmA =√

n

NA,n

∑n
k=1Xk(Ak −mA,k)√

n
+
√
NA,n

(∑n
k=1XkmA,k

NA,n
−mA

)
=√

n

NA,n

n∑
k=1

[Tn,k]1 +

√
n

NA,n

∑n
k=1Xk(mA,k −mA)

n
,
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and, similarly,

√
NB,n (m̂B,n −mB) =

√
nmB/mA

NB,n

∑n
k=1(Nk −Xk)Bk√

nmB/mA

−
√
NB,nmB =√

nmB/mA

NB,n

∑n
k=1(Nk −Xk)(Bk −mB,k)√

nmB/mA

+
√
NB,n

(∑n
k=1(Nk −Xk)mB,k

NB,n
−mB

)
=√

nmB/mA

NB,n

n∑
k=1

[Tn,k]2 +

√
nmB/mA

NA,n

∑n
k=1(Nk −Xk)(mB,k −mB)

nmB/mA
.

Therefore, recalling that NA,n/n converges almost surely toward N in the case mA > mB and

toward NZ in the case mA = mB and NB,n/n
mB/mA converges almost surely toward mA

mB
NZ̃ in

the case mA > mB and toward N(1− Z) in the case mA = mB and using Lemma B.1 in order to

prove that
∑n

k=1Xk(mA,k −mA)/n and
∑n

k=1(Nk − Xk)(mB,k −mB)/nmB/mA converges almost
surely toward zero, we can conclude.

Corollary 3.5. With the same notation and assumptions as in Theorem 3.4, set σ2A = qA −m2
A,

σ2B = qB −m2
B and ρAB = cAB/

√
σ2Aσ

2
B = (qAB −mAmB)/

√
σ2Aσ

2
B. Moreover, assume σ2A > 0

and σ2B > 0 and define

λn =
σ2ANB,n/n

σ2ANB,n/n+ σ2BNA,n/n

and

Γn =

1 +
(
Q
N − 1

)
λn if mA > mB

Q
N +

(
Q
N − 1

) [
(2Z − 1)λn + 2ρAB

√
λn(1− λn)− Z

]
if mA = mB.

Then, in both cases, we have

ζn =
1√
Γn

m̂A,n − m̂B,n − (mA −mB)√
σ2A,n/NA,n + σ2B,n/NB,n

stably−→ N (0, 1) ,

provided Γ = a.s.− limn Γn > 0 almost surely.

Proof. In both cases, we have

λn =
σ2ANB,n/n

σ2ANB,n/n+ σ2BNA,n/n

a.s.−→ λ =
σ2A(1− Z)

σ2A(1− Z) + σ2BZ
,

where Z is equal to 1 (and so λ = 0) in the case mA > mB and it is a non-atomic random variable
with values in [0, 1] in the case mA = mB. Moreover, we have

Γn
a.s.−→ Γ =

1 +
(
Q
N − 1

)
λ = 1 if mA > mB

Q
N +

(
Q
N − 1

) [
(2Z − 1)λ+ 2ρAB

√
λ(1− λ)− Z

]
if mA = mB,

that is

Γn
a.s.−→ Γ =

λ

σ2A
ΣAA +

1− λ
σ2B

ΣBB + 2

√
λ(1− λ)√
σ2Aσ

2
B

ΣAB.
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Therefore, in order to conclude it is enough to note that

ζn =
1√
Γn

√λn√NA,n√
σ2A

(m̂A,n −mA) +
√

1− λn
√
NB,n√
σ2B

(m̂B,n −mB)

 .

Indeed, by the above Theorem 3.4 and the above almost sure convergences, we get that

ζn
stably−→ N (0, 1).

Remark 3.6. Note that, in the case mA = mB, since Z is a non-atomic random variable with
values in [0, 1], the limit random variable Γ is equal to 0 with a strictly positive probability if and
only if P (Q > N) = P (N > 1) > 0 and, on the event {N > 1}, the random variable Q/N is a
function of Z such that

−Q
N
/

(
Q

N
− 1

)
=
[
(2Z − 1)λ+ 2ρAB

√
λ(1− λ)− Z

]
,

hence, in a very special case.

4. test

Set Mn = 1
n

∑n
j=1Xj/Nj , which is the empirical mean of the proportions of balls of color A

in the samples until time-step n. By Remark 3.6 in [11], we know that Mn
a.s.−→ Z. Moreover,

set σ̂2A,n = q̂A,n − m̂2
A,n, σ̂2B,n = q̂B,n − m̂2

B,n and ρ̂AB,n = (q̂AB,n − m̂A,nm̂B,n)/
√
σ̂2A,nσ̂

2
B,n. The

stable convergence stated in Corollary 3.5 still holds true even if we replace all the quantities with
their strongly consistent estimators. More precisely, in both cases, assuming σ2A > 0, σ2B > 0 and
Γ = a.s.− limn Γn > 0 almost surely, we have

ζ̂n =
1√
Γ̂n

m̂A,n − m̂B,n − (mA −mB)√
σ̂2A,n/NA,n + σ̂2B,n/NB,n

stably−→ N (0, 1) ,

where Γ̂n is defined as Γn, but replacing the the random variables Z, N and Q by Mn, µ̂n and
q̂N,n, respectively, and replacing the quantities σ2A, σ

2
B and ρAB by their estimators σ̂2A,n, σ̂

2
B,n and

ρ̂AB,n. Given this fact, a critical region (with asymptotic level θ) for the hypothesis test on the
reinforcement means

H0 : mA = mB versus H1 : mA > mB

is given by

Cθ = {ζ̂0n > q1−θ},
where ζ̂0n is defined as the random variable ζ̂n in the case mA = mB and q1−θ is the quantile of the
standard normal distribution of order 1− θ, that is N (0, 1)(q1−θ,+∞) = θ.

Remark 4.1. (Power of the test)
We have

ζ̂0n =
1√
Γ̂0
n

m̂A,n − m̂B,n√
σ̂2A,n/NA,n + σ̂2B,n/NB,n

=

√
Γ̂ 6=0
n

Γ̂0
n

1√
Γ̂ 6=0
n

m̂A,n − m̂B,n − (mA −mB)√
σ̂2A,n/NA,n + σ̂2B,n/NB,n

+
1√
Γ̂0
n

mA −mB√
σ̂2A,n/NA,n + σ̂2B,n/NB,n

,
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where Γ̂0
n (resp. Γ̂6=0

n ) is the random variable defined as Γn in the case mA = mB (resp. mA > mB),
but replacing the random variables Z, N and Q by Mn, µ̂n and q̂N,n, respectively, and the quantities
σ2A, σ

2
B and ρAB by their estimators σ̂2A,n, σ̂

2
B,n and ρ̂AB,n. Under the alternative hypothesis (i.e.

mA > mB), we have Z = 1 and so λ = 0 and, consequently, Γ̂0
n

a.s.−→ 1 and Γ̂6=0
n

a.s.−→ 1 and, hence,
by Corollary 3.5, we get√

Γ̂6=0
n

Γ̂0
n

1√
Γ̂ 6=0
n

m̂A,n − m̂B,n − (mA −mB)√
σ̂2A,n/NA,n + σ̂2B,n/NB,n

stably−→ N (0, 1).

Therefore, we can say that, under the alternative hypothesis, we have

ζ̂0n
d
≈ N

 1√
Γ̂0
n

mA −mB√
σ̂2A,n/NA,n + σ̂2B,n/NB,n

, 1

 .

Hence, the power of the test can be approximated by

N

 1√
Γ̂0
n

m̂A,n − m̂B,n√
σ̂2A,n/NA,n + σ̂2B,n/NB,n

, 1

 (q1−θ,+∞) . (15)

Note that, under the alternative hypothesis, by Theorem 3.1, we have

nmB/mA
(
σ̂2A,n/NA,n + σ̂2B,n/NB,n

) a.s.−→ σ2B
mB

mA
(NZ̃)−1

and so the average value in the above normal distribution goes to +∞ as
√
nmB/mA .

Remark 4.2. (A very special case)
Note that the very special case when Nn = 1 and mA,n = mA and mB,n = mB for each n
corresponds to the setting studied in [24].

Remark 4.3. (Some possible simplifications)
When N and Q are known, we do not need to use their estimators (9). For example, a case is
when all the sample sizes Nn are equal to the same known constant κ. More generally, it might
be the case that the generating mechanism of the sample sizes Nn is decided by the experimenter
(for example, this is the case of a response-adaptive design) and so it might be that the random
variables N and Q can be written explicitly.

Example
Take each Nn independent of Fn−1 and uniformly distributed on {1, . . . , 5}. Moreover, take [An, Bn]
such that

An
d
= 1 + Y1 and Bn

d
= 1 + Y2 ,

where Y1 and Y2 are, respectively, the first and the second component of a multinomial distribution
associated to the parameters: size= 12, probabilities= (pA, pB, p3) with pA + pB + p3 = 1. Thus
the random variables An and Bn are negatively correlated. We set a = b = 5.

Choosing pA = pB = 4/15, the null hypothesis mA = mB holds. Fig. 1 shows a sample path of
(Zn)n and of (ζ0n)n. The number of iterations is n = 20 000.

In order to obtain an empirical power, we make δ = mA−mB > 0 vary (from 0 to 0.1 by 0.005).
We keep pB = 4/15 and the size= 12 and we vary pA and p3 for getting the different values of δ.
We run the dynamics until time-step n = 10 000 and we use the approximated power given by (15).
Results are sum up in Fig. 2.
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Figure 1. Multinomial case under H0 (mA = mB), with size= 12, pA = 4/15,
pB = 4/15. One sample path for (Zn)n and (ζ0n)n. The gray region corresponds to
a confidence interval of level 5% given by the standard normal distribution.

Figure 2. Approximated power of the test in the Multinomial case, with size = 12
and pB = 4/15. The parameters pA and p3 vary and δ = mA −mB > 0.

Appendix A. Technical results

Lemma A.1. If mA > mB and condition (7) is satisfied, then, we have 1/Kn = o(n−1/θ) for each
θ > mA/mB.
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Proof. Take θ > mA/mB. We observe that

E

[
Hn+1

Kθ
n+1

− Hn

Kθ
n

|Hn

]
= E

[
Hn+1

Kθ
n

− Hn

Kθ
n

+
Hn+1

Kθ
n+1

− Hn+1

Kθ
n

|Hn

]
=

∑
k∈Xn+1

pn+1,k

(
Hn +An+1k

Kθ
n

− Hn

Kθ
n

)
+

∑
k∈Xn+1

pn+1,k(Hn +An+1k)

(
1

(Kn +Bn+1(Nn+1 − k))θ
− 1

Kθ
n

)
=

∑
k∈Xn+1

pn+1,k
An+1k

Kθ
n

+
∑

k∈Xn+1\{Nn+1}

pn+1,k(Hn +An+1k)

(
1

(Kn +Bn+1(Nn+1 − k))θ
− 1

Kθ
n

)
.

Using the Taylor expansion of the function f(x) = 1/(c+x)θ with c = Kn and x = Bn+1(Nn+1−k),
we can choose a constant ξ such that eventually(

1

(Kn +Bn+1(Nn+1 − k))θ
− 1

Kθ
n

)
≤ − θ

Kθ+1
n

(
Bn+1(Nn+1 − k)− ξ

Kn

)
.

Therefore the last term of the above equalities is eventually smaller than or equal to

Hn

Kθ
n

 ∑
k∈Xn+1

(
An+1k

Hn
− θBn+1(Nn+1 − k)

Kn

)
pn+1,k + θξ

∑
k∈Xn+1\{Nn+1}

(1 +An+1k/Hn)

K2
n

pn+1,k

 .

Now, we observe that we have

E

 ∑
k∈Xn+1

(
An+1k

Hn
− θBn+1(Nn+1 − k)

Kn

)
pn+1,k | Gn

 =
Nn+1

Sn
(mn+1,A −mn+1,Bθ)

and, by Lemma A.1 in [11],

E

 ∑
k∈Xn+1\{Nn+1}

(1 +An+1k/Hn)

K2
n

pn+1,k | Gn

 ≤ (1− pn+1,Nn+1)

K2
n

+
mn+1,ANn+1

SnK2
n

= O(1/(SnKn)) .

Therefore, since Nn+1 ≥ 1, we have

E

[
Hn+1

Kθ
n+1

− Hn

Kθ
n

| Gn

]
≤ Hn

Kθ
n

Nn+1

Sn
[−(mn+1,Bθ −mn+1,A) +O(1/Kn)]

and so, for θ > mA/mB, since Kn ↑ +∞ (by Lemma 3.1 in [11]), we can conclude that the above
conditional expectation is eventually negative. This fact means that Hn/K

θ
n is eventually a positive

supermartingale and so it converges almost surely toward a finite random variable. Since Hn/Sn
converges toward 1 almost surely and Sn converges toward mAN > 0 almost surely, we have that
Hn/n converges almost surely toward a finite random variable and so also n/Kθ

n converges almost
surely toward a finite random variable for each θ > mA/mB. This means that n/Kθ

n converges

almost surely toward 0 for each θ > mA/mB, that is 1/Kn = o(n1/θ) for each θ > mA/mB.

Lemma A.2. If we are in case mA > mB and condition (7) is satisfied, then (Hn/K
mA/mB
n )n

converges almost surely toward a random variable taking values in (0,+∞).

Proof. Set Ln = ln(Hn/K
mA/mB
n ). If we prove that Ln converges almost surely to a finite random

variable (see Lemma B.2), then Yn = Hn/K
mA/mB
n converges to a random variable Y with values

in (0,+∞). In order to prove the almost sure convergence of (Ln), we are going to apply Lemma
B.2. Therefore, we set ∆n = E[Ln+1 − Ln|Gn] and Qn = E[(Ln+1 − Ln)2|Gn]. We recall that,
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from Lemma A.1 we know that 1/Kn = O(1/nγ) for some γ > 0 and, moreover, we know that

Hn/n
a.s.
1 /(mAN) > 0 and so 1/Hn = O(1/n). Using the notation (5), we have

∆n = E[ln(Hn+1)− ln(Hn)|Hn]− mA

mB
E[ln(Kn+1)− ln(Kn)|Hn] =∑

k∈Xn+1

{
(ln(Hn +An+1k)− ln(Hn))− mA

mB
(ln(Kn +Bn+1(Nn+1 − k))− ln(Kn))

}
pn+1,k =

∑
k∈Xn+1

{∫ An+1k

0

1

Hn + t
dt− mA

mB

∫ Bn+1(Nn+1−k)

0

1

Kn + t
dt

}
pn+1,k .

Since 1/(Hn + t) ≤ 1/Hn and 1/(Kn + t) ≥ 1/Kn − t/K2
n for each t ≥ 0 and each n, the last term

of the above equalities is eventually smaller than or equal to∑
k∈Xn+1

{
An+1k

Hn
− mA

mB

Bn+1(Nn+1 − k)

Kn
+
mA

mB

B2
n+1(Nn+1 − k)2

2K2
n

}
pn+1,k .

Now, we observe that

E[
∑

k∈Xn+1

(
An+1k

Hn
− mA

mB

Bn+1(Nn+1 − k)

Kn

)
pn+1,k | Gn] =

mn+1,ANn+1Hn

HnSn
−
mAmB,n+1

mB

Nn+1Kn

KnSn
=

Nn+1

Sn

(
mA,n+1 −

mA

mB
mB,n+1

)
= O(|mA,n+1mB −mAmB,n+1|/n) .

Therefore, we have

∆n ≤ O(|mA,n+1mB −mAmB,n+1|/n) +
C3

2K2
n

∑
k∈Xn+1

(Nn+1 − k)pn+1,k

= O(|mA,n+1mB −mAmB,n+1|/n) +
C3

2K2
n

Nn+1
Kn

Sn
= O(|mA,n+1mB −mAmB,n+1|/n) +O(1/(KnSn))

= O(|mA,n+1mB −mAmB,n+1|/n) +O(1/n1+γ) .

Finally, we note that −∆n = ln(K
mB/mA

n+1 /Hn+1) − ln(K
mB/mA
n /Hn) and so, with the same argu-

ments as before, we get −∆n ≤ O(|mA,n+1mB−mAmB,n+1|/n)+O(1/n1+γ). Thus,
∑

n |∆n| < +∞
almost surely. Similarly, we have

E[(ln(Hn+1)− ln(Hn)− mA

mB
ln(Kn+1) + ln(Kn))2|Hn] ≤

2

{
E[(ln(Hn+1)− ln(Hn))2|Hn] +

m2
A

m2
B

E[(ln(Kn+1)− ln(Kn))2|Hn]

}
≤

2
∑

k∈Xn+1

(
A2
n+1k

2

H2
n

+
m2
A

m2
B

B2
n+1(Nn+1 − k)2

K2
n

)
pn+1,k ≤

2C3
∑

k∈Xn+1

(
k

H2
n

+
m2
A

m2
B

(Nn+1 − k)

K2
n

)
pn+1,k ≤ 2C4

(
1

HnSn
+
m2
A

m2
B

1

KnSn

)
.

Therefore, we get Qn = O(1/n1+γ) and so
∑

nQn < +∞ almost surely.
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Appendix B. Some auxiliary results

We recall two known technical results:

Lemma B.1. (Lemma 4.1 in [10])
Let (αj) and (βj)j be two sequences of strictly positive numbers with

βn ↑ +∞ and
1

βn

n∑
j=1

1

αj
−→ γ.

Let (Yn) be a sequence of real random variables, adapted to a filtration F . If
∑

j≥1E[Y 2
j ]/(αjβj)

2 <

+∞ and E[Yj |Fj−1]
a.s.−→ Y for some real random variable Y , then

1

βn

n∑
j=1

Yj
αj

a.s.−→ γY.

Lemma B.2. (Lemma 3.2 in [25])
Let (Ln) be a sequence of random variables, adapted to a filtration Gn. Set ∆n = E[Ln+1 − Ln|Gn]
and Qn = E[(Ln+1 − Ln)2|Gn]. If

∑
n ∆n and

∑
nQn are almost surely convergent, then (Ln)

converges almost surely to a finite random variable.

Appendix C. Stable convergence

This brief appendix contains some basic definitions and results concerning stable convergence.
For more details, we refer the reader to [9, 15] and the references therein.

Let (Ω,A, P ) be a probability space, and let S be a Polish space, endowed with its Borel σ-field.
A kernel on S, or a random probability measure on S, is a collection K = {K(ω) : ω ∈ Ω} of
probability measures on the Borel σ-field of S such that, for each bounded Borel real function f
on S, the map

ω 7→ Kf(ω) =

∫
f(x)K(ω)(dx)

is A-measurable. Given a sub-σ-field H of A, a kernel K is said H-measurable if all the above
random variables Kf are H-measurable.

On (Ω,A, P ), let (Yn)n be a sequence of S-valued random variables, let H be a sub-σ-field of A,
and let K be a H-measurable kernel on S. Then we say that Yn converges H-stably to K, and we
write Yn −→ K H-stably, if

P (Yn ∈ · |H)
weakly−→ E [K(·) |H] for all H ∈ H with P (H) > 0,

where K(·) denotes the random variable defined, for each Borel set B of S, as ω 7→ KIB(ω) =
K(ω)(B). In the case when H = A, we simply say that Yn converges stably to K and we write
Yn −→ K stably. Clearly, if Yn −→ K H-stably, then Yn converges in distribution to the probability
distribution E[K(·)]. Moreover, the H-stable convergence of Yn to K can be stated in terms of the
following convergence of conditional expectations:

E[f(Yn) |H]
σ(L1, L∞)−→ Kf (16)

for each bounded continuous real function f on S.

We denote by N (µ,C) the multivariate Gaussian probability distribution with vector of mean
values µ and covariance matrix C. Therefore, when Σ is a random positive semidefinite matrix,
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the symbol N (0,Σ) denotes the Gaussian kernel {N (0,Σ(ω)) : ω ∈ Ω}}.

From Proposition 3.1 in [12], we can get the following result.

Theorem C.1. Let (Tn,k)n≥1,1≤k≤kn be a triangular array of d-dimensional real random vectors,
such that, for each fixed n, the finite sequence (Tn,k)1≤k≤kn is a martingale difference array with
respect to a given filtration (Gn,k)k≥0. Moreover, let (tn)n be a sequence of real numbers and assume
that the following conditions hold:

(c1) Gn,k⊂Gn+1,k for each n and 1 ≤ k ≤ kn;

(c2)
∑kn

k=1(tnTn,k)(tnTn,k)
> = t2n

∑kn
k=1Tn,kT

>
n,k

P−→ Σ, where Σ is a random positive semidef-
inite matrix;

(c3) sup1≤k≤kn |tnTn,k|
L1

−→ 0.

Then tn
∑kn

k=1Tn,k converges stably to the Gaussian kernel N (0,Σ).
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