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Abstract
This article aims to present a new method to reconstruct slowly varying width defects in

2D waveguides using locally resonant frequencies. At these frequencies, locally resonant modes
propagate in the waveguide under the form of Airy functions depending on a parameter called
the locally resonant point. In this particular point, the local width of the waveguide is known
and its location can be recovered from boundary measurements of the wavefield. Using the
same process for different frequencies, we produce a good approximation of the width in all
the waveguide. Given multi-frequency measurements taken at the surface of the waveguide,
we provide a L∞-stable explicit method to reconstruct the width of the waveguide. We finally
validate our method on numerical data, and we discuss its applications and limits.

1 Introduction
This article presents a new method to reconstruct width variations of a slowly varying waveguide
from multi-frequency one side boundary measurements in dimension 2. The considered varying
waveguide is described by

Ω :=
{

(x, y) ∈ R2 | 0 < y < h(x)
}

, (1)

where h ∈ C2(R) ∩ W 2,∞(R) is a positive profile function defining the top boundary. The bottom
boundary is assumed to be flat (see an illustration in Figure 1) but a similar analysis could be
done when both boundaries are varying. In the time-harmonic regime, the wavefield u satisfies the
Helmholtz equation with Neumann boundary conditions{

∆u + k2u = −f in Ω,
∂νu = b on ∂Ω,

(2)

where k ∈ (0, +∞) is the frequency, f is an interior source term, and b is a boundary source term.
In this work, a waveguide is said to be slowly varying when there exists a small parameter η > 0
such that ∥h′∥L∞(R) ≤ η and ∥h′′∥L∞(R) ≤ η2. Such waveguides are good models of ducts, corroded
pipes, or metal plates (see [16, 19]).

We focus in this work on the recovery of the function h modeling the waveguide shape from
the knowledge of the wavefield dex(x) := u(x, 0) on one surface of the waveguide and for multiple
frequencies k. This model and inverse problem is inspired from non destructive monitoring of plates
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done in [5, 18, 13]. Hence we assume the knowledge of measurements of u(x, y) for x ∈ I where I
is an interval of R and y = 0 in a frequency interval K ⊂ (0, +∞), as shown in Figure 1.

If k is chosen such that k = nπ/h(x⋆
k) with n ∈ N and x⋆

k ∈ R, the Helmholtz problem is not well
posed in general. Nevertheless, we prove in [10] that there exists a unique solution to this problem
as long as the waveguide is slowly varying. In the same work, we also give a suitable explicit
approximation of the wavefield that explicitly depends on x⋆

k. The aim in this article to recover
the position of x⋆

k for different frequencies, and then to recover the shape function h. Using these
frequencies, the proposed inverse problem is highly non linear but a unique and stable recovering
of h is possible up to a controllable approximation error.

y = 0

y = h(x)
b

f

Figure 1: Parametrization of a slowly variable waveguide of width h. A wavefield u is generated
by an internal source f and/or a boundary source b. Squares represent measurements of u taken
on the surface y = 0.

1.1 Scientific context

The detection and reconstruction of shape defects in a waveguide are mentioned in different works.
In articles [20, 2, 1], the authors use a conformal mapping to map the geometry of the perturbed
waveguide to that of a regular waveguide. This method is beneficial to understand the propagation
of waves in irregular waveguides. Still, it is not easily adaptable to the inverse problem and the
reconstruction of defects since the transformation to a regular waveguide is not explicit and proves
numerically expensive. Another approach based on the scattering field treatment is developed in
[22]. Finally, articles [23, 15] study the forward problem and give leads on how to use one side
boundary measurements to reconstruct the width of a slowly varying waveguide.

Our work concerns a different approach, also used in [7, 6], where we assume the data to be
available for a whole interval of frequencies. This provides additional information that should help
to localize and reconstruct the shape of the defect. Moreover, the use of multi-frequency data often
provides uniqueness of the reconstruction (see [4]) and a better stability (see [8, 17, 24]).

In a previous work [11], we already presented a method to reconstruct small width variations
using an inverse scattering procedure. However, we avoided all the cut-off frequencies of the waveg-
uide, which are frequencies k > 0 such that k = nπ/h(x⋆

k) for a mode n ∈ N and a longitudinal
position x⋆

k. Since experimental works presented in [5, 13] suggest that these resonant frequencies are
helpful to reconstruct width variations, we choose in this article to work only with these frequencies.
Using the study of the forward problem already done in [10], we know that if k is a locally resonant
frequency, the wavefield u strongly depends on x⋆

k. The main idea of our reconstruction method is
to use measurements of u to find back x⋆

k. Since h(x⋆
k) = nπ/k, it then gives up the information

about the width of the waveguide in one point. By taking different locally resonant frequencies k,
we show that one can obtain a complete approximation of the width h of the waveguide.
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1.2 Outline of the paper

The key result of this paper is Theorem 2, which proves that u is close to a three parameters Airy
function, one parameter being x⋆

k. As explained in Proposition 3, it enables us to find the value of x⋆
k

for every locally resonant frequency, and to prove that our reconstruction method is L∞-stable. The
paper is organized as follows. In section 2, we briefly recall results on the modal decomposition and
the study of the forward problem. In section 3, we study the inverse problem with measurements
taken at the surface of the waveguide and we provide a stability result for the reconstruction of
the width of the waveguide. Finally, in section 4, we provide numerical reconstruction of different
width defects.

1.3 Notations

The varying waveguide is denoted by Ω, its boundary by ∂Ω and the subscript “top” (resp. “bot”)
indicates the upper boundary of the waveguide (resp. lower). We denote ν the outer normal unit
vector. For every ℓ > 0, we set Ωℓ = {(x, y) ∈ Ω | |x| < ℓ}. Spaces H1 H2, W 1,1, H1/2 over Ω or R
are classic Sobolev spaces. The Airy function of the first kind (resp. second kind) is denoted by A
(resp. B). They are linear independent solutions of the Airy equation y′′ − xy = 0 (see [3] for more
results about Airy functions). See in Figure 2 the graph of these two functions. The term δx=s

denotes the Dirac distribution at the point s ∈ R and the function 1E is the indicator function of
the set E. Finally, the notation {a : b : ℓ} designates the uniform discretization of the interval [a, b]
with ℓ points.
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Figure 2: Representation of the Airy functions A and B.

2 Brief study of the forward problem
Before studying the inverse problem associated with the reconstruction of the width in a varying
waveguide, we need to study the forward problem in order to find an approximation of the available
data. In this section, we briefly recall all the main results on the study of the forward problem.
These results and their proofs can be found in [11, 12].

A useful tool when working in waveguides is the modal decomposition. The following definition
provides a modal decomposition in varying waveguides:
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Definition 1. We define the sequence of functions (φn)n∈N by

∀(x, y) ∈ Ω, φn(x, y) :=


1/
√

h(x) if n = 0,√
2√

h(x)
cos

(
nπy

h(x)

)
if n ≥ 1,

(3)

which for any fixed x ∈ R defines an orthonormal basis of L2(0, h(x)).

Hence, a solution u ∈ H2
loc
(
Ω
)

of (2) admits a unique modal decomposition

u(x, y) =
∑
n∈N

un(x)φn(x, y) where un(x) :=
∫ h(x)

0
u(x, y)φn(x, y)dy. (4)

Note that un does not satisfy in general any nice equation. However, when h is constant (outside
of supp(h′)), it satisfies an equation of the form u′′

n + k2
nun = −gn where k2

n = k2 − n2π2/h2 is the
wavenumber. When h is variable, the decomposition (4) motivates the following definition:

Definition 2. The local wavenumber function of the mode n ∈ N is the complex function kn : R →
C defined by

k2
n(x) := k2 − n2π2

h(x)2 , (5)

with Re(kn), Im(kn) ≥ 0.

In this work, as h(x) is non constant, kn(x) may vanish for some x ∈ R and change from a
positive real number to a purely imaginary one. We then distinguish three different situations:

Definition 3. A mode n ∈ N falls in one of these three situations:

1. If n < kh(x)/π for all x ∈ R then kn(x) ∈ (0, +∞) for all x ∈ R and the mode n is called
propagative.

2. If n > kh(x)/π for all x ∈ R then kn(x) ∈ i(0, +∞) for all x ∈ R and the mode n is called
evanescent.

3. If there exists x⋆
k ∈ R such that n = kh(x⋆

k)/π the mode n is called locally resonant. Such
points x⋆

k are called resonant points, and there are simple if h′(x⋆
k) ̸= 0, and multiple otherwise.

A frequency k > 0 for which there exists at least a locally resonant mode is called a locally resonant
frequency.

Using the wavenumber function, one can adapt the classic Sommerfeld (or outgoing) condition,
defined in [11] for regular waveguides, to general varying waveguides Ω. This condition is used to
guarantee uniqueness for the source problem given in equation (2).

Definition 4. A wavefield uk ∈ H2
loc
(
Ω
)

is said to be outgoing if it satisfies∣∣∣∣u′
n(x) x

|x|
− ikn(x)un(x)

∣∣∣∣ −→
|x|→+∞

0 ∀n ∈ N, (6)

where un is given in (4).
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In all this work, we make the following assumptions:

Assumption 1. We assume that h ∈ C2(R) ∩ W 2,∞(R) with h′ compactly supported and we then
define two constants 0 < hmin ≤ hmax < +∞ such that

∀x ∈ R hmin ≤ h(x) ≤ hmax,

and h(x) = hmin or h(x) = hmax if x /∈ supp(h′). For such a function, we define a parameter η > 0
that satisfies

∥h′∥L∞(R) < η and ∥h′′∥L∞(R) < η2.

Such a waveguide is represented in Figure 3.

Ω
hmin

hmax

supp(h′)

Figure 3: Representation of an increasing slowly and compactly varying waveguide.

The forward source problem is defined for every frequency k > 0 by

(Hk) :


∆u + k2u = −f in Ω,

∂νu = btop in ∂Ωtop,
∂νu = bbot in ∂Ωbot,

u is outgoing,

(7)

As explained in [12], this problem is not well-posed when {x | kn(x) = 0} is a non-trivial interval of
R. This especially happens when k = nπ/hmin or k = nπ/hmax. We then avoid these two forbidden
situations and we set

δ(k) := min
n∈N

(√∣∣∣∣k2 − n2π2

hmin
2

∣∣∣∣,
√∣∣∣∣k2 − n2π2

hmax
2

∣∣∣∣
)

. (8)

From now on, we define (fn)n∈N the modal decomposition of f , and

gn(x) := fn(x)√
h(x)

+ φn(1)btop(x)
√

1 + (h′(x))2
√

h
+ φn(0)bbot(x) 1√

h
. (9)

Using the work done in [10], we are able to provide an approximation of the solution of (7). If h is
increasing, we can state the following result using Theorem 1 and Remark 3 in [10].

Theorem 1. Let h be an increasing function defining a varying waveguide Ω that satisfies As-
sumption 1 with a variation parameter η > 0. Consider sources f ∈ L∞

c (Ω), b := (bbot, btop) ∈
(H1/2(R))2 ∩ (L∞

c (R)2). Assume that there is a unique locally resonant mode N ∈ N, associ-
ated with a simple resonant point x⋆

k ∈ R. Let I ⊂ R be an interval of length R > 0, and
ΩI := {(x, y) ∈ Ω | x ∈ I}.
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There exists η0 > 0 depending only on hmin, hmax, δ(k) and R such that if η ≤ η0, then the
problem (Hk) admits a unique solution u ∈ H2

loc
(
Ω). Moreover, this solution is approached by uapp

defined for almost every (x, y) ∈ Ω by

uapp(x, y) :=
∑
n∈N

(∫
R

Gapp
n (x, s)gn(s)ds

)
φn (y) , (10)

where (fn)n∈N is the modal decomposition of f , φn is defined in (3) and Gapp
n is given by

Gapp
n (x, s) :=



i

2
√

kn(s)kn(x)
exp

(
i

∣∣∣∣∫ x

s
kn

∣∣∣∣) , if n < N,

1
2
√

|kn|(s)|kn|(x)
exp

(
−
∣∣∣∣∫ x

s
|kn|

∣∣∣∣) , if n > N,
π(ξ(s)ξ(x))1/4√

kn(s)kn(x)
(
iA + B

)
◦ ξ(s)A ◦ ξ(x) if x < s,

π(ξ(s)ξ(x))1/4√
kn(s)kn(x)

(
iA + B

)
◦ ξ(x)A ◦ ξ(s) if x > s,

if n = N.

(11)

Function kn is the wavenumber function defined in Definition 2 and the function ξ is given by

ξ(x) :=



(
−3

2 i

∫ x⋆
k

x
kN (t)dt

)2/3

if x < x⋆
k,

−
(

3
2

∫ x

x⋆
k

kN (t)dt

)2/3

if x > x⋆
k.

(12)

Precisely, there exist a constant C1 > 0 depending only on hmin, hmax and N such that

∥u − uapp∥H1(ΩI) ≤ C1ηR2δ(k)−8
(

∥f∥L2(Ω) + ∥b∥(H1/2(R))2

)
. (13)

This result provides an approximation of the measurements of the wavefield for every frequency,
and a control of the approximation error. We represent in Figure 4 the wavefield for different
frequencies. We also point out in Figure 5 that the source should be located in an area where
h > h(x⋆) in order to generated a significant locally resonant mode.

We notice that at locally resonant frequencies, the wavefield strongly depends on the position
of x⋆

k, which justify the idea of using it to develop an inverse method to reconstruct the width h.
An illustration is provided in Figure 6 with a representation of the wavefield u and the one side
boundary measurement u(x, 0) when k is a locally resonant frequency.

3 Shape Inversion using a monochromatic source
In this section, we describe the method to recover the width h from one side boundary measurements
of the wavefield at locally resonant frequencies. We focus here on the reconstruction of the shape of
h on supp(h′), assuming the a priori knowledge of the constants hmin and hmax and of an interval
containing supp(h′). We detail in Appendix A how these constants can be estimated. To recover the
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Figure 4: Representation of the wavefield amplitude |u| solution of (7) with a monochromatic
source f(x, y) := δx=sφ1(y) for different frequencies k. Data are generated using the finite element
method described in Section 5.1. When k = 30.9, the mode n = 1 is evanescent, and the wavefield
decreases very fast around the source. When k = 31.1 and k = 31.4, the mode n = 1 is locally
resonant and the wavefield propagates in the waveguide as an Airy function until it reaches the
point x⋆

k. When k = 32, the mode n = 2 is propagative and the wavefield propagates in all the
waveguide. In all these representations, the width h is defined by the function (51).
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Figure 5: Representation of the wavefield amplitude |u| solution of (7) with a monochromatic
source f(x, y) := δx=sφ1(y) for different positions s. On top, h is a dilation defined in (54) and
on bottom, h is a shrinkage defined in (55). Depending on the location of the source, we observe
different behaviors: while top left, bottom left and bottom right show locally resonant modes, the
picture on top right show an evanescent mode. In order to generate a significant locally resonant
mode, the source s should be placed at a width where h(s) > h(x⋆

k) and the mode only propagates
until it reaches the point x⋆

k.

7



−6 −4 −2 0 2 4 60
2 · 10−2
4 · 10−2
6 · 10−2
8 · 10−2

0.1
|u|

0

2

4

−6 −4 −2 0 2 4 60

2

4

|u(x, 0)|

Figure 6: Illustration of the amplitude of the wavefield measurements in a varying waveguide. The
wavefield u is solution of (7) where the profile h is given in (51) and k = 31.5 is a locally resonant
frequency. Data are generated using the finite element method described in Section 5.1. Top:
amplitude of |u| in the whole waveguide Ω (non scaled). Bottom: amplitude of the measurements
of |u| on the surface y = 0.

shape function h on supp(h′), we start by studying the simpler case of a source term f generating
only a single locally resonant mode in the waveguide. Hence we assume that f takes the form

∀(x, y) ∈ Ω f(x, y) = fN (x)φN (y), fN ∈ L2(R), (14)

where fN is compactly supported. We also assume the absence of boundary source term, meaning
that b = 0. This simplified situation is useful to understand the method of reconstruction. It will
be generalized to any kind on internal and boundary sources in section 4.

In the simplest case of a single internal source (14), we know from the study of the forward
problem in Theorem 1 that the measured data without noise dex satisfies

dex(x) := u(x, 0) ≈ uapp
N (x)φN (0) where uapp

N (x) =
∫
R

Gapp
N (x, s)fN (s)ds. (15)

Our reconstruction method is based on the recovery of the resonant point x⋆
k for every locally

resonant frequencies k. It can be seen in Theorem 1 that the approached Green function Gapp
N

depends on x⋆
k through the function ξ. However, this dependence is intricate and hardly usable

to find a direct link between dex and x⋆
k. Thus, we need to find a simpler approximation of the

measurements. In a first part, we provide an approximation of the measured data dex using a three
parameters model function

dapp
z,α,x⋆

k
: x 7→ zA(α(x⋆

k − x)), (16)

where z ∈ C∗ is a complex amplitude, α > 0 is a scaling parameter and x⋆
k is the resonant point

playing the role of a longitudinal shift. In a second part, we first control the approximation error
between this function and the exact measurements and then, we develop a stable way to reconstruct
x⋆

k from this approximated data.
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3.1 Wavefield approximation and measurements approximation

In order to find a reconstruction of x⋆
k, we need to find an exploitable link between dex := u(x, 0)

and x⋆
k. To do so, we make a Taylor expansion of Gapp

N around the point x⋆
k. For every frequency

k > 0 and R > 0, we denote

ΩR(x⋆
k) := {(x, y) ∈ Ω | |x − x⋆

k| < R}, ΓR(x⋆
k) := (x⋆

k − R, x⋆
k + R), (17)

and we consider the Taylor expansion on the interval ΓR. Moreover, we assume that the source is
located at the right of the interval ΓR, and we thus we define

Ω+
R(x⋆

k) := {(x, y) ∈ Ω | x − x⋆
k > R}, Γ+

R(x⋆
k) = (x⋆

k + R, +∞). (18)

Both these sets are represented in Figure 7.

x⋆
k

ΓR(x⋆
k)

ΩR(x⋆
k) f

Γ+
R(x⋆

k)

Ω+
R(x⋆

k)

Figure 7: Representation of ΓR(x⋆
k), ΩR(x⋆

k), Γ+
R(x⋆

k) and Ω+
R(x⋆

k). The source f is assumed to be
compactly supported in Γ+

R(x⋆
k).

The following Proposition shows that uapp
N can be approached by a three parameters function

of type dapp
z,α,x⋆

k
if the shape function h is steep enough at x⋆

k.

Proposition 1. Assume that Ω satisfies assumptions 1, let R > 0 and k > 0 be a locally resonant
frequency associated to the mode N ∈ N and the locally resonant point x⋆

k that satisfies h′(x⋆
k) ≥ θη

for some θ > 0. There exist z ∈ C∗, α > 0 and a constant C2 > 0 depending only on hmin, hmax, N
and θ such that

∥uapp
N − dapp

z,α,x⋆
k
∥L2(ΓR(x⋆

k
)) ≤ C2

(
R3/2η5/6 + R5/2η7/6

)
, (19)

where dapp
z,α,x⋆

k
is defined in (16).

Proof. Using the information about the support of the source term, we know that

uapp
N (x) =

∫ +∞

x⋆
k

+R
Gapp

N (x, s)fN (s)ds.

Using the definition of Gapp
N given in (11), there exists a function qk such that for every x ∈ ΓR(x⋆

k),

Gapp
N (x, s) = qk(s)(−ξ(x))1/4√

kn(x)
A(ξ(x)).

It follows that
uapp

N (x) = (−ξ(x))1/4√
kn(x)

A(ξ(x))
∫ +∞

x⋆
k

+R
qk(s)fN (s)ds.
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In the following, we denote O(·) bounds depending only on hmax, hmin and N . We see that

kN (x)2 = 2N2π2h′(x⋆
k)

h(x⋆
k)3 (x − x⋆

k) + O(η2(x − x⋆
k)2).

From now on, we assume that x > x⋆
k, which leads to

kN (x) =
√

2N2π2h′(x⋆
k)

h(x⋆
k)3 (x − x⋆

k)1/2 + O

η2(x − x⋆
k)3/2√

h′(x⋆
k)

 , (20)

and so

ξ(x) =
(

2N2π2h′(x⋆
k)

h(x⋆
k)3

)1/3

(x⋆
k − x) + O

(
η2(x − x⋆

k)2

h′(x⋆
k)2/3

)
.

Then,

A(ξ(x)) = A

(2N2π2h′(x⋆
k)

h(x⋆
k)3

)1/3

(x⋆
k − x)

+ O
(

η2(x − x⋆
k)2

h′(x⋆
k)2/3

)
,

and
(−ξ(x))1/4√

kN (x)
=
(

2N2π2h′(x⋆
k)

h(x⋆
k)3

)−1/6

+ O
(

η2(x − x⋆
k)

h′(x⋆
k)7/6

)
.

We set

z =
(

2N2π2h′(x⋆
k)

h(x⋆
k)3

)−1/6 ∫ +∞

x⋆
k

+R
qk(s)fN (s)ds, α =

(
2N2π2h′(x⋆

k)
h(x⋆

k)3

)1/3

, (21)

and it follows that

uapp
N (x) = zA(α(x⋆

k − x)) + O
(

η2(x − x⋆
k)

h′(x⋆
k)7/6

)
+ O

(
η2(x − x⋆

k)2

h′(x⋆
k)5/6

)
.

The exact same study can be done in the case x < x⋆
k. Since |x − x⋆

k| ≤ R, we conclude that

∥uapp
N − dapp

z,α,x⋆
k
∥L2(ΓR(x⋆

k
)) = η2O

(
R3/2(h′(x⋆

k))−7/6 + R5/2(h′(x⋆
k))−5/6

)
.

To conclude, we use the fact that h′(x⋆
k) ≥ θη.

Corollary 1. Assume that Ω satisfies assumptions 1, let R > 0 and k > 0 be a locally resonant
frequency associated to the mode N ∈ N and the locally resonant point x⋆

k that satisfies h′(x⋆
k) ≥ θη

for some θ > 0. There exist η > 0 such that if η ≤ η0 then there exist z ∈ C∗, α > 0 and a constant
C3 > 0 depending only on hmin, hmax, N and θ such that

∥dex − dapp
z,α,x⋆

k
∥L2(ΓR(x⋆

k
)) ≤ C3

(
δ(k)−8R2η + R3/2η5/6 + R5/2η7/6

)
. (22)

Proof. We apply Proposition 1, Theorem 1 and trace results which prove that there exists a constant
γ > 0 depending only on R, hmin and hmax such that

∥u(·, 0) − uapp(·, 0)∥L2(ΓR(x⋆
k

)) ≤ ∥u − uapp∥H1/2(ΓR(x⋆
k

)) ≤ γ∥u − uapp∥H1(ΩR(x⋆
k

)).

10



This result indicates a strategy to determine x⋆
k from the exact data dex. Assuming that η

is small enough to see dapp
z,α,x⋆

k
as a good approximation of dex, one may fit the three parameters

(α, z, x⋆
k) that minimize the misfit dex − dapp

z,α,x⋆
k

for some norm. We also see from this result that the
error in the Taylor expansion strongly depends on the values of θ, R and δ(k). Since we plan on
using different locally resonant frequencies, we need to get a uniform control over k on the Taylor
expansion. Moreover, we need to control the length R of the measurement interval. If R is too
large, the quality of the Taylor expansion diminishes and if R is too small, the data on the interval
ΓR(x⋆

k) may not contain enough information to fit the three parameters (z, α, x⋆
k) with stability.

To prevent this, R needs to be scaled depending on the parameter α. Indeed, the change of
variable x 7→ α(x⋆

k − x) must cover a large enough interval to perform the desired fitting. Using the
expression of α given in (21), we say that α(x⋆

k − x) covers an interval of fixed radius σ > 0 if

R ≥ σ

α
≥ σhmax

2β1/3N2π2 η−1/3.

This means that R needs to be scaled as η−1/3 and we assume now that

R := rη−1/3. (23)

where r > 0 is a constant. We can now give a uniform approximation result between dex and dapp
z,α,x⋆

k

on the interval ΓR(x⋆
k

).

Theorem 2. Assume the same hypotheses than in Theorem 1, and fix N ∈ N∗ and θ > 0. There
exists η0 > 0 such for any η < η0 and for any k > 0 associated to the mode N and the locally
resonant point x⋆

k satisfying h′(x⋆
k) ≥ θη, there exist α > 0 and z ∈ C such that the following

approximation holds on the interval ΓR(x⋆
k):

dex = dapp
z,α,x⋆

k
+ O(η1/3).

More precisely, there exists a constant C4 > 0 depending only on hmin, hmax, θ and r such that∥∥∥dex − dapp
z,α,x⋆

k

∥∥∥
L2(ΓR(x⋆

k
))

≤ C4η1/3. (24)

Proof. To prove this result, we need to provide a uniform lower bound for δ(k) under the hypothesis
h′(x⋆

k) ≥ θη. From the definition of δ(k), we assume without loss of generality that δ(k) is reached
by the mode number N ∈ N and that δ(k)2 =

∣∣∣k2 − N2π2/h2
max

∣∣∣. Hence, as k is locally resonant,
we know that k = Nπ/h(x⋆

k) and that

δ(k)2 = N2π2
∣∣∣∣∣ 1
h(x⋆

k)2 − 1
h2

max

∣∣∣∣∣ ≤ 2N2π2

h2
minhmax

(hmax − h(x⋆
k)).

Let us call t ≥ 0 such that h(x⋆
k +t) = hmax, we necessarily have h′(x⋆

k +t) = 0. Using the hypothesis
h′′ ≥ −η2, we know that h′(x⋆

k + s) ≥ ηθ − η2s for all s ∈ (0, t). This implies that t ≥ θ/η. Then,

hmax − h(x⋆
k) =

∫ t

0
h′(x⋆

k + s)ds ≥ ηθt − η2 t2

2 ≥ θ2

2 .

Then,
δ(k) ≥ Nπ

hmin
√

hmax
θ.

11



The proof of Theorem 2 is now straightforward, we simply replace R by rη−1/3 in Corollary 1 and
use the lower bound on δ(k).

Remark 1. We underline the fact that the constant in this estimation depends on the value of θ,
and tends toward infinity if θ tends to zero. This result is illustrated in Figure 8 where we clearly
notice that the error between dex and dapp

z,α,x⋆
k

deteriorates when θ become too small.

x⋆
k

h′(x⋆
k) = θη

hmin = 0.0983
hmax = 0.1017

0.2 0.4 0.6 0.8
10−1

100

101

θ

er
ro

r
Figure 8: Error of approximation ∥dex − dapp

z,α,x⋆
k
∥L2(ΓR(x⋆

k
)) for different values of θ with a fixed

value of η. The width h is represented on the left of the picture and exact data dex are generated
as explained in section 5.1 with a locally resonant mode N = 1 and a source f(x, y) = δx=6φN (y).
Then, dex is compared with dapp

z,α,x⋆
k

where α and z are defined using the expression (21). Here,
r = 0.2 and η = 8.10−4.

3.2 Stable reconstruction of x⋆
k

We proved so far that the one side boundary measurements are close to the three parameters
function

dapp
z,α,x⋆

k
: x 7→ zA(α(x⋆

k − x)), (25)

on the interval Γrη−1/3(x⋆
k) = (x⋆

k − rη−1/3, x⋆
k + rη−1/3). The question is now to understand if one

can get a stable evaluation of x⋆
k from this approached data. We define then the following forward

operator

F :
{

C∗ × (0, +∞) × R −→ C0(ΓR(β/α))
(z, α, β) 7−→ (x 7→ zA(β − αx)) . (26)

If the three parameters are uniquely defined, we can deduce an approximation of the position x⋆
k

from the solution of F (z, α, β) = dapp
z,α,x⋆

k
through the identification x⋆

k = β/α. The following result
guarantee the uniqueness of the solution to this problem.

Proposition 2. Let d0 := F (z0, α0, β0), there exists r0 > 0 such that if r > r0 then the problem
F (z, α, β) = d0 has a unique solution (z0, α0, β0).

12



Proof. If r is high enough, the interval Γrη−1/3 is large enough to contain the maximum amplitude
of the function d0 at position xmax, and the two first zeros of the function d0 called x1 and x2.
Hence (z0, α0, β0) are uniquely determined by

z0 = d0(xmax)
∥A∥∞

, α0 = y1 − y2
x2 − x1

, β0 = y1x2 − y2x1
x2 − x1

, (27)

where y1 and y2 are the two first zeros of the Airy function A.

This result of uniqueness and the corresponding inversion formulas are not directly applicable.
Indeed, these formulas are not robust to noise or data uncertainties and we remind the reader that
an approximation is already made between dex and dapp

z,α,x⋆
k
.

A first strategy would be to use the explicit formula (27) and apply some data regularization with
a low-pass filter before doing the inversion (see [21] for more details). This method works perfectly
with exact data, and will be called from now the “direct parameters reconstruction method”.

However, few issues can be raised with this method. Firstly, it is not sufficiently robust if data
are very noisy, as illustrated in Figure 10 where we use this method to reconstruct parameters with
a random additive noise of increasing amplitude. Secondly, as mentioned in the previous subsection,
we will only make measurements of the wavefield on the interval ΓR, and we cannot be sure that
neither the first two zeros nor the maximum of A will occur in this interval. Finally, it is more
realistic to assume that we only have access to dapp

z,α,x⋆
k

on a finite number of receivers positions. For
all this reasons, a least squares approach is introduced. On can keep the previous method to find
an initial guess of the parameters p := (z, α, β).

We now assume that we have access to the data

di := F (p)(ti), i = 1, . . . , n, (28)

where p := (z, α, β) and t := (ti)i=1,...,n ∈ ΓR is an increasing subdivision of ΓR. We denote by
d := (d1, . . . , dn) ∈ Cn the discrete data on the subdivision t. We aim to minimize the least squares
energy functional

Jd(p) := 1
2∥F (p)(t) − d∥2

ℓ2 . (29)

In this expression, the norm ℓ2 is the normalized euclidean norm defined by

∥d∥2
ℓ2 = 1

n

n∑
i=1

d2
i . (30)

Denoting by τ the step of the subdivision t, we know using quadrature results (see [14] for more
details) that for all functions f ∈ H2(ΓR),∣∣∣∥f∥L2(ΓR) − ∥f(t)∥ℓ2

∣∣∣ ≤ 2τ∥f∥H1(ΓR). (31)

It shows that the ℓ2 norm is a good approximation of the L2(ΓR) norm if the step of discretization
τ is small enough.

We assume the knowledge of an open set U ⊂ C∗ × (0, +∞) × R of the form

U := BC(0, zmax) × (αmin, αmax) × (βmin, βmax), zmax, αmin, αmax ∈ R⋆
+, βmin, βmax ∈ R, (32)

containing the solution p. The following proposition shows that the least squares problem is locally
well-posed if the sampling size n is large enough, and it quantifies the error on the recovered
parameters.

13



Proposition 3. There exists n0 ∈ N∗ such that if n ≥ n0, then for every p0 ∈ U and d0 := F (p0)(x),
there exist ε > 0 and U ′ ⊂ U such that for every d ∈ Rn satisfying ∥d−d0∥ℓ2 < ε then the functional
Jd is strictly convex on U ′ and admits a unique minimizer denoted pLS = (zLS, αLS, βLS). Moreover,
there exists a constant C5 > 0 depending only on U , p0 and n such that

∥pLS − p0∥2 ≤ C5∥d − d0∥ℓ2 . (33)

Finally, if we denote

Λ :

 B2(d0, ε) → R

d 7→ βLS
αLS

, (34)

the operator which approach the value of x⋆
k, there exists a constant C6 > 0 depending only on U ,

p0 and n such that
|Λ(d) − Λ(d0)| ≤ C6∥d − d0∥ℓ2 . (35)

The proof of this result is given in Appendix B. In this proof we can see that the choice of the
data discretization points t is important in order to improve the accuracy of the reconstruction. We
illustrate that by choosing p0 = (2 + i, 1.4, −2.8) and comparing the direct reconstruction of the
parameters (27) with the least squares method for three different sets t:

• t1 is a discretization of [−6, −1] with 100 points, where the tail of the Airy function is located.

• t2 is a discretization of [−2, 6] with 100 points, where the Airy function varies.

• t3 is a discretization of [−6, 6] with 200 points.

In Figure 9, we represent the four reconstructions where d = d0 + N and N is a normal random
additive noise of amplitude 0.3. We see that reconstructions with t2 and t3 seems more accurate
than the one with t1 and the direct reconstruction. We detail this in Figure 10, where we compare
the reconstruction errors with different noise amplitudes. We clearly see that using a least squares
method improves the reconstruction if t is well-chosen.

We now have a stable method to reconstruct an approximation x⋆,app
k of x⋆

k from given measure-
ments of d(x) := u(x, 0). Since h(x⋆

k) = Nπ/k, we can approximate the width at positions x⋆,app
k

with the formula
happ(x⋆,app

k ) = Nπ

k
. (36)

This provides an approximation of h in one point. Then, we change the frequency k > 0 to
get approximations of h all along the support of h′. From now on, we denote uk the wavefield
propagating at frequency k. As mentioned before, we assume that we already have an approximation
of supp(h′), hmin and hmax (see Appendix A). We denote

kmax := Nπ

hmin
, kmin := Nπ

hmax
. (37)

and we take a finite set of frequencies K ⊂ (kmin, kmax). For every frequency k ∈ K, we introduce
tk a discretization of ΓR and we set

∀k ∈ K dk := uk(tk, 0) + ζk, (38)

14
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Figure 9: Comparison of four different reconstructions of F (p0) where d − d0 is a normal random
additive noise of amplitude 0.3. Blue: direct reconstruction. Green: least square reconstruction
with t = t1. Red: least square reconstruction with t = t2. Purple: least square reconstruction with
t = t3.

the measurement of uk corrupted by an error term ζk. For every k ∈ K, using Proposition 3, we
have an εk and a constant Ck

6 associated with dk,0 = dapp
z,α,x⋆

k
. We define

ε := min
k∈K

(εk), C6 := max
k∈K

(Ck
6 ), (39)

and
X⋆,app := {Λ(dk), k ∈ K}. (40)

Using the known approximation of supp(h′) provided by Appendix A, we set the coordinates x0 and
xn+1 such that supp(h′) ⊂ (x0, xn+1) and X⋆,app ⊂ (x0, xn+1). We then define the function happ as
the piecewise linear function such that

happ(x⋆,app
k ) = Nπ

k
∀ k ∈ K, happ(x0) = Nπ

kmax
, happ(xn+1) = Nπ

kmin
. (41)

Using all the previous results, we are able to quantify the error of reconstruction between happ

and h:

Theorem 3. Let K be a finite subset of (kmin, kmax). Assume the same hypotheses than in Theorem
1, and fix N ∈ N∗ and θ > 0 such that for every k ∈ K, h′(x⋆

k) ≥ θη. There exist η1 > 0 and ζ0 > 0
such that if η < η1 and max

k∈K
∥ζk∥ℓ2 ≤ ζ0, then there exists a constant C7 > 0 depending only on

hmin, hmax, N , r, µ and θ such that

∥happ(X⋆,app) − h(X⋆,app)∥∞ ≤ ηC7

(
η1/3 + max

k∈K
∥ζk∥ℓ2

)
. (42)

Proof. For every k ∈ K, we notice that

|happ(x⋆,app
k ) − h(x⋆,app

k )| = |h(x⋆
k) − h(x⋆,app

k )| ≤ η|x⋆
k − x⋆,app

k | = η|Λ(d0) − Λ(dk,0)|.
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Figure 10: Error of reconstruction of p0 and Λ(d0) with respect to the noise on the data for
different method of reconstruction. On the left, ∥pLS − p0∥2 with respect to ∥d − d0∥ℓ2/∥d∥ℓ2 . On
the right, |Λ(d0) − Λ(d)| with respect to ∥d − d0∥ℓ2/∥d∥ℓ2 .

Using Theorem 2 combined with the control (31), we know that

∥dk − d0,k∥ℓ2 ≤ 2η1/3τC4
(
∥dex∥H1(ΓR) + ∥dapp

z,α,x⋆
k
∥H1(ΓR)

)
.

Using Theorem 1, we can control both these norm by a constant c2 > 0 which does no depend on
k. Then, if η and max

k∈K
∥ζk∥ℓ2 are small enough then,

2τC4c2η1/3 + max
k∈K

∥ζk∥ℓ2 ≤ ε,

and using Proposition 3,

|happ(x⋆,app
k ) − h(x⋆,app

k )| ≤ ηC6

(
2τC4c2η1/3 + max

k∈K
∥ζk∥ℓ2

)
.
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The first error term in this theorem is a consequence of the approximation of the data dex by the
Airy function dapp, while the second error term is caused by the eventual presence of measurements
noises. We illustrate this reconstruction in Figure 11 where we choose a subset K with 20 points,
and we compare happ(x⋆,app

k ) and the exact values h(x⋆
k).

−4 −3 −2 −1 0 1 2 3 40.98

0.99

1

1.01

1.02 ·10−1

x

(x⋆
k, Nπ/k)

h
(x⋆,app

k , Nπ/k)

Figure 11: Representation of x⋆
k and x⋆,app

k when K = {30.9 : 31.95 : 20}. Here, h is defined in
(49), N = 1, and data are generated as explained in section 5.1 with a source f(x, y) = δx=6φ1(y).

To conclude, we have proved in this section that we are able to reconstruct in a stable way a
set of resonant positions x⋆

k, which leads to a stable reconstruction of the function h. We present
in the next section the general idea needed to generalize this reconstruction to more realistic non-
monochromatic sources terms.

4 Inversion using a general source term
We now consider the general case without any a priori assumptions on the source terms f and b.
We use the same arguments as before to reconstruct the width using the locally resonant mode
N . However, other modes may also be present in the wavefield, and the previous approximation of
dex by uapp

N (see (15)) may not be valid. We provide here two methods to exploit the framework
developed in the previous section.

The first idea is to treat all resonant and evanescent modes as an added noise to the locally
resonant mode. Indeed, we know using Theorem 1 that

dex := u(x, 0) ≈
∑
n∈N

∫
R

Gapp
n (x, s)gn(s)ds φn (y) . (43)

Defining the noise
ζk(x) :=

∑
n̸=N

∫
R

Gapp
n (x, s)gn(s) dsφn (y) , (44)

we see that
dex ≈ uapp

N (x)φN (0) + ζk(x). (45)
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To make a successful use of Theorem 3, the noise ζk needs to be smaller than the parameter ζ0.
Using the expression of Gapp

n given in (11), we notice that

∀n ∈ N, |Gapp
n (x)| = O

( 1
min(|kn|)

)
. (46)

Since
|kN |
|kn|

≤ |kN |2h2
max√

2N − 1π
, (47)

the amplitude of ζk seems to be neglectable compared to the amplitude of uapp
N if the width hmax

is small enough and if ∥fn∥L2(R) = O(∥fN ∥L2(R)) for every n ̸= N . We illustrate this in Figure 12
where we compare the amplitude of u(x, 0) with the amplitude of uapp

N (x)φN (0) for source terms
f(x, y) = y2δx=6 and btop(x) = δx=6. We see that it is possible to fit directly the Airy function on
u(x, 0), since the noise is very small.

−4 −3 −2 −1 0 1 2 3 4 5 6 7

−4

−2

0

2

4

Real(u(x, 0))
Real(uapp

N (x)φN (0))

Figure 12: Representation of u(x, 0) and uapp
N (x)φN (0) generated by a source f(x, y) = y2δx=6 and

btop(x) = δx=6. Here N = 1, k = 31.7 and h is defined as in (49).

However, in the general case, the noise of the other modes can not always be neglected. In
this case, we can filter the measurements to keep only the locally resonant part. Evanescent modes
vanish away from the source and so their contribution is negligible in u(x, 0). As for propagative
modes, we notice that kn(x) is almost constant when n < N . Using (11), it means that every
propagative mode is oscillating with a frequency almost equal to kn. We illustrate it in Figure 13
with the Fourier transform of u(x, 0) and the contribution of each mode. Using a filter cutting
all frequencies around kn(x) for n < N , we can clean the signal and get a good approximation of
uN (x)φN (0) (see [21] for more details). We illustrate this in Figure 14 where we represent u(x, 0),
uN (x)φn(0) and the approximation obtained using this Fourier filtering.

We can now fit the three parameters Airy function on the measurements, and find an approx-
imation of x⋆

k as before. It proves that our method can be used in the case of general sources,
providing a filtering of propagative mode, and does not need any a priori information on sources
as long as their locally resonant part does not vanish. Using the extension of Theorem 1 to non
monotone waveguides provided in Section 4 of [10], all the results presented in this section remain
true in any kind of slowly varying waveguide.
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Figure 13: Influence of each mode on the Fourier transform of the measurements real part. Fourier
transform of Real(unφn(0)) are plotted for every non evanescent mode (n = 0, 1, 2). For comparison
purpose, kn(0) is represented for every propagative modes (n = 1, 2). Here, k = 63.4, N = 2,
f(x, y) = δx=6(3φ0(y) + 2φ1(y) + φ2(y)) and btop = δx=6.

5 Numerical computations
In this section, we show some numerical applications of our reconstruction method on slowly varying
waveguides. We simulate one side boundary measurements using numerically generated data, and
we provide reconstructions of increasing an non monotone waveguides with different shape profiles.

5.1 Generation of data

In the following, numerical solutions of (7) are generated using the software Matlab to solve nu-
merically the equation in the waveguide Ω. In every numerical simulation, we assume that h′ is
supported between x = −7 and x = 7. To generate the solution u of (7) on Ω7, we use a self-coded
finite element method and a perfectly matched layer [9] on the left side of the waveguide between
x = −15 and x = −8 and on the right side between x = 8 and x = 15. The coefficient of absorption
for the perfectly matched layer is defined as α = −k((x − 8)1x≥8 − (x + 8)1x≤−8) and k2 is replaced
in the Helmholtz equation with k2 + iα. The structured mesh is built with a stepsize of 10−3.

5.2 Method of reconstruction

Using all the previous results, we summarize here all the steps to reconstruct the approximation
happ of the width h.

1. Find an approximation of supp(h′), kmin and kmax using the method described at the beginning
of Appendix A.

2. Choose a set of frequencies K ⊂ (kmin, kmax) and sources f , btop, bbot. Then, for every
frequency, measure the wavefield d(x) := u(x, 0) solution of (7).

3. Filter the data by eliminating in the Fourier transform responses around kn for every a prop-
agative mode n.
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Figure 14: Fourier filtering of Real(uk(x, 0)) and comparison with Real(uapp
k,N (x)φN (0)). Here,

k = 63.4, N = 2, f(x, y) = δx=6(3φ0(y) + 2φ1(y) + φ2(y)) and btop = δx=6.

4. Find an approximation of the coordinate xmax where |u(x, 0)| is maximal. Then, choose a
length R > 0, and discretize the interval [xmax − R, xmax + R] into the set tk. The available
data tk are then the measurements of u(tk, 0).

5. For every frequency, minimize the quantity ∥dk − F (p)(tk)∥ℓ2 using a gradient descent to find
the approximation x⋆,app

k of x⋆
k. The direct reconstruction method can be used to initialize

the gradient descent method.

6. Compute happ using expression (41).

In step 3, we should normally discretize the interval ΓR(x⋆
k). However, since we do not know yet

the value of x⋆
k, we use the fact that x⋆

k is located near xmax, and that the interval [xmax−R, xmax+R]
can be included into a bigger interval ΓR′(x⋆

k) where R′ > R.

5.3 Numerical results

We now apply this method to reconstruct different profiles of slowly varying waveguides. Firstly,
we present in Figure 15 the reconstruction happ obtained for different increasing functions h. We
choose four different waveguide profiles

Ω1 : h1(x) = 0.1 + γ1

(
x5

5 − 32x3

3 + 256x

)
1−4≤x≤4 − γ21x<−4 + γ21x>4, (48)

Ω2 : h2(x) = 0.1 + γ3

(
x5

5 − 2x4 + 16x3

3

)
(10≤x≤4 − 1−4≤x<0) + γ4 (1x>4 − 1x<−4) , (49)

Ω3 : h3(x) = 0.1 + γ5x1−4≤x≤4 + 4γ51x>4 − 4γ41x<−4, (50)

Ω4 : h4(x) = 0.1 − 4γ5 + 4γ5

√
x + 4√

2
1−4≤x≤4 + 8γ51x>4. (51)
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where γ1 = 3.10−6, γ2 = 8192/5.10−6, γ3 = 5.10−5, γ4 = 53/3.10−5, γ5 = 0.01/30. All these profiles
are represented in black in Figure 15. We impose that sources of (7) need to be located at the right
of the waveguide in order to generate significant locally resonant mode (see Figure 5), and we define

f(x, y) = yδx=6, btop(x) = δx=6, bbot = 0. (52)

We choose to work with the following sets of frequencies

K1 = {30.92 : 31.93 : 20}, K2 = {30.9 : 31.95 : 20}, K3 = K4 = {31.01 : 31.83 : 20}. (53)

The profile h1 and the set K1 satisfy all the assumptions of Theorem 2, while the derivative
of h2 ∈ C2(R) vanishes once. The last two profiles h3 and h4 are not in C2(R) and show corners
where the derivative of the profile is not continuous. The function h′

3 is piecewise continuous and
bounded, contrary to h′

4 which explodes at x = −4.
We plot in red in Figure 15 the reconstructions happ, slightly shifted, obtained using our method

of reconstruction. We also compute the L∞ norm of h − happ in each situation. We clearly see that
the reconstruction deteriorates when h′(x⋆

k) is too small or when the function h is not sufficiently
smooth.

Figure 15: Reconstruction of four different increasing profiles. In black, the initial shape of
Ω5 (not scaled), and in red the reconstruction, slightly shifted for comparison purposes. In each
case, K = Ki is defined in (53), h = hi is defined in (48), (49), (50), (51), and the sources of
(7) are defined in (52). We also compute the relative error ∥h − happ∥∞/hmax between the exact
reconstruction and the approximation. Top left: i = 1, ∥h − happ∥∞/hmax = 0.49%. Top right:
i = 2, ∥h − happ∥∞/hmax = 0.94%. Bottom left: i = 3, ∥h − happ∥∞/hmax = 0.40%. Bottom right:
i = 4, ∥h − happ∥∞/hmax = 1.6%.

Secondly, we present in Figure 16 the reconstruction happ obtained for different non monotoneous
widths. We choose three different profiles defined by

Ω5 : h5(x) = 0.1 + γ6 sin
(

π

10(x + 5)
)

1−5≤x≤5, (54)

Ω6 : h6(x) = 0.1 − γ7(x + 5)1−5≤x≤0 + γ6
4 (x − 4)10<x≤4, (55)

Ω7 : h7(x) = 0.1 − γ8
√

3 + 2γ8 sin
(

4π
√

x + 5
3

)
1−3.5≤x≤4 + 2γ8 sin

(
4π

√
1.5

3

)
1x<−3.5, (56)
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where γ6 = 25.10−4, γ7 = 5.10−4, γ8 = 4.10−4. All these profiles are represented in black in Figure
16. The profile h5 represent a dilation of the waveguide, while h6 represent a compression of the
waveguide. The profile h7 is the more general one with both compressions and dilations. Again,
sources in (7) are located in every large area of the waveguide to generate significant locally resonant
modes and are defined by

f5(x, y) = δx=0y, b5
top(x) = δx=0(x), b5

bot = 0, (57)

f6(x, y) = (δx=6 + δx=−6)y, b6
top(x) = (δx=6 + δx=−6), b6

bot = 0, (58)

f7(x, y) = (δx=−1.5 + δx=6)y, b7
top(x) = (δx=−1.5 + δx=6), b7

bot = 0. (59)

We also define the frequency sets

K5 = {30.65 : 31.4 : 20}, K6 = {31.42 : 32.21 : 20}, K7 = {30.97 : 31.43 : 20}. (60)

We plot in red in Figure 16 the reconstructions happ, slightly shifted, obtained using our method of
reconstruction. We also compute the L∞ norm of h − happ in each situation.

Figure 16: Reconstruction of three different general profiles. In black, the initial shape of Ω6, and
in red, the reconstruction, slightly shifted for comparison purposes. In each case, K = Ki is defined
in (60), h = hi is defined in (54), (55), (56), and sources of (7) are defined in (57), (58), (59).
We also compute the relative error ∥h − happ∥∞/hmax between the exact reconstruction and the
approximation. Top left: i = 5, ∥h − happ∥∞/hmax = 0.57%. Top right: i = 6, ∥h − happ∥∞/hmax =
0.81%. Bottom: i = 7, ∥h − happ∥∞/hmax = 0.97%.

To conclude, we have provided in this section a method to reconstruct slowly varying width
defects given one side boundary measurements of the wavefield at local resonant frequencies. This
method works for every type of source and does not require any a priori information on the source
except the fact that it is located away from the defect. This reconstruction method is very sensitive
to small defects and works numerically to reconstruct dilatations or compressions of the waveguide.

6 Conclusion
In this article, we have used the study of the forward problem in slowly varying waveguide presented
in [10] and the approximation of the solutions as combination of Airy functions to develop a new
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inverse method to reconstruct the width of slowly varying waveguides. Given wavefield measure-
ments at the surface of the waveguide for different locally resonant frequencies, we reconstruct the
associated locally resonant points which lead to a good approximation of the width of the waveguide.

One main advantage of this new method is that is does not require any a priori information on the
sources, and we believe that it could be applied to develop new non destructive passive monitoring
methods. Moreover, using locally resonant modes, this method can detect small variations of the
width with a high sensibility. More importantly, when we compare this new method with the usual
back scattering method developed for instance in [11], we notice that this new method seems a lot
more precise: while the best relative reconstruction errors are of the order of 8% in [11], we reach
in this papers relative errors of the order of less than 1%. Even if measurements are not taken in
the same area, this improvement of the reconstruction precision must be underlined.

We believe that this work could be extended to elastic waveguides in two dimensions, using the
modal decomposition in Lamb modes presented in [23]. After generalizing it to elastic waveguide, we
plan in future works to test the method developed in this article on experimental data to see if the
good numerical results obtained using data generated by finite element methods can be reproduced.
Indeed, different physical experiments have already been conducted to recover width defects using
locally resonant frequencies (see [5, 13]) and we hope that the present reconstruction method could
both justify and improve these width reconstructions.

Appendix A: Identification of supp(h), kmin and kmax

Giving a compactly perturbed waveguide Ω, we describe here how one side boundary measure-
ments enable to approximate very precisely the quantities supp(h), kmin and kmax. The article [12]
mentions that the problem (7) is not well-defined when kn(x) = 0 in a non-trivial interval, which
especially happens when k = nπ/hmin or k = nπ/hmax. Numerically, this results in an explosion
of the solution when k tends to nπ/hmin (resp. nπ/hmax) with a source term located in the area
where h(x) = hmin (resp. h(x) = hmax). This behavior is illustrated in Figure 17.
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nπ/hmax
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Figure 17: L2-norm of u(x, 0) on the interval (−8, 8) with respect to k for a source btop = δx=−5
at the left of supp(h), and a source btop = δx=5 at the right of supp(h). For comparison purposes,
nπ/hmax and nπ/hmin are plotted for n = 1 and n = 2.

Measuring the surface wavefield while k varies and detecting its explosions provides a good
approximation of the width at the left and the right of the waveguide. Then, we choose a frequency
k = nπ/hmax or k = nπ/hmin and we move the sources while measuring the amplitude of the
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wavefield. It the source is located outside of the support of h, the wavefield is supposed to explode,
which provides a good approximation of the support of h. This behavior is illustrated in Figure 18.
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Figure 18: L2-norm of u(x, 0) on the interval (−8, 8) with respect to the position s of the source
btop = δx=s, for a frequency k = pi/hmax and k = π/hmin. For comparison purposes the support of
h is plotted.

Appendix B: Proof of Proposition 3
Proof. For every p ∈ U , we compute

∇Jd(p) =



n∑
i=1

A(β − αti)(zA(β − αti) − di)
n∑

i=1
−ztiA′(β − αti)(zA(β − αti) − di)

n∑
i=1

zA′(β − αti)(zA(β − αti) − di)


, (61)

∇2Jd(p) =
n∑

i=1
Mi(β − αti), (62)

with

Mi =


A2 −tiA′ × (2zA − di) A′(2zA − di)

−ti × A′ × (2zA − di)
zt2

i A′′ × (zA − di)
+z2t2

i × (A′)2
−zti × A′′(zA − di)

−tiz
2(A′)2

A′ × (2zA − di)
−zti × A′′(zA − di)

−tiz
2 × (A′)2

zA′′ × (zA − di)
z2(A′)2

 . (63)

For every h ∈ C × R2, h ̸= 0,

(∇2Jd(p)h|h) = A(p, h) + B(p, h), (64)

where
A(p, h) =

n∑
i=1

(A(β − αti)h1 + zA′(β − αti)(h3 − h2ti))2, (65)

24



B(p, h) =
n∑

i=1
(zA(β − αti) − di)(2A′(β − αti)h1(h3 − h2ti) + zA′′(β − αti)(h3 − h2ti)2). (66)

We want to prove that A(p, h) > 0. To do so, we use the following Lemma.

Lemma 1. For every (h1, h2, h3) ∈ C × R × R and (z, α, β) ∈ U , the set of zeros of

x 7→ h1A(β − αx) + zA′(β − αx) (h3 − h2x) , (67)

is finite, and at most equal to 3ℓ + 3 where ℓ is the number of zeros of A′ on

I := [βmin − t, βmax + t], where t = αmax max(|t1|, |tn|). (68)

Proof. We do a change of variable u = β − αx, and we see that for every x ∈ [x1, xn], u ∈ I. We
now look for u ∈ I satisfying

g1(u) := h1A(u) + zA′(u)
(

h3 − h2
α

(β − u)
)

= 0. (69)

We notice that if h1 = 0 then g1(u) = 0 if and only if A′(u) = 0 or x = h3/h2, which gives ℓ + 1
zeros of g1. Otherwise, we notice that if A′(u) = 0 then g1(u) ̸= 0 since every zero of the Airy
function is simple (see [3]). It means that there exist α ∈ C and β ∈ R such that

g1(u) = 0 ⇔ A
A′ (u) = αu + β. (70)

We define
g2(u) = A

A′ (u) − αu − β, (71)

and then

g′
2(u) =

(
1 − u

(A(u)
A′(u)

)2)
, g′′

2(u) = A(u)
A′(u)

(
2 − 2u

(A(u)
A′(u)

)2
− A(u)

A′(u)

)
︸ ︷︷ ︸

>0

. (72)

Between two zeros of A′, A vanishes only once, meaning that depending of the value of α, g′
2 vanishes

at most twice, and so depending of the value of β, g2 vanishes at most three times.

Back to the proof of Proposition 3, we now set n0 = 3ℓ + 3, and if n > n0 then it shows that
A(p, h) > 0. We denote λ1(p) = min

h∈R3,h̸=0
a(p, h)/∥h∥2

2. This function is continuous on a subset
U1 ⊂ U , and we denote by m the minimum of λ1 on U1. We also notice that

|b(p, h)| ≤ ∥zA(β − αX) − d∥1(∥A′∥∞ + 2z∥A′′∥∞)(1 + ∥t∥∞)∥h∥2
2. (73)

We see that

∥zA(β − αX) − d∥1 = ∥F (p) − d∥1 ≤ ∥F (p) − F (p0)∥1 + ∥d0 − d∥1. (74)

There exists a constant M > 0 depending on U such that for every p ∈ U ,

∥F (p) − F (p0)∥1 ≤ M∥p − p0∥1. (75)
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We define U2 = U1 ∩ B1(p0, ε1/M) where

ε1 := m

4(∥A′∥∞ + 2zmax∥A′′∥∞)(1 + max(|x1|, |xn|)) . (76)

It follows that for every p ∈ U2 and d ∈ B1(d0, ε1),

∥F (p) − F (p0)∥1 ≤ ε1, |b(p, h)| ≤ m

2 ∥h∥2
2. (77)

The operator Jd is then strictly convex on U2 since

∥∇2Jd(p)∥2 ≥ min
h∈C×R2,h̸=0

|A(p, h)| − |B(p, h)|
∥h∥2

2
≥ m

2 > 0 (78)

We now need to prove that the minimum of Jd is located inside of U2 and not on its boundary. To
do so, we look for a point p ∈ U2 such that ∇Jd(p) = 0. We already know that ∇Jd0(p0) = 0.
Using the implicit function theorem, there exists an open set V ⊂ Rn containing d0 such that there
exists a unique continuously differentiable function G1 : V → C×R×R such that ∇Fd(G1(d)) = 0.
We define U ′ = G1(V ) ∩ U2 and there exists ε > 0 such that B2(d0, ε) ⊂ G−1

1 (U ′) ∩ B1(d0, ε1). It
shows that the application

G :
{

B2(d0, ε) → U ′

d 7→ argminp∈U ′Jd(p) , (79)

is well-defined and continuously differentiable. Moreover, we also know that

∂dj
G(d) = −[∇2Jd(G(d))]−1[∂dj

∇Jd(G(d))]. (80)

We denote pLS = G(d), and

∥∂dj
∇Jd(pLS)∥2 =

∥∥∥∥∥∥∥
 −A(βLS − αLStj)

zLStjA′(βLS − αLStj)
−zLSA′(βLS − αLStj)


∥∥∥∥∥∥∥

2

≤
√

∥A∥2
∞ + αmax∥A′∥2

∞(1 + ∥t∥∞) := c1. (81)

If follows that
∥pLS − p0∥2 = ∥G(d) − G(d0)∥2 ≤ 2

√
nc1

m
∥d − d0∥2. (82)

Finally,

|Λ(d) − Λ(d0)| ≤ 1
αmin

|βLS − β0| + βmax
(αmin)2 |αLS − βLS| ≤

( 1
αmin

+ βmax
(αmin)2

) 2
√

nc1
m

∥d − d0∥2. (83)
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