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A Quasi-Monte Carlo method to compute scattering
effects in radiative heat transfer: application to a

sooted jet flame

K. Torres-Monclarda,∗, O. Gicquel Oliviera, R. Vicquelina

a Laboratoire EM2C, CNRS, CentraleSupélec, Université Paris-Saclay,
8-10 rue Joliot Curie, 91192, Gif-sur-Yvette cedex, France

Abstract

The Monte-Carlo simulation of radiative heat transfer is known to be very ac-

curate. Its convergence can be significantly improved using Randomized Quasi-

Monte-Carlo (RQMC) methods that rely on low-discrepancy sequences. The

RQMC approach derived recently to deal with thermal radiation is, however,

limited to non-scattering media. The present work proposes a methodology

aiming at extending this technique to scattering media based on the prior esti-

mation of the low-discrepancy sequence dimension. Firstly, the method is tested

on 3D homogeneous fields with various operating points based on the domain’s

optical thickness and albedo. It is observed that, for a given number of gener-

ated rays, the error can be reduced by up to one order of magnitude. Secondly,

the RQMC approach is combined with importance sampling to increase its ef-

ficiency further. The number of rays required is even lower, resulting in saving

CPU time to reach a given error.

The RQMC approach is then applied along with an accurate model for soot

particles’ radiative properties: the Rayleigh-Debye-Gans for Fractal Aggregates

(RDGFA) theory. The model assumes a complex morphological shape of parti-

cles contrary to Rayleigh theory that is valid for spherical particles only. Monte-

Carlo simulations are performed on a fixed turbulent sooted flame field taken

from coupled calculations with large-eddy simulation. The overall CPU cost
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is divided by a factor of 2 compared to a standard Monte Carlo calculation.

The simulation allows for accurate quantification of soot scattering effects with

RDGFA, which eventually appear small in this configuration. On the other

hand, the use of Rayleigh theory strongly underpredicts the actual scattering

impact.

Keywords: Thermal radiation, Monte Carlo, Soot, Scattering

1. Introduction

The radiative contribution to wall fluxes must be determined in many engi-

neering systems, particularly in combustion chambers which feature high tem-

peratures. In such applications, radiative heat transfer is classically split into

two contributions: non-luminous radiation from participating burnt gases on5

the one hand, and luminous radiation from soot particles emitted in the visible

spectral range on the other hand. It is known the latter is contributing to a

non-negligible part of the wall fluxes in gas turbines [1]. Hence, radiative heat

transfer from soot particles must be understood and quantified.

The characterization of soot radiative properties from their morphology has10

shown an increasing interest [2–5] since these properties have an impact on the

radiative transfer properties [6–8], but also on soot growth mechanisms. Soot

particles are known to form aggregates of nP primary particles with quasi con-

stant primary particle diameter dP . In practice, such a complex geometry is

considered as a fractal structure. Although their shape varies irregularly, em-15

pirical laws have been proposed to describe these clusters. The law of Samson [9]

expresses the relationship between nP and dP as nP = kf

(
2Rg
dP

)Df
with kf and

Df fractal parameters.

Several experimental diagnostics have been developed for soot characteriza-

tion on laminar flames. The LII (Laser-Induced Incandescence) enables access20

to the soot volume fraction fV [10, 11] , but this technique needs to be calibrated

and depends on the optical properties of soot particles. The determination of nP

and dP are based on experimental diagnostics such as the Laser Light Extinction
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techniques based on the scattering by soot particles [12, 13].

From a numerical point of view, the computation of the radiative power is25

based on solving the Radiative Transfer Equation (RTE) accounting emission,

absorption, and scattering phenomena. Among the different existing methods

[14], the Discrete Ordinate Method (DOM), Finite Volume Method (FVM), and

Monte Carlo (MC) methods are the most popular. The latter is known to be

the most accurate and is used as a reference for the other methods, although30

it is computationally expensive. Numerous studies have been focusing on radi-

ation impact, using detailed radiative properties for gaseous combustion prod-

ucts (line-by-line method or a narrow-band approach such as the cK-model [15])

with both RANS and LES approaches [16–19]. Taking into account soot par-

ticle radiation requires additional modeling effort since their optical properties,35

morphology, and dynamics need to be described accurately. Although state-of-

the-art soot dynamics model has been considered in some studies (method of

moments: [20]; sectional method: [21]) along with a Monte Carlo resolution,

scattering by soot particles, have always been neglected. This is due to the use

of Rayleigh theory to describe soot particles’ radiative properties in CFD com-40

putations: in this theory, soot particles are considered as spherical and small,

and scattering is negligible. However, more recent approaches, as the Rayleigh-

Debye-Gans theory for Fractal Aggregates (RDG-FA) [22], have been developed

and consider soot particles as fractal aggregates. This is more consistent with

experimental findings. Recent work [23] has also compared RDGFA results with45

exact solutions for a cluster of spheres and has shown the excellent capability

of RDGFA to describe complex scattering interactions between primary parti-

cles. The effects of soot scattering based on Rayleigh theory could then have

been wrongly estimated in previous CFD studies and should be quantified with

up-to-date models such as RDGFA.50

Combining scattering and Monte Carlo resolution is done in other research

fields such as stellar observation [24–26] or medical approaches [27]. In these

studies, several techniques of Monte Carlo convergence improvements have been

employed since the variance due to the scattering was important. One of these
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techniques is known as the Forced Scattering [25] and are using the idea of55

biasing: the random numbers are generated from a probability density function

(PDF) q(x) instead of the original one p(x). The weight of the Monte Carlo ray

is then corrected by a factor 1/q(x). This enables to reduce the variance of the

Monte Carlo estimate and then have a better estimation of the radiative power

or flux. However, since a Monte Carlo cubature method is used, the convergence60

rate law is known to be proportional to N−1/2 with N the total number of rays,

which can keep the calculations costly.

High-fidelity simulations of turbulent reactive flows with a Monte Carlo

method and detailed soot radiative properties, including scattering, have never

been done before. It would remain, however, very costly if the scattering effects65

to outline are small. Additional efforts are needed to make such computations

more affordable. Several strategies can be encountered in the literature. When

the origin of penalized convergence is identified, variance reduction techniques

[28–31], which Forced scattering is a part of, are of great interest. Recently,

an alternative sampling mechanism for numerical integration known as Quasi-70

Monte Carlo (QMC) has been applied to radiative energy transfer in partici-

pating media [32, 33]. Such a methodology, which can be combined with any

other variance reduction techniques, improves the convergence rate of the Monte

Carlo simulation significantly. In particular, [32] have used a Randomized QMC

(RQMC) that enables the statistical estimation of the results accuracy and have75

demonstrated its increased efficiency in several cases. RQMC simulations of

thermal radiation have been retained in recent coupled simulations: direct nu-

merical simulation of a turbulent jet [34] and large-eddy simulation of a sooted

jet flame [21].

The purpose of this study is twofold. A Randomized Quasi-Monte Carlo80

methodology is first derived to handle scattering media and extend the range

of radiative transfer applications for such interesting methods. It is combined

with different scattering treatment strategies, and the impact on the simulations’

accuracy and convergence rate is analyzed. Secondly, the derived approach is

applied to a 3D simulation of a turbulent sooted jet flame to quantify soot85
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scattering with state-of-the-art soot radiative models (RDG-FA). The flame

corresponds to the one experimentally studied at Sandia [35], and the radiative

fields are computed from large-eddy simulation instantaneous results extracted

from [21].

The study is organized as follows: Section 2 introduces the Monte Carlo90

solver, the implemented standard methods to deal with scattering, and the

adaptation of RQMC in this context. The validation of these methods and

their impact on convergence are shown in Section 3. Sections 2-3 involve gray

properties and a homogeneous domain. Soot radiative properties used to com-

pute the radiative power of the turbulent jet flame are presented in Sec. 4. The95

Rayleigh-Debye-Gans theory for Fractal Aggregates is fully detailed with the re-

tained parameters and validated. Finally, Section 5 presents the different results

obtained in this turbulent configuration. The benefit of the RQMC method in

CPU time and error is first evaluated. The reference fields computed without

scattering are then presented along with the impact of soot particles scattering.100

2. Monte Carlo resolution of the RTE with scattering.

2.1. The Rainier solver

2.1.1. Radiative transfer equation

In this study, the Radiative Transfer Equation (RTE) is solved for a partic-

ipating medium, accounting for emission, absorption and scattering effects. In105

these conditions, the RTE is given by :

dIν
ds

= − (κν + σν) Iν + κνn
2Ibν +

σν
4π

∫

4π

Iν(s′)Φν(s′, s)dΩ′ (1)

In this equation, the radiative intensity Iν is a function of the local position,

the direction s and the wavenumber ν. The refractive index of the medium n is

considered as unity in the following. κν and σν are the absorption and scattering

coefficients, respectively. Ibν is the blackbody intensity and dΩ′ the infinitesimal110

solid angle around the direction s′. The first term of the equation corresponds to

a loss of radiative intensity in the direction s due to absorption and scattering.
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The second term accounts for the emission process. The last term represents the

fraction of intensity coming from another direction s′ scattered in the direction

s. This fraction depends on the scattering phase function Φν(s′, s), which can115

be seen as the probability for a ray to be scattered from s′ to s.

2.1.2. Monte Carlo solver

The Radiative Transfer Equation (RTE) is solved with a Monte Carlo ap-

proach using the in-house code Rainier [32] whose details are summarized here.

In this solver, a backward Monte Carlo method, the Emission Based Reciprocity120

Method (ERM), [36] is used to compute the radiative power and flux fields. In

ERM, the radiative power at a given node is calculated as the sum of the ex-

changed power with all other cells and the computational domain’s boundary

faces. The exchanged power between the node i and the cell j is given by:

P exch
ij =

∫ +∞

ν=0

κν (Ti) [Ibν (Tj)− Ibν (Ti)]

∫

4π

AijνdΩdν (2)

Ti and Tj are the temperature at the node i and cell j, respectively. The125

term Aijν accounts for absorption, transmission, and wall reflections between i

and j.

In the Rainier solver, rays are traced from all the computational domain

nodes where a result is desired. The ray is characterized by its initial position

(same as a node of interest), its wavenumber ν, and its initial direction (cor-130

responding to two angles θ and φ). The three latter quantities are randomly

sampled according to their probability density functions, and associated with

three random numbers Rν , Rθ and Rφ uniformly sampled between zero and

unity:

Rν =

∫ ν
0
κν (Ti) Ibν (Ti) dν∫∞

0
κν (Ti) Ibν (Ti) dν

, Rθ =
1− cos(θ)

2
, Rφ =

φ

2π
. (3)

For black walls or specular reflection, no additional random numbers are135

needed. In the case of diffuse reflections, the reflected direction needs to be

randomly generated, and two new random numbers R′θ and R′φ are sampled in

the corresponding hemisphere.
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The path that the ray follows is treated with the energy partitioning method

or path-length method [37]. The ray is gradually attenuated along its path by140

a factor e−κ∆l after each cell’s crossing, where ∆l is the path length through

one cell, and after each wall reflection. A stopping criterion is given in practice:

the bundle is traced until it carries a certain percentage of its initial energy τmin.

2.1.3. Accuracy monitoring145

Finally, to estimate the Monte Carlo simulations’ error, the total number of

ray samples N is divided into M packs, yielding M sub trials. For a given pack

i, the Monte Carlo trial Qi(P ) is computed, with P = N/M the number of rays

in the pack. The Monte Carlo estimate from the total number of rays Q(N) is

then given by :150

Q(N) =
1

M

M∑

i=1

Qi(P ) (4)

In practice, Q designates either the radiative power or the radiative flux.

The knowledge of Q(N) and Qi(P ) enables to estimate the standard deviation

of Q(N) as

σ[Q(N)] ≈
(

1

M(M − 1)

M∑

i=1

[Qi(P )−Q(N)]
2

)1/2

(5)

The accuracy of the Monte Carlo results is controlled thanks to two conver-

gence criteria based on the standard deviation σ[Q(N)]:155

• Relative error: it is defined as the ratio of the local standard deviation to

the local quantity of interest (radiative power or flux).

• Absolute error: the standard deviation is checked to be lower than a pre-

scribed threshold, typically set equal to a given percentage of the estimated

maximum value of the quantity of interest.160

Once one of these criteria is attained, the ray tracing is interrupted.
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2.2. Standard stochastic treatment of scattering

The Rainier solver did not account for scattering in previous works. The

implemented stochastic treatment of scattering combined with energy parti-

tioning for absorption and ERM follows the Ph.D. work of Tessé [38]. The165

method does not modify the radiative power expression, and scattering events

only correspond to a modification of the ray’s direction.

2.2.1. Optical thickness for scattering

In the Monte Carlo method, each ray follows the standard ERM until a given

distance determined by the attributed scattering optical thickness is reached.170

A scattering event is then computed. The optical thickness (for scattering) of

each ray is based on a random number sampled uniformly between 0 to 1 that

corresponds to a value of a cumulative probability distribution function (c-pdf ).

The scattering pdf, indicating the probability that a a ray changes its direction

between s and s+ ds, is equal to :175

fs(s)ds = exp

[
−
∫ s

0

σν (s′) ds′
]
σνds (6)

Then, the cumulative probability function (c-pdf ) Fs is defined by :

Fs(s) =

∫ s

0

fs(s
′)ds′ = 1− exp

[
−
∫ s

0

σν (s′) ds′
]

(7)

One can define an optical thickness for scattering τs =
∫ s

0
σν (s′) ds′, and a

random number Rs (corresponding again to a value of Fs) given by :

τs = − ln(Rs) (8)

2.2.2. Scattering event

Determination of the scattering location.

Let Nc be the number of cells crossed by the ray, and li the length crossed by the

ray in the i-th cell. The scattering event occurs in the cell Nc if
Nc∑
i=0

σi,ν li > τs.
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The length ls from the cell entry point at which the scattering takes place is

determined by

ls =

∑Nc
i=1 σi,ν li − τs

σN,ν
(9)

The radiative power exchanged between the ray origin and the cell Nc is calcu-180

lated using the distance ls.

Determination of the new direction.

At this point, the new direction is unknown and needs to be determined. The

scattered ray is parametrized by two new angles θs and φs defined in respect to

the ray direction. Two new random numbers Rθ and Rφ are sampled accord-185

ingly. Their definition depends on the scattering phase function Φ. In this study,

isotropic scattering and the RDG-FA model for soot particles are considered.

• Isotropic scattering

φs = 2πRφ

cos(θs) = 1− 2Rθ

(10)

• Anisotropic scattering with RDG-FA. Φ is only a function of θ (cf. Equa-

tion 25).190

φs = 2πRφ

Rθ =

∫ θs
0

Φ (θ) sin(θ) dθ

2

(11)

Once the new direction is known, a new scattering optical thickness is sam-

pled, and the ray tracing continues.

2.3. Improvement of the methodology with forced-scattering

One issue with this standard methodology is that the scattering criterion
N∑
i=0

σi,ν li > τs can be rarely verified in areas with a low scattering optical thick-195

ness. Consequently, to achieve a statistically significant number of scattering
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events in these regions, a considerable number of sampling would be required,

leading to an increase in CPU cost.

The idea of forced-scattering [25] is to limit the value taken by τs to guarantee

that a ray is scattered along its path. Equation 8 is then modified and becomes200

τs = − ln(Rs(1− eτ
∗
)) (12)

with τ∗ the total optical depth along a ray’s path from the emitted point to

a wall of the domain. Since the physics has been biased, the exchanged power

after scattering is corrected accordingly by a factor 1
1−eτ∗ .

The quantity τ∗ is pre-computed at the point of emission before the usual

ray tracing begins to determine the radiative power or flux. After the initial di-205

rection is randomly generated, the quantity τ∗ =
N∑
i=0

σi,ν li is calculated until the

ray reaches a wall. Although this technique improves convergence, it increases

the CPU cost due to this additional ray generation.

To overcome this difficulty, an approximation of the quantity τ∗ is done,

by prescribing τ∗fast ≈ σemit,νLmax where Lmax is a quantity explicitly chosen210

before any computation. In practice, it is set to be equal to the maximum

length of the domain. σemit,ν corresponds to the scattering coefficient’s value at

the emission point. This technique will be referred to as fast forced-scattering

method in the following.

Once a ray is scattered, a new random optical thickness is computed as215

explained in the previous part. In this case, the above procedure is repeated by

computing τ∗ or τ∗fast from the scattering point.

2.4. Randomized Quasi-Monte Carlo treatment of scattering

2.4.1. Quasi-Monte Carlo

The Quasi-Monte Carlo (QMC) methodology has been implemented and220

validated in the Rainier solver [32] for a non-scattering medium. The QMC

technique relies on the use of low-discrepancy sequences instead of the usual

random number generators. This enables to improve the rate of convergence of

the iterative method. The construction of the low-discrepancy sequence requires
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to know beforehand the stochastic dimension of the problem. The stochastic225

dimension corresponds here to the number of different random variables to ini-

tialize and trace a ray. This construction requirement is fundamentally different

from the classical use of a single random generator that provides (with a given

quality) independent and identically distributed (i.i.d.) samples for all needed

random variables. In this work, a Sobol sequence is used. Its construction al-230

gorithm follows the algorithm described in [39]. The stochastic dimension, i.e.

the number of different random variables, is in the general unknown in Monte

Carlo simulations addressing radiative heat transfer. This issue is common to

all QMC methods and has not been studied in scattering media.

235

2.4.2. Stochastic dimension and scattering

For a non-scattering medium with diffuse wall reflections, the sequence di-

mension is here equal to d = 3+2rmax. The number 3 corresponds to the initial

random numbers picked up for the ray (wavenumber ν, direction angles θ and

φ). rmax is the maximum number of diffuse reflections of a ray which can be240

determined as a function of the wall properties [32]: ln(τmin)
ln(1−εmin) where τmin and

εmin are the stopping ray criterion and the minimal wall emissivity encountered

in the simulation, respectively. Finally, for each reflection, 2 random numbers

are sampled to define the reflected direction.

In the case of a scattering medium, determining beforehand the number of245

scattering events of a ray is problematic or, at best, cumbersome: the different

fields (temperature, species, soot) are not homogeneous, and time-varying in

coupled simulations involving DNS or LES. However, this knowledge is required

before any computation to build the corresponding low-discrepancy sequence.

Let us denote smax the prescribed maximum number of scattering events for250

a ray. The dimension of the sequence is then equal to 4 + 2rmax + 3smax

when accounting for scattering. Four random variables are now needed at the

beginning of the computation with the added scattering optical thickness to

sample. After each scattering event, three random numbers are sampled.
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Since the user choice of smax could be underestimated, one can run out of255

samples in the QMC sequence. Two strategies are then considered to deal with

scattering:

• Hybrid-RQMC method: QMC samples are considered for emission and

wall reflections only (dQMC = 3 + 2rmax); scattering is fully treated with

a standard Monte Carlo approach.260

• Full-RQMC method: the QMC method is used for emission, wall reflec-

tions and scattering up to smax events (dQMC = 4 + 2rmax + 3smax);

when smax is reached, additional sampling switches to a standard random

generator, i.e a Monte Carlo method instead of QMC.

The RQMC concept, which extends the QMC method, is introduced below.265

In the first strategy (Hybrid-RQMC ), QMC only benefits to the first part of

the rays tracing where the stochastic dimension is known with certainty. In the

second strategy (Full-RQMC ), QMC sampling is used up to the initial fixed

full stochastic dimension. Beyond smax, we choose not to interrupt the ray

tracing to bias the computed results, and the solver relies then on a standard270

MC sampling.

2.4.3. Accuracy monitoring with randomized QMC

Compared to Monte Carlo simulations and the associated central limit theo-

rem, the QMC method uses a deterministic sequence whose points are no longer

independent. Consequently, QMC does not provide a way to estimate the error,275

which prevents any computations’ accuracy control. Such an issue can be solved

by randomizing the low-discrepancy sequences [40], known as the Randomized

QMC (or RQMC) approach.

In this approach, M trials of low-discrepancy sequences are built, each com-280

posed of P realizations. Each sequence is a randomized version of the original

low-discrepancy sequence, which ensures independence between them. This en-
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ables, following equations 4 and 5 to have access to the standard deviation of

the RQMC estimator of our quantity of interest, by :

σ
[
QRQMC(N)

]2 ≈ 1

M(M − 1)

M∑

i=1

[
QQMC
i (P )−QRQMC(N)

]2
(13)

whereN = M P is the total number of realizations, QRQMC(N) = 1
M

∑M
i=1Q

QMC
i (P )285

is the RQMC estimator of the quantity of interest. When considering Quasi-

Monte Carlo simulations in the following, only RQMC computations are actually

carried out. RQMC computations are of great interest in practical simulations

where on-the-fly control of the accuracy is desired. Finally, the different meth-

ods’ convergence rates can be quantified identically based on the evolution of290

the estimate’s standard deviation with the total number of samples N .

To build a randomized QMC sequence, a balance must be found between the

resulting scrambling of the samples and the need to preserve the low-discrepancy

property, which makes the QMC cubature efficient in the first place. The I-295

binomial scrambling method [41] has been retained in this study: it preserves

the convergence results of the interesting Full Scrambling method while ensuring

a good compromise between memory requirement and computational cost. The

key principle is the application of a permutation to each digit issued from the

decomposition of the sequence points in base b (b = 2 for the considered Sobol300

sequence). The I-binomial scrambling is part of the linear scrambling techniques,

where the permutations are constructed through linear combinations. More

details on the construction algorithm can be found in Refs.[41, 42].

3. Validation and assessment of convergence properties in a homoge-

neous gray medium305

3.1. Test case

All the calculations carried out in this section assume uniform gray radiative

properties and isotropic scattering. Other validation cases encountered in the

literature have mostly been realized in these conditions.
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The chosen validation case is taken from the study of [43]. A 1D domain with310

a uniform temperature of 1000 K and gray radiative properties is considered.

Two black walls at 300 K surround the domain. The medium is characterized

by an extinction optical thickness τL = (κ+σ)L with L the domain length, and

an albedo ω = σ
κ+σ . Knowing these two quantities, the radiative properties of

the medium are completely described by σ = ωτL
L and κ = τL

L − σ.315

The wall emittance is defined as the ratio ϕr
ϕblack

with ϕr the wall radiative

heat flux and ϕblack the corresponding black body wall flux at the given wall

temperature. Siegel [43] has reported emittance values that validate the current

implementation of scattering in the Rainier solver.

3.2. Validation of the standard scattering treatment320

The standard Monte Carlo treatment of scattering described in Sec. 2.2 and

added in the Rainier solver is here assessed on a 3D cubic domain Lx×Ly ×Lz
with Lx = Ly = Lz = 0.2 m. The x-axis corresponds to the wall-normal direc-

tion. The domain is discretized on a structured mesh: Nx = 100, Ny = 100,

Nz = 10. The MC backward method enables the computation of the points of325

interest located at the left and right walls. Periodic boundaries are applied to

the four other walls.

The error control is set such that the relative error on the computed flux is

1%. Since the error is fixed here, the number of rays is allowed to vary until the330

error is reached. For this validation case, the number of packs M is set to 100.

Scattering is here treated with the Hybrid-RQMC method. The results obtained

with the Rainier solver are compared with the study of Siegel in Figure 1.

It can be observed that the amount of heat flux impinging the wall diminishes

as the albedo increases. Indeed, the medium scatters more energy, which, after335

absorption, does not reach the wall. When the total optical thickness increases,

the normalized heat flux increases because the medium emits more energy. The

obtained results are in excellent agreement with Siegel’s work, which validates

the implemented methodology to deal with a scattering in the radiation solver.
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Figure 1: Wall emittance obtained in function of the albedo ω for two optical thickness τL

and comparison with literature data [43]. (higher resolution)

3.3. Comparison of different methods340

In the previous section, a controlled error has been prescribed. The objective

of this section is to apply several techniques to compare the convergence of the

calculations. The CPU time is directly related to the number of rays required

to achieve the prescribed accuracy.

3.3.1. Validation345

The following methods are considered:

• The hybrid-RQMC case used for the validation of standard scattering in

Section 3.2 (RQMC for absorption and emission, MC for the scattering)

• The Standard forced-scattering (SFS) case. In order to assess the validity

of the method, absorption, emission and scattering are treated with a350

standard MC approach.

• The Fast-forced-scattering (FFS) case, with a maximum length is pre-

scribed to Lmax = 0.2 m, which corresponds to the size of the domain. A

classical MC approach is also used here for the random number generation.
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• The full-RQMC case where scattering is also treated using RQMC. For355

this computation, a value of smax = 50 is chosen in order not to affect the

obtained results. This choice yields a Sobol sequence dimension of 154.

The number of trials M is set to 100, and the same convergence criteria

are prescribed to all cases for the absolute and relative standard deviation.

The obtained results are shown in Figure 2. The different methodologies give360

identical results, which is expected with the controlled error. This validates

their implementation.

Figure 2: Wall emittances obtained in function of the albedo ω for two optical thickness τL

and for four different scattering treatments. Comparison with reference results from [43] is

also provided. Plain markers : τL = 0.2, empty markers : τL = 0.5.

3.3.2. Convergence performance : tests with fixed number of rays

In the previous section, the number of rays was allowed to vary since an

error criterion was prescribed. The different methods do not take the same365

computational time. Additional computations are performed by calculating the

error of all the methods for a fixed number of rays to assess the improved

methods’ convergence performance. The error is assessed with each method’s

standard deviation for their estimation of the wall radiative flux.

The case with optical thickness τL = 0.2 and albedo ω = 0.3 is first consid-370

ered. The four methods compared in Section 3.3.1 are considered. The number
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of trials M is fixed at 100 for a correct estimation of the standard deviation.

smax = 50 is set for the full-RQMC computation. An additional method where

emission, absorption, and scattering (standard treatment) are all treated via a

traditional Monte Carlo approach is also exhibited for reference. This method375

is referred to as Standard-MC.

In Figure 3, the methods exhibit different curves of relative standard de-

viation as a function of the total number of rays N . For larges values of N ,

the asymptotic convergence law is outlined. Three trends can be observed in

Figure 3. For the cases with a standard Monte Carlo treatment, Standard-MC,380

SFS and FFS cases, the classical N−1/2 convergence law of MC methods is

retrieved. One can note that the errors achieved for these cases are similar here.

This is attributed to the chosen conditions (optical thickness and albedo) where

scattering is not dominant: SFS and FFS do not increase the convergence in

this case. When a full-RQMC treatment is considered, the convergence rate is385

greatly improved (up to 0.8), and the lowest error is obtained with this method.

Typically, if one requires a relative standard deviation of 10−3, approximatively

104 rays need to be computed for the RQMC method, while 105 rays are re-

quired for the standard MC method, which saves an important CPU time. The

difference increases as the desired error are lowered. With a hybrid-approach390

(Hybrid-RQMC ), the error and corresponding convergence law are in-between

the Standard-MC and full-RQMC cases. The power-law exponent is slightly

affected here by the standard MC treatment of scattering, limiting the achieved

error.

395

A second case with τL = 1 and the albedo ω = 0.7 is considered to see

how the previous results are affected. The number of maximum scattering has

been increased to smax = 250 for the full-RQMC method not to affect the

convergence law results. Results are presented in Fig. 4. Here again, Standard-

MC, SFS and FFS methods exhibit a 1/2-convergence-rate law. SFS and FFS400

methods perform slightly better than the Standard-MC method when looking at

the obtained relative standard deviation. In this configuration, the scattering
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Figure 3: Relative standard deviation of computed wall emittance as a function of the to-

tal number of rays N for the five considered cases. Conditions: τL = 0.2 and ω = 0.3.

Convergence rates are also displayed in dashed lines.

phenomenon is dominant but occurs often. Hence, forcing the ray to scatter

has a little impact on the error than the Standard-MC method without forced-

scattering. The full-RQMC convergence rate is barely affected compared to the405

case with an albedo equals to 0.3 and still outperforms all the methods. Finally,

the Hybrid-RQMC convergence rate becomes closer to 1/2, which confirms that

the MC scattering treatment limits the convergence rate of the hybrid method.

The full-RQMC approach appears more interesting as its convergence properties

are less sensitive to the weight of scattering.410

A third case is finally considered to emphasize the effects of fast-forced-

scattering by considering an optical thickness τL = 0.1 and an albedo ω = 0.9.

In this configuration, the radiative wall flux strongly depends on scattering,

while the scattering event probability is low. Hence, the forced-scattering tech-

nique is expected to lessen the relative standard deviation in such a case signif-415

icantly. This is indeed observed in Fig. 5. Almost ten times more realizations

are needed for the standard MC computation to achieve a 10−4 relative error,

demonstrating the benefits of the fast forced-scattering (FFS) technique in such

conditions. It can be observed that the standard forced-scattering technique
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Figure 4: Relative standard deviation of computed wall emittance as a function of the total

number of rays N for the five considered cases. Conditions: τL = 1 and ω = 0.7. Convergence

rates are also displayed in dashed lines.

(SFS), gives similar results than the FFS, but with an increased CPU time due420

to the generation of τ∗ as explained in Section 2.3.

Figure 5: Relative standard deviation of computed wall emittance as a function of the total

number of rays N for standard Monte Carlo case and Standard Forced Scattering and Fast-

forced-scattering case. Conditions: τL = 0.1 and ω = 0.9. Convergence rate is also displayed

in dashed lines.
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3.3.3. Convergence performance : combination of methods

Previous sections have shown the efficiency of the full-RQMC approach. It

is here combined with forced-scattering to assess the impact on the convergence

rate. Results for three cases are compared: the previous Standard-MC and425

full-RQMC cases, and the full-RQMC computation combined with fast forced-

scattering technique referred as full-RQMC-FFS.

Figure 6 compares the results for the three cases for the conditions τL = 1

and ω = 0.7. It can be observed that the full-RQMC-FFS case is the most430

accurate: applying the variance reduction technique to favor scattering events

on the full-RQMC case shifts the relative standard deviation to lower values.

Besides, the power-law coefficient of the convergence rate for full-RQMC and

full-RQMC-FFS cases is similar. In other words, using variance reduction tech-

niques along with the RQMC method preserves its benefits and lessen the num-435

ber of realizations required.

Figure 6: Comparison of relative standard deviation for the computed wall emittance as

a function of the total number of rays N for the cases full-RQMC and full-RQMC-FFS.

Conditions: τL = 1 and ω = 0.7. Convergence rate is also displayed in dashed lines.

The benefits from the fast-forced-scattering technique is quite low since scat-

tering already occurs often in this condition (τL = 1, ω = 0.7). Hence, the three

methods are also considered with τL = 0.1, ω = 0.9 in order to emphasize
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FFS effects, and are presented Fig. 7. It is observed that the RQMC technique440

enables again to enhance the convergence rate. For the studied condition, com-

bining RQMC with the FFS technique achieves a greater improvement than in

the aforementioned conditions. The results in Fig. 7 are shifted downwards, and

the convergence rate exponent is similar to the one obtained in the Full-RQMC

case.445

Figure 7: Comparison of relative standard deviation for the computed wall emittance as

a function of the total number of rays N for the cases full-RQMC and full-RQMC-FFS.

Conditions: τL = 0.1 and ω = 0.9. Convergence rate is also displayed in dashed lines.

3.4. Impact of the value of smax on the performance of the full-RQMC method

In the previous section, the performance of the full-RQMC case has been

assessed for different conditions with appropriate values of smax. This part’s

objective is to a-posteriori justify the chosen values by studying the obtained

convergence rate for several values of smax. The Monte Carlo computational450

parameters are identical as those defined in Sec. 3.3.2, only smax is allowed to

vary. Only the full-RQMC case (without forced-scattering) is considered to iso-

late the impact of the Sobol sequence dimension.

Table 1 shows the evolution of the convergence rate obtained for the various455

considered cases.
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Number of max. scattering Convergence rate exponent

smax τL = 0.2, ω = 0.3 τL = 1, ω = 0.7 τL = 0.1, ω = 0.9

1 0.504 0.502 0.501

3 0.53 0.503 0.505

10 0.58 0.53 0.51

20 0.61 0.58 0.53

30 0.7 0.6 0.59

50 0.8 0.68 0.64

100 0.804 0.768 0.71

250 0.805 0.77 0.72

Table 1: Evolution of the convergence rate exponent in function of the maximum number of

scattering events smax used to build the Sobol sequence for the RQMC method. The retained

convergence rate in Sec. 3.2 are emphasized in bold fonts.

For a low Sobol dimension corresponding to a low smax value, the conver-

gence rate is identical to the expected Monte Carlo convergence rate. This

is explained by the fact that, once the number smax of scattering events is

reached, the solver switches from the RQMC cubature rule to a standard Monte460

Carlo sampling. When smax increases, the convergence rate is improved until

it reaches a given value indicating the final numerical result’s sensitivity to the

number of scattering events. The plateau is reached for different values depend-

ing on the albedo and the optical thickness. Then, one should be aware of such

property to maximize RQMC efficiency. A priori evaluation of smax should be465

considered before carrying out any expansive RQMC simulations with scatter-

ing. The three previous values considered for smax correspond to the conver-

gence rate law’s converged values. The previously reported RQMC convergence

rates are not notably affected by choice of a higher number of scattering events.
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4. Modelling of thermal radiation in sooted flames470

This section introduces the radiative models used to calculate the radiative

power in the turbulent sooting jet flame presented in Section 5.

4.1. Gaseous radiative properties

Only the radiative properties of CO2 and H2O are considered. The cK

model, based on updated parameters from Riviere and Soufiani [15], is used to475

describe the gas radiative properties. For H2O, 44 spectral bands are considered

up to 9200 cm−1. CO2 absorbs radiation in 17 of these bands. For each gaseous

component, a 7-point Gauss quadrature is used per band. In the 17 overlapping

bands, 49 quadrature points are used. The cK database is then made of 1022

pseudo-spectral points.480

4.2. Soot radiative properties

A total of 93 spectral bands up to 29 000 cm−1 are added into the cK-model.

Soot radiative properties depend on their optical properties and their morphol-

ogy. In this study, the interaction phenomenon between primary particles of an

aggregate such as overlapping or necking [23] is neglected.485

4.2.1. Soot optical properties

The complex index of refraction of soot particles, noted m = n − ik, char-

acterizes soot optical properties. The real part n is the refractive index, and

the imaginary part k is the absorptive index. In the literature, two models are

mostly encountered for n and k : a constant formulation as proposed in [44] and490

a wavelength λ dependency. The second model is here retained, given by [45]:

n(λ) = 1.811 + 0.1263 lnλ+ 0.027 ln2 λ+ 0.0417 ln3 λ

k(λ) = 0.5821 + 0.1213 lnλ+ 0.2309 ln2 λ+ 0.01 ln3 λ
(14)

The expression is provided for λ from 0.2 to 6 µm.
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4.2.2. Soot morphology

The retained model for soot morphology considers soot particles as spherical

below a given volume VLIM and as aggregates otherwise. These aggregates are495

characterized by a number of primary spherical particles nP of diameter dP .

These two quantities are given by the following relations :

nP =
S3

36πV 2

dP =
6V

S

(15)

where S is the aggregate surface, and V its volume. To close these relations,

a relation between the surface and the volume of an aggregate is required. The

same law as in [46] is retained: the model has been derived by fitting numerical500

results obtained on 1D laminar premixed ethylene flames [47, 48], leading to

S =





(V/VC2
)
2/3

SC2
for V < VLIM

(V/VC2
)
θ(V )/3

SC2
for V > VLIM

(16)

with SC2
= 0.372 nm2 and VC2

= 0.021 nm3 the surface and the volume of a

spherical molecule composed by two atoms of carbon. The limit volume VLIM

is equal to 102.6 nm3. θ(V ) is given by :

θ(V ) = 3.0 · (log (V/VLIM )) + 2/3 · (log (VLIM/VC2))

log (V/VC2
)

(17)

4.2.3. Rayleigh-Debye-Gans theory for Fractal Aggregates505

The Rayleigh-Debye-Gans theory (RDG-FA) derived in [22, 49] extends the

Rayleigh theory for spherical particles by assuming an aggregate shape for soot.

An aggregate is composed of an ensemble of monodisperse spherical primary

particles. The model assumes that the soot optical refraction index m = n− ik
is close to unity and that the size parameter xP = πdP

λ is smaller than unity.510

For the considered wavelengths, the maximum size parameter varies from 0.03

to 0.15. The modulus of m, |m| varies from 0.85 to 1.58. The model’s as-

sumptions appear here questionable, especially for small wevalength. However,

RDG-FA in fact yields a good description of scattering properties for aggregates
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in wider conditions that the initial assumptions [6, 50]. In the original RDG-FA515

model, overlapping and necking phenomena between the primary particles of

the aggregate are neglected. A recent work has extended the RDG-FA theory

for such cases [23]. Corrective parameters have been obtained by fitting results

obtained with an accurate model: the Discrete Dipole Approximation. How-

ever, no analytical expression has been provided so far. Moreover, given that520

overlapping and necking information is still out of reach in CFD simulations

of sooted flames, the corresponding effects are not considered in the following.

The polydispersity of primary particles diameter have also been considered in

this theory [51] with new corrective parameters. In the corresponding study,

the effect of polydispersity is found to be of a second order effect compared to525

the internal multiple scattering, which is also out of reach in CFD simulations.

Therefore, the polydispersity of primary particles has also been neglected.

Soot absorption coefficient.

The soot absorption coefficient is given by :530

κsootλ =

∫ +∞

0

Cabs,agg(V )n(V ) dV =
6πE(m)fV

λ
(18)

where Cabs,agg is the absorption cross-section coefficient of the aggregate, V the

soot particle volume, λ the wavelength, n(V ), the particle number density. An

analytical expression is obtained, equivalent to the one obtained from Rayleigh’s

theory, where fV is the soot volume fraction and E(m) is given by the complex

index of refraction :

E(m) = −Im
{
m2 − 1

m2 + 2

}
=

6nk

(n2 − k2 + 2)2 + 4n2k2
(19)

Soot scattering coefficient.

The soot scattering coefficient is defined by the following expression:

σsootλ =

∫ +∞

0

Cscat,agg(V )n(V ) dV (20)
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According to the RDG-FA theory, the scattering cross-section coefficient of an

aggregate Cscat,agg is written :535

Cscat,agg = n2
P Cscat,part g(k,Rg) (21)

where nP is the number of primary particles which forms the aggregate, Cscat,part

is the scattering cross-section coefficient of a primary particle based on Rayleigh

theory. g is a factor introduced in [22] that depends on Rg, the gyration radius

of the aggregate, and k′ = 2π/λ. Cscat,part and g are calculated as follows:

Cscat,part =
8

3k′2
πx6

PF (m) with F (m) =

∣∣∣∣
m2 − 1

m2 + 2

∣∣∣∣
2

g(k′, Rg) =

(
1 +

4k′2R2
g

3Df

)−Df/2 (22)

Experimentally, it has been observed that soot particles forms look-alike540

fractal aggregates. These aggregates are described by the following empirical

law [9]:

nP = kf

(
2Rg
dP

)Df
(23)

Df and kf are the fractal parameters, fixed in the simulations, respectively

to 1.8 and 1.3, such as in the RDG-FA theory [22]. Hence, Equation 23 provides

an expression for Rg, which enables to compute Cscat,agg given in Equation 21.545

However, there is no simple analytical expression for σsootλ . Hence, numerical

integration of equation 20 is required.

Soot phase function.

The phase function for an ensemble of aggregates can be defined by an550

integral formulation involving the number density function n(V ) :

Φglob(θ) =

∫

V

Φagg(θ)n(V )dV (24)
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The scattering-phase function of a particular aggregate is defined by

Φagg(θ) =
4π

Csca,agg

Cvv,agg(θ) + Chh,agg(θ)

2
(25)

where θ is the angle of scattering, Cvv,agg and Cdd,agg are the differential

scattering cross-sections. In the RDG-FA theory, these two cross-sections are

given by :555

Cvv,agg(θ) = n2
P Cvv,part f (qRg)

Chh,agg(θ) = n2
P Chh,part f (qRg)

Cvv,part =
Chh,part
cos(θ)2

=
x6
pF (m)

k′2

(26)

The quantity f , is the structure factor and is discussed in the review of

Sorensen [52]. In this work, a recent formulation [12] is retained and given by :

f (qRg) =

(
1 +

8 (qRg)
2

3Df
+ (qRg)

8

)−Df/8
(27)

where q =
4π sin( θ2 )

λ is the modulus of the scattering vector.

By combining equations 21 and 26 and inserting into Eq. 25, one obtains

the general expression of the phase function for one aggregate :560

Φagg(θ) =
3f (qRg) (1 + cos2(θ))

4 g(k′, Rg)
(28)

In the Rayleigh regime (small particles), we have f = g = 1, and Eq. 28

reduces to ΦRayleigh(θ) = 3(1+cos2(θ))
4 . Figure 8 compares the phase functions

obtained with the RDG-FA model, using Eq. 28, and ΦRayleigh. The consid-

ered aggregate is composed of nP = 256 primary particles, with three different

diameters dP : 1 nm (left), 10 nm (center), 50 nm (right), at a fixed wavelength565

of 534nm. As expected, the discrepancy between the two models increases with

the size of the primary particle diameter. The polar representation exhibits the

scattering phase function’s behavior, i.e. the probability to be scattered in a

given direction. It is clear that, for the Rayleigh regime, the scattering phase

function is symmetric. However, for the RDG-FA theory, forward scattering is570
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strongly favored (as the polar plot is shifted to the right) for the biggest primary

particle. This behavior has also been observed experimentally [53], and with

aggregates generated numerically [6] .
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Figure 8: Comparison of phase functions between Rayleigh theory (red dashed lines) and

RDG-FA theory (blue line) for a given aggregate with 3 different primary particle diameters

dp = 1 nm (left), 10 nm (center) and 50 nm (right).

It is important to note that, the overall effect of scattering is not only linked

to the phase function but also to the scattering coefficient σ. Because the575

expressions between Rayleigh and RDGFA differ for the scattering cross-section,

the resulting scattering coefficient is different. For the three patterns presented

Fig.8, the albedo ω = σ
κ+σ is respectively :

• Left (dp = 1 nm) : ωrayleigh = 3× 10−4 and ωRDGFA = 0.1

• Center dp = 10 nm) : ωrayleigh = 4× 10−2 and ωRDGFA = 0.6580

• Right (dp = 50 nm) : ωrayleigh = 0.8 and ωRDGFA = 0.95

It can be observed that, although the scattering phase functions are sim-

ilar for on the left and center in Figure 8, the albedo strongly differs due to

the difference in scattering cross-section expressions. Therefore, the impact of

scattering can be important for particles with an intermediate size in primary585

particles.
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4.3. Validation of RDG-FA methodology

The implementation of the RDG-FA theory in RAINIER is validated against

published numerical results of radiative heat transfer obtained with a Discrete

Ordinates Method calculation [54].590

The computational domain is a 3D cubic box with a length of L = 1 m, with

100x100x10 points in the direction x, y and z, respectively. The black walls

temperature are set to Tw = 300 K while the domain is set to Tdom = 2000 K.

The domain is composed of homogeneous soot aggregates with np = 256 primary

particles and dp = 50 nm. The soot volume fraction is set to fV = 10−6. Small595

changes from the previously described setup are considered to be consistent with

the model for soot radiative properties retained in [54]. The optical index of

soot particles m is chosen with a spectral dependency whose parameters are

taken from [55]. The form factor expression f is taken from the original RDG-

FA model, which differs from Equation 27. This set-up is refered to ”Original600

set-up” in the following.

The Monte Carlo simulations are carried out using the full-RQMC-FFS

method that combines RQMC and fast-forced-scattering. smax is fixed at 200,

and the maximum length for the fast-forced-scattering method is set to Lmax

= 1 m. The controlled error is set to 0.5% for relative standard deviation. Such605

a fine accuracy is required to capture scattering effects correctly. The obtained

radiative power profile is displayed in Figure 9.

Results are in excellent agreement with the discrete ordinate methods cal-

culation. However, it appears that the effects of scattering are small in this

configuration. To achieve a thorough validation of the scattering formulation,610

the predicted spectral radiative power difference with and without scattering is

compared. The relative difference
Pscattering−Pno−scattering

Pno−scattering
is computed and av-

eraged for several points on the mid-plane of the domain. It is shown in Fig. 10

as a function of the spectral wavelength. The figure illustrates the known ef-

fect of soot scattering, which increases drastically for small wavelengths. Both615

numerical results are very close. The error bars (0.5%) associated with the sim-

ulation with scattering are also shown around the predicted curve. For high
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wavelength, scattering effects diminish, which requires an accurate control to

be captured. Negligible differences between the predicted profile and results

in [54] are attributed to remaining statistical noise in the present results out-620

lined by the error bars, and numerical errors in the Discrete Ordinates Method

calculation of the original study.

It this important to recall that the form-factor and optical index m ex-

pressions considered in the following are not the same as the ones used in the

validation case. In Figure 10, results are also computed with the updated set-up625

(which is referred to Retained set-up). The difference in optical soot prop-

erties and form-factor quantitatively affects the spectral profile throughout the

whole range of wavelengths.

Figure 9: Profile of radiative power along the domain composed of soot aggregates and com-

parison with Ref. [54].
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Figure 10: Relative difference in spectral radiative power with and without scattering for both

RDG-FA setups.

5. Computation of radiative heat transfer in a turbulent sooted jet

flame630

In this section, all Monte Carlo calculations are performed using the RDG-

FA model presented in Sec. 4.2.3.

5.1. Reference fields

The studied configuration is the turbulent jet diffusion flame experimentally

studied at Sandia [35]. It is a diffusion, non-confined turbulent jet flame un-635

der standard atmospheric conditions. The fuel pipe is fed with pure ethylene.

This configuration corresponds to a turbulent jet with Reynolds number ReD

= 20 000, based on the fuel jet diameter D = 3.2mm. The corresponding bulk

velocity is vfuel = 54.7 m/s. The main jet tube presents an outer diameter

of 4.6 mm and is surrounded by a coflow (inner diameter: 15.2 mm; outer di-640

ameter: 19.1 mm). The mesh contains 10 million cells and 1.7M nodes. The

typical cell size at the jet exit is ∆x ≈ 0.20mm and increases up to 5 mm further

downstream.
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The reference fields considered for the present study are taken from previous

works on this flame [21] based on coupled large-eddy simulation (LES) to study645

soot formation and radiation. In Rodrigues and co-workers’ work, the soot

formation modeling relies on a sectional method [46], which gives here access to

the soot number density function n(V ). LES fields are provided to the Monte

Carlo solver to compute radiative fields while accounting for scattering, which

was neglected in the previous numerical study. The objective is here to quantify650

this assumption accurately. Figure 11 presents the temperature, soot volume

fraction fields used in this study, and the corresponding radiative power field

computed by the Rainier solver.

Figure 11: Left: reference fields of temperature and soot volume fraction. Right: computed

radiative power field.

In most parts of the domain, the radiative power is governed by hot par-

ticipating gases. Soot particles are present where the mixture is rich, and the655
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temperature is high before oxidized. In this zone, the high instantaneous soot

volume fraction (25 ppm) strongly impacts the radiative power.

The following solution data are given to the Rainier solver: pressure, molar

fractions of CO2 and H2O, soot volume fraction fv, and the soot number density

function n(V ) discretized in 25 sections. For all Monte Carlo computations, the660

inlet and the outlet of the domain are considered as non-reflective walls. The

same mesh and geometry as in [21] are employed.

5.2. Quasi-Monte Carlo performance tests

Convergence properties of the RQMC method derived to take into account

scattering are first presented. Two different tests are carried out on the turbu-665

lent jet flame configuration. The first test consists of imposing the same total

number of rays N , introduced in Section 2.4.3 with the same number of trials

M = 100, at all the points where the radiative power is computed. The achieved

error measured by the relative standard deviation of the result is checked at ev-

ery node. In the second test, convergence criteria are imposed on the desired670

standard deviation: 0.1% for the relative value and 0.1% of the maximum radia-

tive power for the absolute value. In this case, the number of rays is not fixed

and will vary in the domain. Two computations are compared: the Standard-

MC and full-RQMC-FFS cases. The latter case should achieve fast convergence

by combining fast forced-scattering and RQMC cubature applied to emission,675

absorption, and scattering (smax = 300).

5.2.1. Test 1: fixed number of rays

This test indicates which zones are easily converged or not. The accuracy

for the prescribed number of rays in both computations is characterized by

the radiative power’s local relative standard deviation. Results for Standard-680

MC and full-RQMC-FFS cases are compared in Fig. 12. Different convergence

properties at each node yield an inhomogeneous error field. The relative stan-

dard deviation is the highest in low-temperature regions where the radiative

power is small, which is not critical. This is also a known shortcoming of the
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considered ERM Monte Carlo method that convergences weakly in cold regions685

dominated by absorption. It can be seen nonetheless that the computation

based on RQMC gives a smaller error field throughout the domain, indicating

a faster convergence for this case.

Figure 12: Comparison of relative standard deviation fields in the turbulent jet flame. Top:

Standard-MC. Bottom: full-RQMC-FFS.

The convergence rate is studied further by considering the evolution of the

number of rays’ standard deviation at a given point. Since we are focusing on690

the scattering by soot particles, we choose the location where the soot volume

fraction is maximum (x = 0.4 m). The convergence plot similar to the ones

presented in Sec. 3 is shown in Fig. 13. As expected, the asymptotic convergence

law is proportional to N−1/2 for the Standard-MC case while Quasi-Monte Carlo

achieves a faster convergence rate whose exponent coefficient is close to 0.73.695

Hence, reaching a relative error of 10−3 requires approximatively 10 times more
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rays for the standard MC approach.

Figure 13: Relative standard deviation as a function of the number of rays N at the location

of maximum soot volume fraction.

5.2.2. Test 2: controlled error

In Figure 12, an inhomogeneous convergence is observed. Some zones can be

considered too accurate, while others suffer from poor convergence. Perform-700

ing a simulation with a controlled error enables more efficient computation of

the radiative power. The fields of the number of rays required to achieve the

accuracy criteria in Test 2 are displayed in Fig. 14. Thanks to the absolute

error criterion, ill-converged regions of the negligible contribution surrounding

the flame are disregarded. In both cases, the regions where soot particles are705

present, and the temperature is low is where the required number of rays is the

highest. Clearly, with the QMC methodology combined with forced scattering,

the number of rays required to achieve the prescribed error is much lower than

with the Standard-MC case. In terms of CPU time, the Standard-MC case

requires 850 seconds on 96 CPUs to achieve the prescribed error while the full-710

RQMC-FSS case takes 415 seconds. A twofold speed-up factor is then obtained,

which is a significant improvement in computational time.
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Figure 14: Comparison of the number of rays required to reach a given error on the Sandia’s

turbulent jet flame. Top : Standard-MC, Bottom : full-RQMC-full.

5.3. Impact of scattering

As previously mentioned, scattering was neglected in the coupled calcula-

tions performed on this turbulent jet flame [21]. Such an assumption is based715

on the scattering coefficient’s expression using the Rayleigh theory: the absorp-

tion coefficient is proportional to x, the size parameter, while the scattering

parameter is proportional to x4. Since x ≈ 0.1 here, one expects that ab-

sorption totally dominates scattering. However, when considering the RDG-FA

theory, the scattering coefficient is related to the square of the number of pri-720

mary particles n2
p that can be large (np is around several hundred). Therefore,

accurate computation of scattering effects with the developed RQMC method

and state-of-the-art soot radiative properties is required to assess a posteriori

the hypothesis previously used in the coupled computation. The previously as-
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sessed full-RQMC-FSS method is used to achieve high accuracy at an affordable725

cost.

The scattering impact in the jet flame configuration is assessed with two

computations: one accounting for scattering and another without. Since the

scattering effect is expected to be low nonetheless, the calculations need to be

extremely accurate. The prescribed accuracy is based on local relative and730

absolute standard deviations that are then equal to 0.1% and 0.1 % of the

maximum radiative power.

The radiative power along the centerline for the two cases is presented in

Fig. 15. Only the zone with the soot volume fraction peak is displayed. Both

computations with and without scattering give similar results. For both pro-735

files, a decrease in radiative power magnitude is observed at the soot volume

fraction peak. This is due to the corresponding lower temperature at this po-

sition coming from the considered fields issued from coupled simulations: the

local temperature is reduced due to soot radiation, which, in turn, diminishes

the magnitude of heat losses. Both cases differ only slightly, confirming a small740

effect of soot scattering in the studied flame. This has however been properly

assessed with the RDG-FA model.

Figure 15: Comparison of radiative power profiles (left axis, solid and dashed lines) along

the jet flame centerline. The plotted region corresponds to the peak in soot volume fraction

(right-axis, dotted line).
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Monte Carlo simulations need to be very accurate to capture such effects

in the present flame. The difference between both radiative power profiles in

Fig. 15 is plotted Fig. 16. The error bounds, which here fulfill the accuracy745

condition based on 0.1 % of the maximum radiative power, outline that the

results can be interpreted confidently. The statistical noise is lower than the

observed difference. The same computation has been carried out with the stan-

dard Rayleigh model. The corresponding difference between the case with and

without scattering is also shown in Fig. 16. The scattering contribution with the750

Rayleigh model is so small that it is not distinguished in the statistical noise.

Indeed, the Rayleigh model applied to soot aggregates strongly underestimates

scattering compared to RDG-FA theory. Hence, relying on Rayleigh’s theory

to a priori exclude soot scattering is not safe. The present study has allowed

quantifying such effects in the investigated flame that amounts here to a few755

percent of the local radiative power.

Figure 16: Difference of radiative power along the centerline with and without scattering for

RDG-FA (solid line) and Rayleigh (dashed line) theories. Error bounds corresponding to the

results’ standard deviation are shown in plain horizontal lines.
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6. Conclusions

The increase in computational resources and numerical algorithms’ advances

enables accurate Monte Carlo methods to solve radiative heat transfer in 3D

configurations. Such methods can even be used nowadays in coupled simulation760

workflows where thermal radiation, turbulence, and combustion are solved si-

multaneously. These computations remain expansive and benefit strongly from

any improvements on the Monte Carlo solver. In particular, the Quasi-Monte

Carlo cubature provides a very interesting methodology to accelerate the con-

vergence of Monte Carlo estimates.765

In this study, the treatment of scattering with a randomized Quasi-Monte

Carlo (RQMC) method has been investigated. Different variants have been

derived and assessed in homogeneous slabs with various conditions of optical

thickness and albedo. In all the presented cases, a significant improvement in

the convergence rate has been demonstrated: the same accuracy can be achieved770

with much less realizations, which shows the benefits and the superiority of

RQMC method compared to the standard MC.

It was shown that the accuracy is even more increased by considering a max-

imum number of scattering events in the RQMC sampling and by combining the

approach with forced-scattering. The latter property outlines that the RQMC775

method is independent of any variance reduction techniques: it can benefit from

the large set of Monte Carlo acceleration techniques to be further improved.

The method has been applied to a sooted turbulent jet flame. Large-eddy

simulation fields from a coupled computation, where soot scattering was ne-

glected, are considered. Such a hypothesis has always been retained so far in780

CFD studies accounting for soot radiation. However, the proposed justification

relies on Rayleigh’s theory, which is not valid for soot aggregates. An up-to-

date description of soot scattering properties with RDG-FA theory has then

been considered to quantify correctly such effects in the studied flame. The de-

rived RQMC method estimates this contribution accurately and efficiently since785

it appears small. Such observation a-posteriori justifies the choice to neglect the
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scattering in previous calculations of this configurations [20, 21]. The conver-

gence rate analysis in this turbulent flame configuration also confirms the new

Monte Carlo method’s significant improvement. Indeed, at the soot volume frac-

tion peak location, the same error can be achieved locally with approximatively790

10 times fewer rays than the standard MC method.

While soot scattering effects are small in this case, let us outline that RDG-

FA theory is highly sensitive to the soot morphology and particle size distribu-

tion. Larger effects could then be encountered in other operating conditions.

Finally, several optical diagnostics to characterize soot morphology are based795

on soot scattering properties. Simulating these diagnostics and then scatter-

ing from soot particles is of great interest to understand the signals observed

experimentally.
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Région Île-de-France (http://mesocentre.centralesupelec.fr/)

8. References

References

[1] A. H. Lefebvre, Flame radiation in gas turbine combustion chambers, In-

ternational Journal of Heat and Mass Transfer 27 (1984) 1493–1510.810
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[50] T. L. Farias, Ü. Ö. Köylü, M. G. Carvalho, Range of validity of the

RayleighDebyeGans theory for optics of fractal aggregates, Applied Optics

(1996).

[51] J. Yon, F. Liu, J. Morán, A. Fuentes, Impact of the primary particle955

polydispersity on the radiative properties of soot aggregates, Proceedings

of the Combustion Institute 37 (2019) 1151–1159.

[52] C. M. Sorensen, Light scattering by fractal aggregates: A review, Aerosol

Science and Technology 35 (2001) 648–687.

[53] D. W. Weinert, T. G. Cleary, G. W. Mulholland, P. F. Beever, Light scat-960

tering characteristics and size distribution of smoke and nuisance aerosols,

Fire Safety Science (2003) 209–220.

[54] V. Eymet, A. M. Brasil, M. El Hafi, T. L. Farias, P. J. Coelho, Numerical

investigation of the effect of soot aggregation on the radiative properties

in the infrared region and radiative heat transfer, Journal of Quantitative965

Spectroscopy and Radiative Transfer 74 (2002) 697–718.

[55] W. H. Dalzell, A. F. Sarofim, Optical constants of soot and their application

to heat-flux calculations, Journal of Heat Transfer 91 (1969) 100–104.

47



Conflict of interest 

« A Quasi-Monte Carlo method to compute scattering effects in radiative heat transfer:
application to a sooted jet flame »

We certify that we have NO affiliations with or involvement in any organization or entity with any
financial   interest   or   non-financial   interest   in   the   subject   matter   or   materials   discussed   in   this
manuscript.

Kevin Torres Monclard, Olivier Gicquel, Ronan Vicquelin




