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A NEW CONVERGENCE PROOF FOR

APPROXIMATIONS OF THE STEFAN PROBLEM

ROBERT EYMARD AND THIERRY GALLOUËT

Abstract. We consider the Stefan problem, firstly with regular data and secondly with irreg-
ular data. In both cases is given a proof for the convergence of an approximation obtained by
regularising the problem. These proofs are based on weak formulations and on compactness
results in some Sobolev spaces with negative exponents.

1. Introduction

Let Ω be an open bounded domain of Rd (d ≥ 1), 0 < T < +∞. Let ϕ be a Lipschitz continuous
function from R to R. We assume that ϕ is a nondecreasing function (but ϕ is not necessarily
increasing, it can be constant on an interval which has a positive Lebesgue measure). We consider
the wellknown Stefan problem, which is a free boundary problem describing the evolution of the
boundary between two phases of a material undergoing a phase change. The model problem
reads

∂tu−∆(ϕ(u)) = f on Ω×]0, T [,(1a)

u(x, 0) = u0(x) on Ω,(1b)

u(x, t) = 0 on ∂Ω×]0, T [(1c)

In the seminal paper [1], Alt and Luckhaus prove the existence of a weak solution to the problem
(1) in the case where f ∈ L2(]0, T [, L2(Ω)), u0 ∈ L2(Ω). This proof is first based on the
regularisation of the problem (1) by introducing in Equation (1a) an additional term −(1/n)∆u,
with n > 0 (the existence (and uniqueness) of a solution un to such a regularised problem is
then classical). Compactness arguments on the solution un to the regularised problem are then
derived in the following way:

• It is shown that, up to some subsequence, there exists v ∈ L2(]0, T [,H1
0 (Ω)) such that

ϕ(un) → v in L2(]0, T [, L2(Ω)) and weakly in L2(]0, T [,H1
0 (Ω)).

• It is also shown that, for this subsequence, there exists u ∈ L2(]0, T [, L2(Ω)) such that
un → u weakly in L2(]0, T [, L2(Ω)).

• Minty’s trick is then used to obtain that v = ϕ(u), by weak/strong convergence in
L2(]0, T [, L2(Ω)).

In Section 2, we give an alternate proof of this convergence result, stated in Theorem 2.1. The
originality of the new proof lies in the proof of compactness in a negative exponent Sobolev space,
namely L2(]0, T [,H−1(Ω)) in the case where f ∈ L2(]0, T [, L2(Ω)). Indeed, the passage to the
limit as n→ +∞ is then based on the convergence of the sequence (un)n∈N in L2(]0, T [,H−1(Ω))
and the weak convergence of the sequence (ϕ(un))n∈N in L2(]0, T [,H1

0 (Ω)). Negative exponent
Sobolev spaces were first used in compactness arguments for a turbulence problem in [9], and
also in [11] in order to obtain some generalised Aubin-Lions lemmas. In [2], a related method
presented as compensated compactness, is introduced for monotone graph problems.
In Section 3, we consider the case of irregular data f ∈ L1(]0, T [, L1(Ω)) and u0 ∈ L1(Ω). Note
that, in this case, the time compactness cannot be handled by the method used in [1], as noticed
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in [2]. In [10], the authors prove the existence and uniqueness of a solution to the Stefan problem
with L1 data. The time compactness is obtained by introducing a time regularisation of the
truncations of ϕ(u(n)). The aim of this second part is to obtain a similar result without this ad-
ditional time regularisation. Instead we use, as in the first part of this paper, some compactness
results in negative exponent Sobolev spaces on the solutions of approximate problems. Indeed,

we introduce sequences of functions (f (n))n∈N ⊂ L2(]0, T [, L2(Ω)) and (u
(n)
0 )n∈N ⊂ L2(Ω) re-

spectively approximating in L1 the functions f and u0. Then, denoting u
(n) the solution of (2)

with data f (n) and u
(n)
0 instead of f and u0, we study the convergence of u(n) and ϕ(u(n)) as

n→ +∞.
For such irregular data, we only prove this convergence in the case d = 2 or d = 3 under Hypoth-
esis (12c), stating that the function ϕ dominates some linear function at ∞: this hypothesis is
highly used in the proof of Lemma 3.2, providing some estimates used in the proof of Theorem
3.1.

We recall that in a Banach space E equipped with a norm ‖ · ‖E , a sequence (un)n∈N ⊂ E is
said to converge to u ∈ E if ‖un − u‖E → 0 as n→ +∞, while it is said to weakly converge
to u ∈ E if for any continuous linear form T ∈ E′, T (un) → T (u) as n→ +∞. A sequence
(Tn)n∈N ⊂ E′ is said to ⋆-weakly converge to T ∈ E′ if for any u ∈ E Tn(u) → T (u) as n→ +∞.
If E = Lp(Ω), where 1 ≤ p < +∞ and Ω is an open set of Rd, the space E′ is identified to Lq(Ω),
q = p/(p−1). For T > 0 and E = L1(]0, T [, L2(Ω)), we also identify the space L∞(]0, T [, L2(Ω))
with E′.

2. The case of regular data

2.1. Weak formulations and convergence theorem. Let Ω be an open bounded subset of
R
d with d ∈ N

⋆, and let T > 0. We consider the following weak sense for a solution to (1).































u ∈ L∞(]0, T [, L2(Ω)), ∂tu ∈ L2(]0, T [,H−1(Ω)), u ∈ C([0, T ],H−1(Ω)),
ϕ(u) ∈ L2(]0, T [,H1

0 (Ω)),
∫ T

0
〈∂tu(s), v(s)〉H−1,H1

0
ds+

∫ T

0

∫

Ω
∇ϕ(u(x, s)) · ∇v(x, s) dx ds

=

∫ T

0

∫

Ω
f(x, s)v(x, s) dx ds, ∀v ∈ L2(]0, T [,H1

0 (Ω)),

(2a)

u(·, 0) = u0,(2b)

where we denote by u(s) (resp. v(s)) the function x 7→ u(x, s) (resp. v(x, s)). Since L2(Ω) is

identified with L2(Ω)
′
, one has H1

0 (Ω) ⊂ L2(Ω) = L2(Ω)
′ ⊂ H−1(Ω). The function ∂tu is the

weak time derivative of u (see Definition 4.22 of [7]) The fact that u ∈ L2(]0, T [,H1
0 (Ω)) and

∂tu ∈ L2(]0, T [,H−1(Ω)) give u ∈ C([0, T ], L2(Ω)) (see Lemma 4.26 of [7]). The function u is
defined for all t ∈ [0, T ], which gives sense to the initial condition u(0) = u0 a.e..
We prove in Section 2 the convergence to a solution of Problem (2) of a solution given by (3)
below, which is obtained from Problem (2) by the addition of vanishing diffusion −(1/n)∆u.
Indeed, as recalled in the introduction, a classical result for parabolic equations gives, for all
n > 0, the existence of a (unique) solution un to the regularisation of (2) in the sense specified in
the introduction. Furthermore, this solution un belongs to L2(]0, T [,H1

0 (Ω)) ∩ C([0, T ], L2(Ω)),
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and satisfies

(3)















































un ∈ L∞(]0, T [,H1
0 (Ω)), ∂tun ∈ L2(]0, T [,H−1(Ω)),

∫ T

0
〈∂tun(s), v(s)〉H−1 ,H1

0
ds

+

∫ T

0

∫

Ω
(ϕ′(un(x, s)) +

1

n
)∇un(x, s) · ∇v(x, s) dx ds

=

∫ T

0
(

∫

Ω
f(s, x)v(s, x) dx) ds, ∀v ∈ L2(]0, T [,H1

0 (Ω)),

u(0) = u0 a.e..

We recall that ∇ϕ(v) = ϕ′(v)∇v a.e. if v ∈ L2(]0, T [,H1
0 (Ω)) (see Lemma 4.31 in [7]). Existence

of un can be proven using Schauder’s Theorem and the resolution of linear parabolic equations by
Faedo-Galerkin’s method. This method is detailed in [7, Theorem 4.28] (for the heat equation)
and in [7, Exercise 4.5] (corrected) for a more general diffusion operator. [7, Exercise 4.6]
(corrected) gives the existence of un using Schauder’s Theorem.
We state the convergence of un in the following theorem.

Theorem 2.1 (Convergence of the regularisation method). Let Ω be an open bounded subset
of R

d, with d ∈ N
⋆ and let T > 0. Let ϕ be a nondecreasing Lipschitz continuous function.

Let f ∈ L2(]0, T [, L2(Ω)) and u0 ∈ L2(Ω) be given. Let (un)n∈N⋆ be the solution of (3) for all
n ∈ N

⋆. Then there exists u, solution of (2), such that, as n→ +∞ up to some subsequence,

• un converges to u in C([0, T ],H−1(Ω)) and ⋆-weakly in L∞(]0, T [, L2(Ω)),
• ϕ(un) converges to ϕ(u) in L2(]0, T [,H1

0 (Ω)).

The remaining of Section 2 is dedicated to the proof of Theorem 2.1

2.2. Estimates on the approximate solution. Let Φ be a primitive of ϕ and let n > 0.
Since un ∈ L2(]0, T [,H1

0 (Ω)) and ∂tun ∈ L2(]0, T [,H−1(Ω)), Lemma 4.31 of [7] gives Φ(un) ∈
C([0, T ], L1(Ω)) and, for 0 ≤ t1 < t2 ≤ T ,

∫

Ω
Φ(un(t2)) dx−

∫

Ω
Φ(un(t1)) dx =

∫ t2

t1

〈∂tun(s), ϕ(un(s))〉H−1,H1
0
ds.

Then taking v = ϕ(un) in (3), we obtain an estimate on Φ(un) in C([0, T ], L1(Ω)) and an
estimate on ϕ(un) in L

2(]0, T [,H1
0 (Ω)), that is the existence of C, only depending on f and u0

such that, for all t ∈ [0, T ],

(4) ‖Φ(un(t))‖L1(Ω) ≤ C,

and

(5) ‖ϕ(un)‖L2(]0,T [,H1
0 (Ω)) ≤ C and ‖un‖L2(]0,T [,H1

0(Ω)) ≤ C
√
n.

Using (5) and (3) once again yield an estimate on ∂tun in L2(]0, T [,H−1(Ω)) that is expressed
by

(6) ‖∂tun‖L2(]0,T [,H−1(Ω)) ≤ C.

We will now also obtain an estimate on un in C([0, T ], L2(Ω)) thanks to the fact that f ∈
L2(]0, T [, L2(Ω)) We first recall that un ∈ C([0, T ], L2(Ω)) and taking v = un in (3) leads to
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(with Lemma 4.26 of [7]), for all t ∈ [0, T ],

1

2
‖un(t)‖2L2(Ω) −

1

2
‖u0‖2L2(Ω) ≤

∫ t

0

∫

Ω
f(x, s)un(x, s) dx ds

≤
∫ t

0
‖f(s)‖L2(Ω) ‖un(s)‖L2(Ω) ds

≤ 1

2

∫ T

0
‖f(s)‖2L2(Ω) ds+

1

2

∫ t

0
‖un(s)‖2L2(Ω) ds,

which leads to an estimate on ‖un(t)‖2L2(Ω) by the classical Gronwall technique. Therefore, here

also, we obtain, for all t ∈ [0, T ],

(7) ‖un(t)‖L2(Ω) ≤ C.

2.3. Passing to the limit. Estimate (5) allows us to assume that, up to a subsequence, still
denoted (un)n∈N, ϕ(un) → ζ weakly in L2(]0, T [,H1

0 (Ω)). Furthermore, since L2(Ω) is compactly
embedded in H−1(Ω), we may also assume, up to a subsequence, still denoted (un)n∈N, that
un → u in L2(]0, T [,H−1(Ω)) (thanks to (6)). This property is given for instance by Theorem
4.42 of [7], with B = Y = H−1(Ω) and X = L2(Ω). With estimate (6) and linearity of the
operator ∂t we also have ∂tun → ∂tu weakly in L2(]0, T [,H−1(Ω)). We also observe that, owing
to (5), the inequality

∣

∣

1

n

∫ T

0

∫

Ω
∇un(x, s) · ∇v(x, s) dx ds

∣

∣ ≤ C√
n
‖v‖L2(]0,T [,H1

0 (Ω))

implies that

lim
n→∞

1

n

∫ T

0

∫

Ω
∇un(x, s) · ∇v(x, s) dx ds = 0.

Thanks to Estimate (7), we also have un → u weakly in L2(]0, T [, L2(Ω)) and u ∈ L∞(]0, T [, L2(Ω)).
Since u ∈ L2(]0, T [, L2(Ω)) ⊂ L2(]0, T [,H−1(Ω)) and ∂tu ∈ L2(]0, T [,H−1(Ω)), the function u

belongs to C([0, T ],H−1(Ω) and even to C1/2([0, T ],H−1(Ω) (see, for instance Lemma 4.25 of
[7]).
It is now possible to pass to the limit in (3), it gives, for all v ∈ L2(]0, T [,H1

0 (Ω))

(8)

∫ T

0
〈∂tu(s), v(s)〉H−1 ,H1

0
ds+

∫ T

0

∫

Ω
∇ζ(x, s) · ∇v(x, s) dx ds

=

∫ T

0
(

∫

Ω
f(s, x)v(s, x) dx) ds,

In order to prove that u is a solution of (2) it remains to prove that ζ = ϕ(u) a.e. and that
u(0) = u0. This is done in the following sections.

2.4. Minty trick with compactness in L2(]0, T [,H−1(Ω)).

Lemma 2.2 (Minty trick). Let Ω be an open bounded subset of Rd with d ∈ N
⋆ and let T > 0.

Let (un)n∈N⋆ be a bounded sequence of elements of L2(]0, T [, Lr(Ω)) for a given r, with r ≥ 2d
d+2

if d ≥ 3, r > 1 if d = 2 and r = 1 if d = 1, and u ∈ L2(]0, T [, Lr(Ω)) such that un converges
to u in L2(]0, T [,H−1(Ω)) as n→ ∞. Let ϕ be a non decreasing Lipschitz continuous function,
such that (ϕ(un))n∈N⋆ is bounded in L2(]0, T [,H1

0 (Ω)).
Then (ϕ(un))n∈N⋆ converges to ϕ(u) in L2(]0, T [, Lp(Ω)) for any p ∈ [1, 2d/(d− 2)[ if d ≥ 3 and
any p ∈ [1,+∞[ if d ≤ 2, and weakly in L2(]0, T [,H1

0 (Ω)).
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Remark 1. The proof of this lemma could be obtained by applying [2, Proposition 1.4]. Ac-
cording to the objectives of this paper, we provide below a proof based on the direct use of
compactness properties in negative exponent Sobolev spaces.

Proof. Let us first observe that un → u weakly in L2(]0, T [, Lr(Ω)), since there exists subse-
quences of (un)n∈N⋆ which converge weakly in L2(]0, T [, Lr(Ω)) but the limits of these subse-
quences are necessarily equal to u (since un converges to u in L2(]0, T [,H−1(Ω))), then the whole
sequence (un)n∈N converges to u weakly in L2(]0, T [, Lr(Ω)).

For any k > 0, we denote by Tk the truncation function defined by

(9) ∀s ∈ R, Tk(s) = min(k, |s|)sign(s).
We then remark that the sequence (Tk(ϕ(un)))n∈N⋆ is also bounded in L2(]0, T [,H1

0 (Ω)) (again
applying Lemma 4.31 in [7]). We denote by (un)n∈N⋆ a subsequence of (un)n∈N⋆ such that
Tk(ϕ(un)) → ζk weakly in L2(]0, T [,H1

0 (Ω)), where ζk ∈ L2(]0, T [,H1
0 (Ω)). Since un → u in

L2(]0, T [,H−1(Ω)),

(10)

∫ T

0

∫

Ω
Tk(ϕ(un(x, t)))(un(x, t)− u(x, t)) dx dt

=

∫ T

0
〈un(t)− u(t), Tk(ϕ(un(t)))〉H−1,H1

0
dt

→
∫ T

0
〈0, ζk(t)〉H−1,H1

0
dt = 0 as n→ +∞.

Let Θn be the nonnegative function defined, for a.e. (x, t) ∈ Ω×]0, T [, by

Θn(x, t) =
(

Tk(ϕ(un(x, t))) − Tk(ϕ(u(x, t)))
)(

un(x, t)− u(x, t)
)

.

Writing, owing to the nonnegativity of Θn,

‖Θn‖1 =
∫ T

0

∫

Ω
Θn(x, t) dx dt =

∫ T

0

∫

Ω
Tk(ϕ(un(x, t)))(un(x, t)− u(x, t)) dx dt

−
∫ T

0

∫

Ω
Tk(ϕ(u(x, t)))(un(x, t)− u(x, t)) dx dt,

we obtain, using (10) for the first term and the weak convergence of un to u in L2(]0, T [, Lr(Ω))
for the second term, that

lim
n→∞

‖Θn‖1 = 0.

Since we have
∫ T

0

∫

Ω

(

Tk(ϕ(un))− Tk(ϕ(u))
)2

dx dt

≤ Lϕ

∫ T

0

∫

Ω

(

Tk(ϕ(un))− Tk(ϕ(u))
)(

un − u
)

dx dt = Lϕ‖Θn‖1,

where Lϕ is given by the Lipschitz continuity of ϕ, we obtain that Tk(ϕ(un)) converges to
Tk(ϕ(u)) in L2(]0, T [, L2(Ω)). By uniqueness of the limit, this convergence holds for the whole
sequence (un)n∈N⋆ .

We therefore get that, for all k > 0, Tk(ϕ(un)) converges to Tk(ϕ(u)) in L2(]0, T [, L2(Ω)). Ap-
plying Lemma A.1 in the appendix with p = min(r, 2), this proves that ϕ(un) converges to ϕ(u)
in L1(]0, T [, L1(Ω)). But, since the sequence (ϕ(un))n∈N⋆ is bounded in L2(]0, T [,H1

0 (Ω)) (and
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then admits weakly converging subsequences in L2(]0, T [,H1
0 (Ω)) whose the limit is necessarily,

at least in the distribution sense, the same as the limit in L1(]0, T [, L1(Ω))), this implies that
ϕ(u) ∈ L2(]0, T [,H1

0 (Ω)) and ϕ(un) → ϕ(u) weakly in L2(]0, T [,H1
0 (Ω)). By Sobolev inequality,

we therefore have ϕ(un) and ϕ(u) bounded in L2(]0, T [, Lp(Ω)) for p = 2d/(d−2) if d ≥ 3 and for
any p ∈ [1,+∞[ if d ≤ 2. By interpolation, this implies that ϕ(un) → ϕ(u) in L2(]0, T [, Lp(Ω))
for any p ∈ [1, 2d/(d − 2)[ if d ≥ 3 and any p ∈ [1,+∞[ if d ≤ 2. �

2.5. Initial condition and conclusion of the convergence proof. The above results prove
that u is solution of (2a), that is u satisfies































u ∈ L∞(]0, T [, L2(Ω)), ∂tu ∈ L2(]0, T [,H−1(Ω)), u ∈ C([0, T ],H−1(Ω))),
ϕ(u) ∈ L2(]0, T [,H1

0 (Ω))
∫ T

0
〈∂tu(s), v(s)〉H−1,H1

0
dt+

∫ T

0

∫

Ω
∇ϕ(u(x, s)) · ∇v(x, s) dx dt

=

∫ T

0

∫

Ω
f(x, s)v(x, s) dx dt, ∀v ∈ L2(]0, T [,H1

0 (Ω)).

It remains to prove (2b), that is u(0) = u0. For this purpose, we will prove below that
the sequence (un)n∈N⋆ is relatively compact in C([0, T ],H−1(Ω)). Indeed, if this compact-
ness is proven, it exists w ∈ C([0, T ],H−1(Ω)) and a subsequence, still denoted as (un)n∈N⋆ ,
such that un(t) → w(t) in H−1(Ω) uniformly with respect to t ∈ [0, T ] (and then also in
L2(]0, T [,H−1(Ω))). In particular w(0) = limn→+∞ un(0) = u0. But, since we already know that
un → u in L2(]0, T [,H−1(Ω)), by uniqueness of the limit, u = w a.e. on ]0, T [ and u(t) = w(t)
for all t ∈ [0, T ] since u and w are continuous on [0, T ]. Finally we obtain u(0) = w(0) = u0.
It remains to show that the sequence (un)n∈N⋆ is relatively compact in
C([0, T ],H−1(Ω)). Using Ascoli’s Theorem, it is enough to prove:

(1) For all t ∈ [0, T ], (un(t))n∈N⋆ is relatively compact in H−1(Ω).
(2) ‖un(t)− un(s)‖H−1 → 0, as s → t, uniformly with respect to n ∈ N

⋆ (and for all t ∈
[0, T ]).

The second item is a consequence of ∂tun ∈ L1([0, T ],H−1(Ω)) since Lemma 4.25 of [7] gives for
all t1, t2 ∈ [0, T ], t1 > t2 and all n ∈ N

⋆,

un(t1)− un(t2) =

∫ t1

t2

∂tun(s) ds,

and then

‖un(t1)− un(t2)‖H−1 ≤
∫ t1

t2

‖∂tun(s)‖H−1 ds

≤
(

∫ T

0
‖∂tun(s)‖2H−1 ds

)
1
2
√
t1 − t2

≤ ‖∂tun‖L2(]0,T [,H−1)

√
t1 − t2.

Since the sequence (∂tun)n∈N⋆ is bounded in L2(]0, T [,H−1(Ω)), one deduces
‖un(t)− un(s)‖H−1 → 0, as s→ t, uniformly with respect to n ∈ N

⋆ (and for all t ∈ [0, T ]).
In order to prove the first item, one uses Estimate (7). It gives that the sequence (un(t))n∈N⋆ is
bounded in L2(Ω) for all t ∈ [0, T ] and then is relatively compact in H−1(Ω) for all t ∈ [0, T ].
It is then possible to apply Ascoli’s Theorem and obtain as it is said before u(0) = u0. This
proves that u is solution of (2).
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Finally, we will prove now that ϕ(un) → ϕ(u) in L2(]0, T [,H1
0 (Ω)) as n→ +∞. Let Φ be

the primitive of ϕ defined by Φ(s) =
∫ s
0 ϕ(t) dt. The convexity of Φ, the fact that ϕ(u) ∈

L2(]0, T [, L2(Ω)) and un → u weakly in L2(]0, T [, L2(Ω)) gives
∫ T

0

∫

Ω
Φ(u) dx dt ≤ lim inf

n→+∞

∫ T

0

∫

Ω
Φ(un) dx dt.

Since ϕ(un) → ϕ(u) weakly in L2(]0, T [,H1
0 (Ω)), as n→ +∞, one has also

∫ T

0

∫

Ω
∇u · ∇u dx dt ≤ lim inf

n→+∞

∫ T

0

∫

Ω
∇un · ∇un dx dt.

Taking v = ϕ(un) in (3) and v = ϕ(u) in (2) considered for any t ∈ [0, T ], one proves

lim sup
n→+∞

(

∫ T

0

∫

Ω
Φ(un) dx dt+

∫ T

0

∫

Ω
∇un · ∇un dx dt)

≤
∫ T

0

∫

Ω
Φ(u) dx dt+

∫ T

0

∫

Ω
∇u · ∇u dx dt.

Then, we get

lim
n→+∞

‖ϕ(un)‖L2(]0,T [,H1
0 (Ω)) = ‖ϕ(u)‖L2(]0,T [,H1

0(Ω))

and this gives the convergence, as n→ +∞, of ϕ(un) to ϕ(u) in L
2(]0, T [,H1

0 (Ω)).

3. The case of irregular data

3.1. Weak formulation and convergence result. We now consider the equation ∂tu −
∆(ϕ(u)) = f , with a homogeneous Dirichlet boundary condition on ϕ(u), f ∈ L1(]0, T [, L1(Ω))
and initial datum u0 ∈ L1(Ω). For any p ≥ 1, we let p′ = p

p−1 if p > 1, p′ = ∞ if p = 1. We

define the space W−1,1
⋆ (Ω) as the dual space of W 1,∞

0 (Ω) (see [8, Remark A.3]). We recall that,
for 1 ≤ p < +∞, the space Lp(QT ) can be identified with the space Lp(]0, T [, Lp(Ω)), which is
not true for p = +∞ (see [5], Section 1.8.1).

Since L2(Ω) is identified with L2(Ω)
′
, one has for any p ∈]1, 2],

W 1,∞
0 (Ω) ⊂W 1,p′

0 (Ω) ⊂ L2(Ω) = L2(Ω)
′ ⊂W−1,p(Ω) ⊂W−1,1

⋆ (Ω).

We again use the truncation function Tk : R → R defined by (9), that is

∀k > 0, ∀s ∈ R, Tk(s) = min(k, |s|)sign(s).
The weak sense that we consider is given by



























































u ∈ L∞(]0, T [, L1(Ω)), u ∈ C([0, T ],W−1,1
⋆ (Ω))),

for any r < d
d−1 , u ∈ L2(]0, T [, Lr(Ω)),

∂tu ∈ L1(]0, T [,W−1,1
⋆ (Ω)),

for any p < d+2
d+1 , ϕ(u) ∈ Lp(]0, T [,W 1,p

0 (Ω)),

for any k > 0, Tk(ϕ(u)) ∈ L2(]0, T [,H1
0 (Ω)),

∫ T

0
〈∂tu(s), ψ(s)〉W−1,1

⋆ ,W 1,∞
0

ds+

∫ T

0

∫

Ω
∇ϕ(u(x, s)) · ∇ψ(x, s) dx ds

=

∫ T

0

∫

Ω
f(x, s)ψ(s) dx ds, ∀ψ ∈ L∞(]0, T [,W 1,∞

0 (Ω)),

(11a)

u(·, 0) = u0.(11b)
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Notice that we include in the above weak sense the regularity property Tk(ϕ(u)) ∈ L2(]0, T [,H1
0 (Ω)).

The question of the uniqueness of u solution to (11) remains open (see [3] for an example of a
uniqueness property in the elliptic case, involving the regularity of the truncations).
In order to prove the existence of a solution to Problem (11), we complete the hypotheses on ϕ
by additional ones which are not needed in Section (2):

ϕ : R → R is non-decreasing and Lϕ-Lipschitz continuous,(12a)

ϕ(0) = 0 and(12b)

there exist Z0, Z1 > 0 such that |ϕ(s)| ≥ Z1|s| − Z0 for any s ∈ R.(12c)

Hypothesis (12a) is already used in Section 2. Hypothesis (12b), which does not reduce the
generality, is only done for simplifying some computations in the proofs below. Hypothesis (12c)
is used for getting some estimates allowing the convergence analysis done in this irregular data
case.
In this section 3, we consider a sequence (f (n), u

(n)
0 )n∈N such that:

f (n) ∈ L2(]0, T [, L2(Ω)), u
(n)
0 ∈ L2(Ω), f (n) → f in L1(Ω×]0, T [) and u

(n)
0 → u0 in L1(Ω) as

n→ +∞.
We then consider, for all n ∈ N, a function u(n) ∈ L2(]0, T [, L2(Ω)) such that (2) holds with

u0 = u
(n)
0 and f = f (n), which is expressed by

(13)











































u(n) ∈ L∞(]0, T [, L2(Ω)), ∂tu
(n) ∈ L2(]0, T [,H−1(Ω)), u(n) ∈ C([0, T ],H−1(Ω)),

ϕ(u(n)) ∈ L2(]0, T [,H1
0 (Ω)),

∫ T

0

〈

∂tu
(n)(s), v(s)

〉

H−1,H1
0

ds+

∫ T

0

∫

Ω
∇ϕ(u(n)(x, s)) · ∇v(x, s) dx ds

=

∫ T

0

∫

Ω
f (n)(x, s)v(x, s) dx ds, ∀v ∈ L2(]0, T [,H1

0 (Ω)),

u(n)(·, 0) = u
(n)
0 .

The existence of such a function u(n) is proved in Section (2). We then have the following
convergence result for d < 4 (this limitation is due to the fact that we need the compactness of
Lr(Ω) in H−1(Ω), which holds for r > 2d

d+2 , see Lemma 3.5, although the approximate solution

is bounded for r < d
d−1 , as stated in Lemma 3.2 and 2d

d+2 <
d
d−1 only for d < 4).

Theorem 3.1 (Convergence of the regularisation method). Let Ω be an open bounded subset of
R
d, with d = 2 or 3 and let T > 0. Let ϕ be given such that (12) holds. Let f ∈ L1(]0, T [, L1(Ω))

and u0 ∈ L1(Ω) be given, and let (f (n), u
(n)
0 )n∈N be such that f (n) ∈ L2(]0, T [, L2(Ω)), u

(n)
0 ∈

L2(Ω) and f (n) → f in L1(Ω×]0, T [) and u
(n)
0 → u0 in L1(Ω) as n→ +∞. Let (u(n))n∈N be a

solution to (13) for all n ∈ N.
Then there exists u, solution of (11), such that, as n→ +∞ up to some subsequence,

• u(n) converges to u in C([0, T ],W−1,1
⋆ (Ω)), L2(]0, T [,H−1(Ω)) and weakly in L2(]0, T [, Lr(Ω))

for any r ∈ [1, d
d−1 [,

• ϕ(u(n)) converges to ϕ(u) in Lp(]0, T [, Lp(Ω)) and weakly in Lp(]0, T [,W 1,p
0 (Ω)) for any

p ∈ [1, d+2
d+1 [,

• for all k > 0, Tk(ϕ(u
(n))) converges to Tk(ϕ(u)) in L2(]0, T [, L2(Ω)).

The remaining of this section is devoted to the proof of Theorem 3.1.
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3.2. Estimates on the solution to the regularised problem. Since all the estimates of
Section (2) are functions of the L2-norm of the data f and u0, specific estimates with respect to
the L1-norm of the data f and u0 have to be given.
In the whole section, we denote by QT = Ω×]0, T [.

We denote by C1 a bound of ‖f (n)‖1 and ‖u(n)0 ‖1 for all n ∈ N.
Let ψ : R → (−1, 1), and β : R → R be defined by

(14)
∀s ∈ R, ψ(s) =

ln(1 + |s|)
1 + ln(1 + |s|)sign(s),

∀s ∈ R, β(s) =

∫ s

0

√

|ψ′(t)| dt,

where sign(s) = 1 if s ≥ 0 and −1 if s < 0. Note that the reciprocal of ψ is used in [6] for
the study of the convergence of a regularised finite element scheme to the solution of an elliptic

problem with L1 data. The inequality 1
ψ′(s) ≤

4(1+s)1+τ

τ2
, for all s ≥ 0 and τ ∈]0, 2[, implies that

(15) ∀q ∈]0, 1
2
[, ∀s ∈ R, (1− 2q)((1 + |s|)q − 1) ≤ |β(s)|.

Let us now give estimates enabling some compactness on the sequence (u(n))n∈N.

Lemma 3.2. Let Ω be an open bounded subset of R
d, with d = 2 or 3 and let T > 0. Let

ϕ be given such that (12) holds. Let g ∈ L2(]0, T [, L2(Ω)), v0 ∈ L2(Ω) and v be a solution to
Problem (2) with f = g and u0 = v0. Let ψ and β be defined by (14). Then there exists C2,
only depending on Ω, T , Z0 and Z1 and increasingly depending on ‖g‖1 + ‖v0‖1 such that the
following inequalities hold :

(16) ‖ϕ(v)‖L∞(]0,T [,L1(Ω)) ≤ C2 and ‖v‖L∞(]0,T [,L1(Ω)) ≤ C2,

(17) ‖∇β(ϕ(v))‖L2(]0,T [,L2(Ω)) ≤ C2,

there exists a function C3(r) only depending on d, Ω, T , Z0 and Z1 and increasingly depending
on ‖g‖1 + ‖v0‖1 such that

(18) for any r <
d

d− 1
, ‖v‖L2(]0,T [,Lr(Ω)) ≤ C3(r),

and

(19) ‖v‖L2(]0,T [,H−1(Ω)) ≤ C2.

Note that in Lemma 3.2, the estimate on ‖v‖L2(]0,T [,H−1(Ω)) is obtained with the estimate on

‖v‖L2(]0,T [,Lr(Ω)) taking r ≥ 2d/(d + 2) which is possible thanks to d ≤ 4. The fact that d < 4

will be needed in the sequel since we will need the compactness of Lr in H−1 which is true for
r > 2d/(d + 2).

Proof. In this proof, we denote by Ci, for i ∈ N, various nonnegative real values or functions
which only depend on d, Ω, T , Z0, Z1, Lϕ and increasingly depending on
‖g‖L1(QT ) + ‖v0‖L1(Ω). We define the function A(s) =

∫ s
0 ψ(ϕ(a))da ≥ 0, which satisfies, using

(12a)-(12b)
∀s ∈ R, 0 ≤ A(s) ≤ |s|,

We notice that, letting T0 = ψ−1(12), we have |ψ(t)| ≥ 1
2 for any |t| ≥ T0. This implies, using

(12c), that

|ψ(ϕ(a))| ≥ 1

2
for any |a| ≥ Z0 + T0

Z1
,
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which yields

(20) ∀s ∈ R, A(s) ≥ 1

2
max(|s| − Z0 + T0

Z1
, 0) ≥ 1

2
|s| − Z0 + T0

2Z1
.

Using (12a)-(12b), we also have

(21) ∀s ∈ R, (2A(s) +
Z0 + T0
Z1

)Lϕ ≥ |s|Lϕ ≥ |ϕ(s)|.

Letting ψ(ϕ(v)) as test function in (2), we get the following inequality, for any t ∈ [0, T ]:

‖A(v(t))‖L1(Ω) + ‖∇β(ϕ(v))‖2L2(]0,t[,L2(Ω)) ≤ ‖g‖L1(QT ) + ‖v0‖L1(Ω),

since ‖A(v0)‖L1(Ω) ≤ ‖v0‖L1(Ω). Hence we obtain (17) letting t = T . Since the above inequality
holds for any t ∈ [0, T ], using (20)-(21) provides (16).
Let use now consider d > 2. We get, from the same inequality and using a Sobolev inequality,

‖β(ϕ(v))‖2
L2(]0,T [,L

2d
d−2 (Ω))

≤ C4,

which yields, using (15) and accounting for (12c),
∫ T

0

(

∫

Ω
|v|q dx

)
d−2
d

dt ≤ C5(q) for any q ∈]0,
d

d− 2
[.

We have the following Hölder inequality, for any 1 < r < q < d
d−2 :

(

∫

Ω
|v|r dx

)2/r
≤

(

∫

Ω
|v| dx

)

2(q−r)
r(q−1)

(

∫

Ω
|v|q dx

)

2(r−1)
r(q−1)

.

Since we need the inequality
2(r − 1)

r(q − 1)
≤ d− 2

d
,

the smallest possible value for q is given by the relation

(22)
2(r − 1)

r(q − 1)
=
d− 2

d
, which means q = 1 +

2(r − 1)d

r(d− 2)
.

Then the relation q < d
d−2 implies r < d

d−1 . For this choice of q, we obtain, using (16),
∫ T

0

(

∫

Ω
|v|r dx

)2/r
dt ≤ C6

∫ T

0

(

∫

Ω
|v|q dx

)
d−2
d

dt ≤ C6C5(q).

Since our aim is to use the compact embedding of Lr(Ω) in H−1(Ω), it suffices to select r such
that

1

1− d−2
2d

=
2d

d+ 2
< r <

d

d− 1
,

(which is possible for d = 3 but impossible for d ≥ 4). Then for any such r, defining q by (22),
all the needed inequalities on r, q and d hold. We then obtain (18).
For d = 2, we can select q = 3, for obtaining the same conclusion for any 2d

d+2 < r < d
d−1 . �

Lemma 3.3. Let Ω be an open bounded subset of Rd, with d ∈ N
⋆ and let T > 0. Let ψ and β

be defined by (14). Let v ∈ L∞(]0, T [, L1(Ω)) such that β(v) ∈ L2(]0, T [,H1
0 (Ω)). Then, for any

1 ≤ p < d+2
d+1 , there exists C7, only depending on Ω, T , p and d and increasingly depending on

‖v‖L∞(]0,T [,L1(Ω)) + ‖∇β(v)‖L2(]0,T [,L2(Ω)) such that

(23) ‖∇v‖Lp(]0,T [,W 1,p
0 (Ω)) dx ≤ C7.
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Proof. In this proof, we denote by Ci, for i ∈ N, various nonnegative real values or functions
which only depend on Ω, T and increasingly depending on ‖v‖L∞(]0,T [,L1(Ω))+‖∇β(v)‖L2(]0,T [,L2(Ω)).

Let C8 > 0 be such that

(24) ‖v‖L∞(]0,T [,L1(Ω)) ≤ C8,

and

(25) ‖∇β(v)‖2L2(]0,T [,L2(Ω)) =

∫ T

0

∫

Ω
ψ′(v)|∇v|2 dx dt ≤ C8.

Let 1 ≤ p < d+2
d+1 . Using Hölder’s inequality with conjugate exponents 2

p > 1 and 2
2−p and owing

to (25), we obtain

(26)

∫

QT

|∇v|p dx dt =

∫

QT

|∇v|p
(

ψ′(v)

ψ′(v)

)p/2

dx dt

≤
(
∫

QT

ψ′(v)|∇v|2 dx dt

)p/2 (∫

QT

1

(ψ′(v))p/(2−p)
dx dt

)(2−p)/2

≤ (C8)
p/2

(
∫

QT

1

(ψ′(v))p/(2−p)
dx dt

)(2−p)/2

.

Our aim is now to bound the Lp/(2−p) norm of 1/ψ′(v), using Sobolev inequalities. From the
properties of ψ, we have, for any θ ∈]1, 3[ and s ≥ 0,

(27)
1

ψ′(s)
≤ 4(1 + s)θ

(θ − 1)2
.

We thus obtain that there exist C9
(p,θ) and C10

(p,θ) such that

(28)

(
∫

QT

1

(ψ′(v))p/(2−p)
dx dt

)(2−p)/2

≤ C
(p,θ)
9

(
∫

QT

|v|
θp

2−p dx dt

)(2−p)/2

+ C
(p,θ)
10 .

Let us now conclude the proof, following the method used in [4] (written in a discrete way in
[8]). We recall the Sobolev inequality, for p < d,

(29) ‖v‖p
Lp⋆ (Ω)

≤ C
(p)
sob‖∇v‖

p
Lp(Ω), for any v ∈W 1,p

0 (Ω),

with p⋆ = dp
d−p . We recall the interpolation property, for any 1 < r < p⋆:

(30) ∀w ∈ Lp
⋆

(Ω), ‖w‖Lr(Ω) ≤ ‖w‖ζ
Lp⋆ (Ω)

‖w‖1−ζ
L1(Ω)

with ζ =
1− 1/r

1− 1/p⋆
.

We choose θ > 1 such that r = θp
2−p verifies 1 < r < p⋆, which means

(31) 1 < θ < θ1 with θ1 :=
d(2− p)

d− p
∈] d2

d2 − 2
,

d

d− 1
].

For such a choice for θ, we get, from the hypothesis (24) and using (30),

(32)
(

∫

QT

|v|
θp

2−p dx dt
)(2−p)/2

=
(

∫ T

0
‖v(·, t)‖rLr(Ω) dx dt

)(2−p)/2

≤ C11

(

∫ T

0
‖v(·, t)‖ζr

Lp⋆ (Ω)
dx dt

)(2−p)/2
.
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In order to apply the Hölder inequality

(33)
(

∫ T

0
‖v(·, t)‖ζr

Lp⋆ (Ω)
dt
)(2−p)/2

≤ C12

(

∫ T

0
‖v(·, t)‖p

Lp⋆ (Ω)
dt
)β

with β :=
(2− p)rζ

2p
,

the condition ζr < pmust be satisfied. Using the above defined values for ζ and r, this inequality
holds under the sufficient condition

(34) 1 < θ < θ2 with θ2 :=
d+ 1

d
(2− p) ∈]1, d+ 1

d
].

It suffices to define

(35) θ =
1

2
min

(

1 + θ1, 1 + θ2)

for simultaneously satisfying (31) and (34). For such a value for θ, the exponent β defined in
(33) satisfies

(36) β <
(2− p)p

2p
< 1.

From (29), (26), (28), (32) and (33), we deduce
∫

QT

|∇v|p dx dt ≤ (C8)
p/2

(

C
(p,θ)
9 C11C12

(

C
(p)
sob

∫

QT

|∇v|p dx dt
)β

+ C
(p,θ)
10

)

,

which implies (23) accounting for (36). �

Lemma 3.4. Under the assumptions of Theorem 3.1, there exists C13, which only depends on
d, Ω, T , ϕ, ‖f‖1 and ‖u0‖1, such that, for any k > 0,

(37)
∥

∥

∥
∇Tk(ϕ(u(n)))

∥

∥

∥

L2(]0,T [,L2(Ω))
≤ k(k + 1)C13.

Proof. We let Tk(ϕ(u
(n))) as test function in (2). We get A1 +A2 = A3, with

A1 =

∫ T

0

〈

∂tu
(n)(s), Tk(ϕ(u

(n))(s))
〉

H−1,H1
0

ds,

A2 =

∫ T

0

∫

Ω
∇ϕ(u(n)(x, s)) · ∇Tk(ϕ(u(n)(x, s)) dx ds =

∥

∥

∥
∇Tk(ϕ(u(n)))

∥

∥

∥

2

L2(]0,T [,L2(Ω))
,

and

A3 =

∫ T

0

∫

Ω
f (n)(x, s)Tk(ϕ(u

(n)(x, s)) dx ds.

We have
|A3| ≤ kC1.

Letting Θk(s) =
∫ s
0 Tk(ϕ(t)) dt for all s ∈ R, we have

A1 =

∫

Ω
Θk(u

(n)(x, T )) dx−
∫

Ω
Θk(u

(n)
0 (x)) dx.

Note that, since 0 ≤ Θk(s) ≤ |
∫ s
0 Tk(Lϕt) dt| for all s ∈ R, we have

∀s ∈ R, 0 ≤ Θk(s) ≤ k(Lϕ
k

2
+ |s|).

This implies that

A1 ≥ −k
(

Lϕ
k

2
|Ω|+

∥

∥

∥
u
(n)
0

∥

∥

∥

L1(Ω)

)

.

Gathering these relations leads to (37). �
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Lemma 3.5 (Compactness properties of (u(n))n∈N). Under the assumptions of Theorem 3.1,

there exists a subsequence of (u(n))n∈N, again denoted (u(n))n∈N and functions u and v, such
that

• u(n) converges to u in L2(]0, T [,H−1(Ω)).

• u(n) weakly converges to u in L2(]0, T [, Lr(Ω)) for any r ∈ [1, d
d−1 [.

• ∂tun weakly converges to ∂tu in L1(]0, T [,W−1,1
⋆ (Ω))

• ϕ(u(n)) weakly converges to v in Lp(]0, T [,W 1,p
0 (Ω)) for any p ∈ [1, d+2

d+1 [.

Proof. The proof is done by following a series of compactness steps.

Step 1. Using (18) in Lemma 3.2, we extract a subsequence such that, for a given r ∈ [1, d
d−1 [,

u(n) weakly converges to some u ∈ L2(]0, T [, Lr(Ω)).

Step 2. By uniqueness of the limit, we then obtain that u(n) weakly converges to u for any
r ∈ [1, d

d−1 [.

Step 3. Using Lemma 3.3 thanks to (16) and (17) in Lemma 3.2, we get that there exists v ∈
Lp(]0, T [,W 1,p

0 (Ω)) and a subsequence of the preceding one such that, for a given p ∈
[1, d+2

d+1 [, ϕ(u
(n)) weakly converges to v in Lp(]0, T [,W 1,p

0 (Ω)).

Step 4. By uniqueness of the limit, we then obtain that for all p ∈ [1, d+2
d+1 [, ϕ(u

(n)) weakly

converges to v in Lp(]0, T [,W 1,p
0 (Ω)).

Step 5. Then the linear form

D(n) ∈ L1(]0, T [,W−1,1
⋆ (Ω)), 〈D(n), w〉 = −

∫ T

0

∫

Ω
∇ϕ(u(n)(x, s)) · ∇w(x, s) dx ds

+

∫ T

0

∫

Ω
f (n)(x, s)w(x, s) dx ds

weakly converges to

D ∈ L1(]0, T [,W−1,1
⋆ (Ω)), 〈D,w〉 = −

∫ T

0

∫

Ω
∇v(x, s) · ∇w(x, s) dx ds

+

∫ T

0

∫

Ω
f(x, s)w(x, s) dx ds,

by the weak convergence of ∇ϕ(u(n)) to ∇v in Lp(]0, T [, Lp(Ω)) and the convergence in

L1 of f (n) to f .
Step 6. Since Dn = ∂tun, we obtain that ∂tun weakly converges to D. Since, for any ψ ∈

C∞
c (QT ),
∫ T

0

〈

∂tu
(n)(s), ψ(s)

〉

W−1,1
⋆ ,W 1,∞

0

ds = −
∫ T

0

∫

Ω
u(n)(x, s)∂tψ(x, s) dx ds,

we get that, letting n→ +∞

〈D,ψ〉 = −
∫ T

0

∫

Ω
u(x, s)∂tψ(x, s) dx ds,

which proves that D = ∂tu ∈ L1(]0, T [,W−1,1
⋆ (Ω)).

Step 7. Since, for a given r ∈] 2d
d+2 ,

d
d−1 [, L

r(Ω) is compactly embedded in H−1(Ω), since u(n)

weakly converges to u in L2(]0, T [, Lr(Ω)) and since ∂tu
(n) weakly converges in L1(]0, T [,W−1,1

⋆ (Ω))
(it is therefore bounded), we deduce, by [7, Theorem 4.42] with B = H−1(Ω), Y =

W−1,1
⋆ (Ω) and X = Lr(Ω) that u(n) converges to u in L2(]0, T [,H−1(Ω)).
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�

It remains now to prove that v = ϕ(u) and that u(0) = u0. This is the aim of the next sections.

3.3. Minty trick.

Lemma 3.6. Under the assumptions of Theorem 3.1, let u, v, (u(n))n∈N be given by Lemma
3.5. Then

• v = ϕ(u).

• Tk(ϕ(u
(n))) converges to Tk(ϕ(u)) in L2(]0, T [, L2(Ω))

• ϕ(u(n)) converges to ϕ(u) in Lp(]0, T [, Lp(Ω)) for all p ∈ [1, d+2
d+1 [.

Remark 2. The convergence of ϕ(u(n)) to ϕ(u) in Lp(]0, T [, Lp(Ω)) for all p ∈ [1, d+2
d+1 [ is also

a consequence of the convergence of β(ϕ(u(n))) to β(ϕ(u)) in L2(]0, T [, L2(Ω)), which is a
consequence of Lemma 2.2 applied to the function β ◦ ϕ.

Proof. We reason as in Section 2.4. Let k > 0. Since Tk(ϕ(u
(n))) is bounded in L2(]0, T [,H1

0 (Ω)),

and Tk ◦ϕ is nondecreasing, applying Minty’s Trick Lemma 2.2 with u(n) instead of un and Tk ◦ϕ
instead of ϕ, we get that Tk(ϕ(u

(n))) converges to Tk(ϕ(u)) in L
2(]0, T [, L2(Ω)). Since this holds

for all k > 0, by Lemma 3.5 and Lemma A.1, we then deduce for all p ∈ [1, (d+ 2)/(d+ 1)[ the

convergence of ϕ(u(n)) to ϕ(u) in Lp(]0, T [, Lp(Ω)). �

3.4. Conclusion of the proof of Theorem 3.1. We apply Lemma 3.5. Let us prove that u
is solution to (11a). We let ψ ∈ L∞(]0, T [,W 1,∞

0 (Ω)) as test function in (13). We get














∫ T

0

〈

∂tu
(n)(s), ψ(s)

〉

ds+

∫ T

0

∫

Ω
∇ϕ(u(n)(x, s)) · ∇ψ(x, s) dx ds

=

∫ T

0

∫

Ω
f (n)(x, s)ψ(x, s) dx ds.

We have, by weak convergence of ∂tu
(n)(s) in L1(]0, T [,W−1,1

⋆ (Ω)), that

lim
n→+∞

∫ T

0

〈

∂tu
(n)(s), ψ(s)

〉

ds =

∫ T

0
〈∂tu(s), ψ(s)〉 ds.

From Lemma 3.6, we have

lim
n→+∞

∫ T

0

∫

Ω
∇ϕ(u(n)(x, s)) · ∇ψ(x, s) dx ds =

∫ T

0

∫

Ω
∇ϕ(u(x, s)) · ∇ψ(x, s) dx ds,

and we get that

lim
n→+∞

∫ T

0

∫

Ω
f (n)(x, s)ψ(x, s) dx ds =

∫ T

0

∫

Ω
f(x, s)ψ(x, s) dx ds.

Gathering the previous relations proves (11a).

In order to prove (11b), that is u(0) = u0, we reproduce the reasoning of section 2.5, by proving

that the sequence (u(n))n∈N is relatively compact in C([0, T ],W−1,1
⋆ (Ω)). Hence, again using

Ascoli’s Theorem, it is again enough to prove:

(1) For all t ∈ [0, T ], (u(n)(t))n∈N is relatively compact in W−1,1
⋆ (Ω).

(2)
∥

∥u(n)(t)− u(n)(s)
∥

∥

W−1,1
⋆ (Ω)

→ 0, as s → t, uniformly with respect to n ∈ N (and for all

t ∈ [0, T ]).
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The second item is a consequence of ∂tu
(n) ∈ L1(]0, T [,W−1,1

⋆ (Ω)) since Lemma 4.25 of [7] gives
for all t1, t2 ∈ [0, T ], t1 > t2 and all n ∈ N,

u(n)(t1)− u(n)(t2) =

∫ t1

t2

∂tu
(n)(s) ds,

and then

∥

∥

∥
u(n)(t1)− u(n)(t2)

∥

∥

∥

W−1,1
⋆ (Ω)

≤
∫ t1

t2

∥

∥

∥
∂tu

(n)(s)
∥

∥

∥

W−1,1
⋆ (Ω)

ds

≤
(

∫ T

0

∥

∥

∥
∂tu

(n)(s)
∥

∥

∥

2

W−1,1
⋆ (Ω)

ds
)

1
2
√
t1 − t2

≤
∥

∥

∥
∂tu

(n)
∥

∥

∥

L1(]0,T [,W−1,1
⋆ (Ω))

√
t1 − t2.

Since, by Lemma 3.5, the sequence (∂tu
(n))n∈N is bounded in L1(]0, T [,W−1,1

⋆ (Ω)), one deduces
∥

∥u(n)(t)− u(n)(s)
∥

∥

W−1,1
⋆ (Ω)

→ 0, as s→ t, uniformly with respect to n ∈ N (and for all t ∈ [0, T ]).

In order to prove the first item, one uses Estimate (16) (and the fact that u(n) ∈ C(]0, T [,H−1(Ω)).

It gives that the sequence (u(n)(t))n∈N is bounded in L1(Ω) for all t ∈ [0, T ] and then is relatively

compact in W−1,1
⋆ (Ω) for all t ∈ [0, T ]. It is then possible to apply Ascoli’s Theorem and obtain

as it is said before u(0) = u0. This concludes the proof that u is solution of (11).

Appendix A. Convergence results with truncations

In the proof of Lemmas 2.2 and 3.6, we apply the following lemma.

Lemma A.1. Let E be a bounded open set of RN (N ≥ 1). Let p > 1 be given. Let v(n) be

a bounded sequence of elements of Lp(E) and v ∈ Lp(E) be such that, for all k > 0, Tk(v
(n))

converges to Tk(v) in Lp(E). Then v(n) converges to v in Lq(E) for all q ∈ [1, p[.

Proof. Let us first prove that v(n) converges to v in L1(E). For any k > 0, we can write
∫

E
|v(n)(x)− v(x)| dx ≤

∫

E
|Tk(v(n))− Tk(v)| dx

+

∫

E
|v(n) − Tk(v

(n))| dx+

∫

E
|v − Tk(v)| dx

≤
∫

E
|Tk(v(n))− Tk(v)| dx+

∫

|v(n)|≥k
|v(n)| dx+

∫

|v|≥k
|v| dx

≤
∫

E
|Tk(v(n))− Tk(v)| dx+

1

kp−1

∫

E
|v(n)|p dx+

1

kp−1

∫

E
|v|p dx.

Let >ε0. Thanks to the Lp-bound on v(n) and the fact that v ∈ Lp(E), there exists k > 0 such
that, for all n,

∫

E
|v(n)(x)− v(x)| dx| ≤ 2+ε

∫

E
|Tk(v(n))− Tk(v)| dx.

Then there is n0 such that for n ≥ n0,
∫

E
|v(n)(x)− v(x)| dx ≤ 3.ε

The proof is then complete by interpolation L1 − Lp. �
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It is interesting to notice that a similar result holds when studying the weak convergence of a
sequence whose truncations weakly converge. The proof of this lemma could be obtained from
that of Lemma A.1 by using the convergence in the distribution sense. We give hereafter an
elementary proof, and a counter-example if p = 1.

Lemma A.2. Let E be an open set of RN (N ≥ 1). Let p > 1 be given. Let v(n) be a bounded
sequence of elements of Lp(E) and v ∈ Lp(E) be such that, for all k > 0, Tk(v

(n)) weakly

converges to Tk(v) in Lp(E). Then v(n) weakly converges to v in Lp(E).

Proof. For ϕ ∈ L∞(E) ∩ Lp′(E) and k > 0 (we recall that p′ = p/(p − 1)), we have

|
∫

E
(v(n)(x)− v(x))ϕ(x) dx| ≤ |

∫

E
(Tk(v

(n))− Tk(v))ϕ dx|

+ |
∫

E
(v(n) − Tk(v

(n)))ϕ dx|+ |
∫

E
(v − Tk(v))ϕ dx|

≤ |
∫

E
(Tk(v

(n))− Tk(v))ϕ dx|+
∫

|v(n)|≥k
|v(n)||ϕ| dx+

∫

|v|≥k
|v|||ϕ| dx

≤ |
∫

E
(Tk(v

(n))− Tk(v))ϕ dx|+ 1

kp−1

∫

E
|v(n)|p|ϕ| dx+

1

kp−1

∫

E
|v|p|ϕ| dx

Let >ε0. Thanks to the Lp-bound on v(n), the fact that v ∈ Lp(E) and ϕ ∈ L∞(E), there exists
k > 0 such that, for all n,

|
∫

E
(v(n)(x)− v(x))ϕ(x) dx| ≤ 2+ε|

∫

E
(Tk(v

(n))− Tk(v))ϕ dx|.

Then there is n0 such that for n ≥ n0 (we use now ϕ ∈ Lp
′

(E)),

|
∫

E
(v(n)(x)− v(x))ϕ(x) dx| ≤ 3.ε

Since L∞(E) ∩ Lp′(E) is dense in Lp
′

(E), the proof is complete. �

Remark 3. It is interesting to remark that Lemma A.2 is false if Lp is replaced by L1. We give
here an example. We take E =]0, 1[ (with d = 1) and for n ∈ N

⋆ we define v(n) as follow:

v(n)(x) = n3, if x ∈] i
n
,
i

n
+

1

n2
[, i ∈ {0, . . . , n − 1},

v(n)(x) = 0 elsewhere.

With this choice, one has Tk(v
(n)) → 0 = Tk(0) in L1(E) but v(n) → 1E weakly in L1(E), as

n→ +∞.
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