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THE EXTREMAL POSITION OF A BRANCHING RANDOM WALK IN
THE GENERAL LINEAR GROUP

ION GRAMA, SEBASTIAN MENTEMEIER, AND HUI XIAO

Abstract. Consider a branching random walk (Gu)u∈T on the general linear group GL(V )
of a finite dimensional space V , where T is the associated genealogical tree with nodes u.
For any starting point v ∈ V \ {0}, let Mv

n = max|u|=n log ‖Guv‖ denote the maximal
position of the walk log ‖Guv‖ in the generation n. We first show that under suitable
conditions, limn→∞

Mv
n
n

= γ+ almost surely, where γ+ ∈ R is a constant. Then, in the
case when γ+ = 0, under appropriate boundary conditions, we refine the last statement by
determining the rate of convergence at which Mv

n converges to −∞. We prove in particular
that limn→∞

Mv
n

logn = − 3
2α in probability, where α > 0 is a constant determined by the

boundary conditions. Similar properties are established for the minimal position. As a
consequence we derive the asymptotic speed of the maximal and minimal positions for the
coefficients, the operator norm and the spectral radius of Gu.

1. Introduction

Let V = Rd be a d-dimensional Euclidean vector space equipped with the norm ‖·‖, where
d > 1 is an integer. Denote by G = GL(V ) the general linear group of the vector space
V . A branching random walk on the group G is obtained by setting at time 0 its initial
value to be the identity matrix, called also root particle. At time step 1, the root particle
generates a random number of random elements of G, called children. At subsequent time
steps, this happens in an independent and identical manner for every obtained child. The
above iterations generate a genealogical tree T whose nodes are denoted by u. Starting with
the root, by successive multiplication from the left of the random elements on the branch
corresponding to a node u ∈ T, we define a branching random walk in G which we shall
denote by (Gu)u∈T.

Let v ∈ Rd be a vector with ‖v‖ = 1 and let x = Rv ∈ P(V ) be the direction of v. The
first objective of the paper is to study the asymptotic behaviour of the maximal displacement
Mx
n = max|u|=n log ‖Guv‖ as n→∞, where we write |u| = n when u is a node of generation

n > 1. Moreover, we shall consider the following extension of this problem. Denote by Gu ·x
the Markov branching process associated to the projective action of the group G on the projec-
tive space P(V ), which describes the behaviour of the directions of the walk (Guv)u∈T. Given
a set of directions A ⊆ P(V ), it is of interest to study the maximal position of log ‖Guv‖ pro-
vided Gu ·x ∈ A, i.e. the directed maximal displacement Mx

n (A) = supGu·x∈A,|u|=n log ‖Guv‖,
where, by convention sup ∅ = −∞, to include the case when the condition Gu · x ∈ A is not
satisfied. We shall as well study similar problems for the related characteristics of (Gu) such
as the coefficients, the operator norm and the spectral radius.
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Let us describe briefly our main results in the particular case when A = P(V ). Under
suitable conditions, the following convergence holds (see Theorem 2.1): for any x ∈ P(V ),
conditionally on the system’s survival,

lim
n→∞

Mx
n

n
= γ+ almost surely, (1.1)

where γ+ ∈ R is a constant. When the branching product is in the boundary case (for a
precise formulation see condition A4 formulated in the next section) we have that γ+ = 0,
so that limn→∞

Mx
n
n = 0 almost surely. It can be shown that in this case it still holds that

limn→∞M
x
n = −∞. Our main interest is to refine the last statement by determining the rate

of convergence at whichMx
n converges to −∞. We prove in particular that, for any x ∈ P(V ),

conditionally on the system’s survival,

lim
n→∞

Mx
n

logn = − 3
2α in probability,

where α > 0 is a constant defined by the boundary condition A4. The full statement of our
result for the maximal displacement is the content of Theorem 2.2 below.

The asymptotic behaviour of the maximal position of classical branching random walks
in R1 has been investigated by many authors, see for example Kingman [24], Hammersley
[19], Biggins [5]. Significant progress has been made by Hu and Shi [22], Addario-Berry and
Reed [1], and Aïdékon [2], where the conditioned limit theorems for sums of independent and
identically distributed (i.i.d.) random variables are used to establish a law of large numbers
and limit theorems for its fluctuations.

The branching random walk on the general linear group G studied here is a natural exten-
sion of the classical branching random walk in R1 and is of particular interest because the
underlying group is non-commutative. The model was investigated in Buraczewski, Damek,
Guivarc’h and Mentemeier [8], Mentemeier [25] and Bui, Grama and Liu [7]. In view of
the one-dimensional results, it is natural to ask for the behaviour of Mx

n and, moreover, to
study the maximal position of particles with a given direction Mx

n (A). Both these questions
have not been addressed in the works mentioned above and become a way more involved for
branching random walks on groups. The difficulty in obtaining such type of the results is in
a great part due to the lack of the corresponding conditioned local limit theory for products
of random matrices, besides the inherently heavy argument in dealing with extremal position
of the walk (Guv)u∈T.

Recent progress for products of random matrices has been made in Grama, Le Page and
Peigné [13] and Grama, Lauvergnat and Le Page [11], where some integral conditioned theo-
rems have been established. Local limit theorems for finite Markov chains have been consid-
ered in Grama, Lauvergnat and Le Page [12], however, establishing convenient conditioned
local limit theorems for products of random matrices is still an open problem. Following
some recent developments in Grama, Quint and Xiao [15] and Grama and Xiao [16], in the
present paper we shall establish some new conditioned limit theorems for products of random
matrices under the assumption that the matrices have a density with respect to the Haar
measure on G. This conditioned local limit theory is the key point in studying the maximal
displacement Mx

n (A). Besides, it could be also useful for studying other problems like a ver-
sion of the Seneta-Heyde theorem for branching random walks on groups. This question will
be considered in a subsequent work.
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2. The setup and main results

2.1. Notations and Assumptions. Let R+ = [0,∞) and denote by N the set of non-
negative integers. For any integer d > 1, denote by V = Rd the d-dimensional Euclidean
space. We fix a basis (ei)16i6d of V and define the associated norm on V by ‖v‖2 =

∑d
i=1 |vi|2

for v =
∑d
i=1 viei ∈ V . Let G = GL(V ) be the general linear group of V . The action of g ∈ G

on a vector v ∈ V is denoted by gv. For any g ∈ G, let ‖g‖ = supv∈V \{0}
‖gv‖
‖v‖ .

Let P(V ) be the projective space of V . The action of g ∈ G on x = Rv ∈ P(V ) is defined
by g · x = Rgv ∈ P(V ). For g ∈ G and x = Rv ∈ P(V ) with v ∈ V \ {0}, introduce the norm
cocycle

σ : G× P(V )→ R, σ(g, x) = log ‖gv‖
‖v‖

. (2.1)

A branching random walk in the group G is defined as follows. Assume that on the
probability space (Ω,F ,P) we are given a point process N indexed with the Borel sets of
G. At the time 0, we pick up the identity matrix of the group G. In the first generation,
the children of the identity matrix, are formed by the collection of matrices in G picked up
according to the law of the point process N . Each matrix in the first generation gives birth to
new matrices according to the independent copies of the same point process N , which form
the second generation of matrices. The system goes on according to the same mechanism.

The genealogy of these matrices forms a Galton-Watson tree T with the root ∅. We
use Ulam-Harris notation, identifying T as a random subset of

⋃∞
n=0 Nn. Hence, each node

u ∈ T of generation n will be identified with an n-tuple u = (u1, . . . , un), where ui ∈ N.
For notational simplicity, we write u = u1.. .un and further denote by u|k := u1.. .uk the
restriction of u to its first k components. Given u = u1.. .un and v = v1.. .vm, we write
uv = u1.. .unv1.. .vm for the concatenation. For a node u in T by |u| we denote its generation.

From the definition of the branching process above, to each node u ∈ T corresponds a
random element gu ∈ G. Then, the branching random walk (Gu)u∈T in the group G is
defined by taking the left product of the elements along the branch leading from ∅ to u ∈ T:

Gu := gugu|n−1 . . . gu|2gu|1, u ∈ T.

Note that these factors are independent, but not necessarily identically distributed. There is
a natural filtration given by Fn := σ

(
{gu : |u| ≤ n}

)
. Obviously, the point process N can

be written as N =
∑
|u|=1 δ{Gu}. We denote by N = N (G) the number of particles in the

first generation as well as by Nu the number of children of the particle at node u ∈ T.
We define the following shift operator which will help us to use the branching property.

For any function F = F
(
(gu)u∈T

)
of the branching process and any node v ∈ T, we define

[F ]v = F
(
(gvu)u∈Tv

)
, (2.2)

where Tv denotes the random subtree rooted at v, its first generation being formed by the
children of the particle at v. That is, [F ]v is evaluated on the subtree started at v. For
example, [Gu]v means the product gvugvu|n−1 . . . gvu|2gvu|1 for u = u1u2.. .un ∈ Tv, i.e. the
product of the elements of G along the branch leading from v to vu.

Let E be the expectation corresponding to the probability P. We will need the following
moment condition on N .

A1. There exists a constant δ > 0 such that 1 < EN and E(N1+δ) <∞.
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This condition allows us to define a measure µ on G by1

µ(B) := 1
EN

E
[ ∑
|u|=1

1B(Gu)
]
, (2.3)

for any Borel measurable set B ⊆ G. We will also make use of the following density and
moment assumption.

A2. The measure µ has a density with respect to the Haar measure on G. Moreover, there
exists a constant c0 > 0 such that infx∈P(V ) µ{g ∈ G : σ(g, x) > c0} > 0 and there exists a
constant η0 > 0 such that∫

G
max

{
‖g‖, ‖g−1‖

}η0
(
1 + ‖g‖d|det(g−1)|

)
µ(dg) <∞. (2.4)

The moment condition (2.4) is obviously satisfied when µ is compactly supported on G.
The condition infx∈P(V ) µ{g ∈ G : σ(g, x) > c0} > 0 is necessary to ensure that the harmonic
function Vs(x, y) (cf. Proposition 4.5) is strictly positive for any x ∈ P(V ) and y > 0.

Condition A2 plays an important role in the paper. It ensures that the spectral gap
properties of the transfer operators Ps and P ∗s hold for s > 0 and s < 0 (see the precise
definitions below). Besides, it is essential for the existence of the dual random walk and also
opens the way to establish the conditioned local limit theory for products of random matrices.
These facts allow us to study the asymptotics of both the maximal and the minimal positions.

Let v ∈ Rd be a non-zero vector. Our first goal is to study some extremal properties of
the branching random walk (Guv)u∈T on Rd defined by the action of Gu on v. We shall do
it jointly with the walk (Gu · x)u∈T on P(V ) defined by the action of Gu on the projective
element x = Rv ∈ P(V ). To be more precise, we shall study the couple

Gu · x = RGuv ∈ P(V ), σ(Gu, x) = log ‖Guv‖
‖v‖

∈ R, u ∈ T. (2.5)

Given a Borel set A ⊆ P(V ), define respectively the maximal and minimal positions of
σ(Gu, x) = log ‖Guv‖ provided that direction Gu · x belongs to the set A for nodes u in the
n-th generation by setting

Mx
n (A) : = sup {σ(Gu, x) : Gu · x ∈ A, |u| = n} , (2.6)

mx
n(A) : = inf {σ(Gu, x) : Gu · x ∈ A, |u| = n} , (2.7)

where sup ∅ = −∞ and inf ∅ = +∞. From the results of [7, Theorem 2.1] it is easy to see that
under conditions A1 and A2, the sets in (2.6) and (2.7) become nonempty eventually for
large n. The global maximal and minimal displacements in the n-th generation are defined
by

Mx
n := Mx

n (P(V )) = sup {σ(Gu, x) : |u| = n} ,
mx
n := mx

n(P(V )) = inf {σ(Gu, x) : |u| = n} ,

with the same convention sup ∅ = −∞ and inf ∅ = +∞.

1Note that since ‖·‖ is submultiplicative, trying to avoid assumption A1 by defining

µ(B) =
E
[∑

|u|=1 ‖Gu‖
θ
1B(Gu)

]
E
[∑

|u|=1 ‖Gu‖
θ
]

for some θ > 0 does not lead to a convolution-stable definition of a measure µ.
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Set

I+
µ =

{
s > 0 :

∫
G
‖g‖s

(
1 + ‖g‖d|det(g−1)|

)
µ(dg) <∞

}
,

I−µ =
{
s 6 0 :

∫
G
‖g−1‖−s

(
1 + ‖g‖d|det(g−1)|

)
µ(dg) <∞

}
.

By A2 and Hölder’s inequality, both I+
µ and I−µ are non-empty intervals of R. Denote by

(I+
µ )◦ the interior of I+

µ , and by (I−µ )◦ the interior of I−µ . Let B be the Banach space of
real-valued continuous functions on P(V ) endowed with the supremum norm ‖ · ‖B. For any
s ∈ I+

µ ∪ I−µ , define the transfer operator Ps as follows: for ϕ ∈ B and x ∈ P(V ),

Psϕ(x) =
∫
G
esσ(g,x)ϕ(g · x)µ(dg) = 1

E(N)E
( ∑
|u|=1

esσ(Gu,x)ϕ(Gu · x)
)
, (2.8)

where the second equality follows directly from the definition of µ. Using the quasi-compactness
of the operator Ps, it will be shown in Lemma 5.1 that under conditionA2, for any s ∈ I+

µ ∪I−µ ,
Psrs = κ(s)rs and νsPs = κ(s)νs, (2.9)

where κ is the unique dominant eigenvalue of Ps, rs is the corresponding unique (up to a
scaling constant) continuous eigenfunction on P(V ), and νs is the unique probability eigen-
measure on P(V ). When s = 0 we use the shortened notation ν := ν0. We need the following
condition.

A3. The invariant measure ν has a strictly positive density with respect to the uniform prob-
ability measure on P(V ).

In particular, condition A3 implies that νs also has a strictly positive density on P(V ) (cf.
[14]). Note that condition A3 is satisfied for example when condition (id) from the paper
[9, Section 2.3] holds, in which case it is also possible for µ to have a compact support in G.
Another example is when the density of µ from A2 is strictly positive on the whole G.

Denote
m(s) = κ(s)EN, s ∈ I+

µ ∪ I−µ . (2.10)
In order to formulate the asymptotic properties of the maximal positions Mx

n (A) and Mx
n ,

we introduce the following boundary condition, where log+ t = max{log t, 0} for t > 0.

A4. There exists a constant α ∈ (I+
µ )◦ with α > 0 such that m(α) = 1 and m′(α) = 0. In

addition,
E
( ∑
|u|=1

‖Gu‖α
(
1 + log+ ‖Gu‖+ log+ ‖G−1

u ‖
))2

<∞.

The boundary condition A4 guarantees that under some changed measure the behaviour
of our branching random walk is similar to that of a left product of random matrices whose
Lyapunov exponent is 0. The corresponding change of measure and a many-to-one formula
will be introduced in Section 3. To study the asymptotic properties of the minimal positions
mx
n(A) and mx

n, we need a similar boundary condition.

A5. There exists a constant −β ∈ (I−µ )◦ with β > 0 such that m(−β) = 1 and m′(−β) = 0.
In addition,

E
( ∑
|u|=1

‖G−1
u ‖−β

(
1 + log+ ‖Gu‖+ log+ ‖G−1

u ‖
))2

<∞.



6 ION GRAMA, SEBASTIAN MENTEMEIER, AND HUI XIAO

Denote the event corresponding to the system’s survival after n generations by Sn =
{
∑
|u|=n 1>0}. Then S = ∩∞n=1Sn is the event corresponding to the system’s ultimate sur-

vival. Below, we say that a sequence of random variables (ξn)n>1 converges in probability to
the random variable ξ under the system’s survival if for any ε > 0 it holds

lim
n→∞

P(|ξn − ξ| > ε|S ) = 0,

where S is the system’s ultimate survival event. The convergence almost surely under the
system’s survival is defined in the same way:

P( lim
n→∞

ξn = ξ|S ) = 1.

Note that by assumption A1, it holds that P(S ) > 0.

2.2. Results for maximal and minimal positions. Now we state the main results of the
paper. The next theorem gives the law of large numbers for maximal and minimal positions
of our branching random walk. To state the corresponding results, we need the following
additional conditions, where we denote Ys =

∑
|u|=1 ‖Gu‖s:

A6. For any s ∈ I+
µ , it holds E[Ys log+ Ys] <∞.

A7. For any s ∈ I−µ , it holds E[Ys log+ Ys] <∞.

Note that if µ has a compact support on G, then conditions A6 and A7 are satisfied due
to condition A1. Denote

γ+ = inf
s∈I+

µ

logm(s)
s

∈ R and γ− = sup
s∈I−µ

logm(s)
s

∈ R. (2.11)

Theorem 2.1. Assume conditions A1, A2 and A6. Let x ∈ P(V ). Then, for any Borel
set A ⊆ P(V ) satisfying ν(A) > 0 and ν(∂A) = 0, we have, conditionally on the system’s
survival,

lim
n→∞

Mx
n (A)
n

= γ+ almost surely. (2.12)

Similarly, under conditions A1, A2 and A7, for any Borel set A ⊆ P(V ) satisfying ν(A) > 0
and ν(∂A) = 0, we have, conditionally on the system’s survival,

lim
n→∞

mx
n(A)
n

= γ− almost surely. (2.13)

For the proof of (2.12) and (2.13), we make use of the precise large deviation result for
the counting measure which have been established recently in Bui, Grama and Liu [7]. We
believe that if we do not account for the direction, with some extra effort conditions A6 and
A7 can be removed, but we are refraining from doing so as our main goal is a second order
asymptotic of the extreme position formulated below.

It is not difficult to verify that, under conditions of Theorem 2.1, the boundary assumption
A4 implies γ+ = 0 and, similarly, the boundary assumption A5 implies γ− = 0. Of course
the asymptotics (2.12) and (2.13) are not precise when γ+ = 0 or γ− = 0 respectively. This
motivates our next theorem where we normalize Mx

n (A) and mx
n(A) by logn. On a rougher

scale, it can be shown that under conditions A1, A2, A4, A6, for any x ∈ P(V ) and any
Borel set A ⊆ P(V ) satisfying ν(A) > 0,

lim
n→∞

Mx
n (A) = −∞ almost surely. (2.14)
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Similarly, under conditions A1, A2, A5, A7, for any x ∈ P(V ) and any Borel set A ⊆ P(V )
satisfying ν(A) > 0,

lim
n→∞

mx
n(A) =∞ almost surely. (2.15)

This can be proved by adapting the method in Shi [26, Lemma 3.1]. We note that the
divergences in probability in (2.14) and (2.15) are direct consequences of Theorems 2.2 and
2.3, respectively.

Our next result improves on (2.12) by showing that with the right normalization the
maximal position Mx

n converges in probability to some constant, conditioned on the system’s
survival. In fact, we also show a stronger assertion for the joint behaviour of the maximal
position and the direction Gu ·x.

Theorem 2.2. Assume conditions A1, A2, A3 and A4. Let x ∈ P(V ). Then, for any Borel
set A ⊆ P(V ) satisfying ν(A) > 0, we have, conditionally on the system’s survival,

lim
n→∞

Mx
n (A)

logn = − 3
2α in probability. (2.16)

In particular, we have, conditionally on the system’s survival,

lim
n→∞

Mx
n

logn = − 3
2α in probability. (2.17)

Recall from the discussion above that the assumptionsA2 andA3 are satisfied for example
when µ has a compact support with a continuous density around the identity matrix.

Clearly the result (2.17) follows from (2.16) by taking A = P(V ). It is worth mentioning
that, even though the limits are the same, the first assertion (2.16) is much stronger than
the second one, since it shows what is the limit behaviour of the maximal position σ(Gu, x)
over the subset of particles with the direction Gu ·x ∈ A. We also note that convergence in
probability cannot be sharpened to an almost sure convergence. This will be considered in a
forthcoming work.

Our second result proves similar properties for the minimal position mx
n.

Theorem 2.3. Assume conditions A1, A2, A3 and A5. Let x ∈ P(V ). Then, for any Borel
set A ⊆ P(V ) satisfying ν(A) > 0, we have, conditionally on the system’s survival,

lim
n→∞

mx
n(A)

logn = 3
2β in probability. (2.18)

In particular, we have, conditionally on the system’s survival,

lim
n→∞

mx
n

logn = 3
2β in probability. (2.19)

The appearance of α and β in the formulas (2.16), (2.17), (2.18) and (2.19) is due to the fact
that a space transformation by an affine map of σ(g, x) – as performed in the one-dimensional
case to reduce to the case α = β = 1 – is not possible, since it has no representation in terms
of an affine transformation of the underlying product of random matrices.

Note that the limit in (2.18) and (2.19) is strictly positive, since β > 0 in A5, while in the
case of the maximal position the limit in (2.16) and (2.17) is strictly negative, since α < 0 in
A4.

We complement the above results by proving that the asymptotic behaviour of maximal
(minimal) value of the logarithm of a given coefficient, operator norm or spectral radius is
similar to that of maximal (minimal) value of the logarithm of the vector norm. Let V ∗
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be the dual of V , i.e. the space of linear forms on V . For v ∈ V and f ∈ V ∗ denote by
〈f, v〉 = f(v) the duality bracket. Denote by ‖g‖ and ρ(g) respectively the operator norm
and the spectral radius of the matrix g ∈ G. Then we have the following results. Let v ∈ V ,
f ∈ V ∗ and Fu be one of |〈f,Guv〉|, ‖Gu‖ or ρ(Gu). Theorems 2.1, 2.2 and 2.3 hold with Mx

n

or mx
n replaced by max|u|=n logFu or min|u|=n logFu, respectively. We will only give precise

formulations of the results corresponding to Theorems 2.2 and 2.3.

Theorem 2.4. Assume conditions A1, A2, A3 and A4. Let A ⊆ P(V ) be any Borel set
satisfying ν(A) > 0. Let v ∈ V , f ∈ V ∗ and Fu be one of |〈f,Guv〉|, ‖Gu‖ or ρ(Gu). Then,
we have, conditionally on the system’s survival,

lim
n→∞

supGu·x∈A,|u|=n logFu
logn = − 3

2α in probability. (2.20)

Similarly, under conditions A1, A2, A3 and A5, we have, conditionally on the system’s
survival,

lim
n→∞

infGu·x∈A,|u|=n logFu
logn = 3

2β in probability. (2.21)

3. Law of large numbers for the extremal position

3.1. A change of measure formula. Let (gi)i>1 be a sequence of i.i.d. random elements
on G with the law µ (defined by (2.3)) and denote by

Gn := gn . . . g1, n > 1,

their left product. With any starting point X0 = x = Rv ∈ P(V ) and S0 = 0, denote for
n > 1,

Xn := gn ·Xn−1 = RGnv and Sn :=
n∑
k=1

σ(gk, Xk−1), (3.1)

where the cocycle σ(·, ·) is defined in (2.1). Then the sequence (Xn, Sn)n>0 constitutes a
Markov random walk on P(V )× R. Denote by Px the probability measure on the canonical
space (P(V ))N induced by the Markov chain (Xn)n>0 with starting point X0 = x. Let Ex be
the corresponding expectation. For any s ∈ I+

µ ∪ I−µ , let κ(s) and rs be the eigenvalue and
the eigenfunction given by (2.9). Since σ(·, ·) is a cocycle, one can check that the family of
kernels

qsn(x,Gn) = 1
κ(s)n e

sσ(Gn,x) rs(Gn · x)
rs(x) , n > 1, (3.2)

satisfies the property: for any x ∈ P(V ) and n,m > 1,

qsn(x,Gn)qsm(Gn · x, gn+m . . . gn+1) = qsn+m(x,Gn+m). (3.3)

By (2.8) and (2.9), the sequence of the probability measures

Qx
s,n(dg1, . . . , dgn) := qsn(x, gn.. .g1)µ(dg1).. .µ(dgn), n > 1, (3.4)

form a projective system on GN, so that, by the Kolmogorov extension theorem, there is a
unique probability measure Qx

s on GN with marginals Qx
s,n. Denote by EQxs the corresponding

expectation. All over the paper we use the convention that under the measure Qx
s , the Markov

chain (Xn)n>0 defined by (3.1) starts with the point x ∈ P(V ).
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By the definition of Qx
s , for any bounded measurable function h : (P(V )×R)n, the following

change of measure formula holds: under condition A2, for any s ∈ I+
µ ∪ I−µ ,

1
κ(s)nrs(x)Ex

[
rs(Xn)esSnh

(
X1, S1, .. ., Xn, Sn

)]
= EQxs

[
h
(
X1, S1, .. ., Xn, Sn

)]
. (3.5)

Set

Λ(s) = log κ(s) and q = Λ′(s) = κ′(s)
κ(s) .

Following [17], one can verify that under condition A2, the strong law of large numbers holds:
limn→∞

Sn
n = q, Qx

s -almost surely, for any s ∈ I+
µ ∪ I−µ .

3.2. The many-to-one formula. In this section we recall the many-to-one formula which
has been established in [25, Lemma 4.2] for the study of fixed points of multivariate smoothing
transforms. In addition to (2.5), for x ∈ P(V ) and a node u ∈ T, we introduce the following
functions of the branching process,

Xx
u = Gu · x and Sxu = σ(Gu, x). (3.6)

Recall that the function m is defined by (2.10) and that for a node u ∈ T, u|k is the restriction
of u to its first k components, 1 ≤ k ≤ |u|.

Lemma 3.1 (The many-to-one formula). Assume condition A2. Then, for any s ∈ I+
µ ∪ I−µ

and x ∈ P(V ), n > 1 and any bounded measurable function h : (P(V )× R)n → R,

E

 ∑
|u|=n

h
(
Xx
u|1, S

x
u|1, . . . , X

x
u , S

x
u

)
= rs(x)m(s)nEQxs

[ 1
rs(Xn)e

−sSnh
(
X1, S1, . . . , Xn, Sn

)]
. (3.7)

This formula allows us to reduce the study of the branching product of random matrices to
that of the ordinary product of random matrices but under the changed probability measure
Qx
s .

3.3. Proof of Theorem 2.1. We only show how to prove (2.12), the proof of (2.13) being
similar.

We start by providing an equivalent definition of γ+. Let γ+ = inf{q : e−sqm(s) < 1}.
Note that the function s ∈ I+

µ 7→ logm(s)− sq is decreasing, as its derivative equals −sΛ′′(s)
and logm(s) = Λ(s) + logEN is convex. Since q = q(s) = Λ′(s) is increasing with s, we
conclude that γ+ = sup{q : e−sqm(s) > 1}. We show that γ+ also satisfies (2.11). To see
this, note that the derivative of h(s) := s−1 logm(s) for s > 0 equals

h′(s) = 1
s

(
q − logm(s)

s

)
and we see that the function decreases as long as e−sqm(s) > 1 and increases if e−sqm(s) < 1.
Hence h attains its minimum at s∗ with the property that q(s∗) = Λ′(s∗) = γ+. Since
h′(s∗) = 0, we conclude that

γ+ = q(s∗) = logm(s∗)
s∗

= inf
s∈I+

µ

logm(s)
s

.
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In the sequel, we first prove that for any ε > 0 and large n, no particle is above the
threshold n(γ+ + ε); then, by a similar argument, we show that there is a positive number of
particles below the threshold n(γ+ − ε).

Using the many-to-one formula (3.7), we get that for any s ∈ (I+
µ )◦, with q = Λ′(s),

E
[ ∑
|u|=n

1{Sxu>nq}
]
6 e−snqE

[ ∑
|u|=n

esS
x
u

]
= e−snqrs(x)m(s)nEQxs

[ 1
rs(Xn)

]
6 ce−snqm(s)n,

where in the last inequality we used the fact that the eigenfunction rs is bounded from below
and above by strictly positive constants. This implies that for any Borel set A ⊆ P(V ),

P
( ∑
|u|=n

1{Xx
u∈A}1{Sxu>nq} > 0

)
= P

( ∑
|u|=n

1{Xx
u∈A}1{Sxu>nq} > 1

)
6 E

[ ∑
|u|=n

1{Xx
u∈A}1{Sxu>nq}

]
6 ce−snqm(s)n.

If e−sqm(s) < 1, then by Borel-Cantelli’s lemma we get that for all but finitely many n,∑
|u|=n

1{Xx
u∈A}1{Sxu>nq} = 0.

Hence, for any ε > 0, it holds that for all but finitely many n,∑
|u|=n

1{Xx
u∈A}1{Sxu>n(γ++ε)} = 0.

Since ε > 0 can be arbitrary small, this implies that

lim sup
n→∞

Mx
n (A)
n

6 γ+. (3.8)

On the other hand, under conditions A1, A2 and A6, the following large deviation prin-
ciple has been established in [7, Theorem 2.6]: for any s ∈ (I+

µ )◦ such that e−sqm(s) > 1,
and any Borel set A ⊆ P(V ) satisfying ν(A) > 0 and ν(∂A) = 0 (noting that νs(A) > 0 and
νs(∂A) = 0 is equivalent to saying that ν(A) > 0 and ν(∂A) = 0 under A2), we have P-a.s.

lim
n→∞

√
2πnσsenΛ∗(q)

∑
|u|=n 1{Xx

u∈A}1{Sxu>nq}

(EN)n = 1
s
W x
s

rs(x)
νs(rs)

νs(A),

where Λ∗(q) = sq − Λ(s), q = Λ′(s) and W x
s is a positive random variable on the survival

event S . This can be rewritten as: P-a.s. on the survival event S

lim
n→∞

√
2πnσse−n(log(EN)+Λ∗(q)) ∑

|u|=n
1{Xx

u∈A}1{Sxu>nq} = 1
s
W x
s

rs(x)
νs(rs)

νs(A) > 0.

We choose q > γ+ which is equivalent to e−sqm(s) > 1, which, in turn, is equivalent to

log(EN)− Λ∗(q) = log(EN)− sq + Λ(s) = logm(s)− sq > 0.
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Then the number of nodes u at generation n such that σ(Gu, x) is above the level nq and
that Gu · x ∈ A explodes as n→∞ P-a.s. on the survival event S . It follows that

lim inf
n→∞

Mx
n (A)
n

> γ+ (3.9)

on the survival event S .
Combining (3.8) and (3.9) concludes the proof of (2.12).

4. Duality and conditioned integral limit theorems

In this section we make use of the density assumption A2 to establish duality identities
and state a series of conditioned limit theorems for products of random matrices under a
change of measure.

4.1. Duality. Recall that B is the Banach space of real-valued continuous functions on P(V )
endowed with the supremum norm ‖ · ‖B. For any s ∈ I+

µ ∪ I−µ and ϕ ∈ B, let

Qsϕ(x) = 1
κ(s)rs(x)Ps(ϕrs)(x), x ∈ P(V ) (4.1)

be the transfer operator of the Markov chain (Xn)n>0 under the changed measure Qx
s . It

is well-known that under the density assumption A2, on the projective space P(V ) there
exists a unique invariant measure πs of the Markov operator Qs. Moreover, the measure πs
is absolutely continuous with respect to the uniform probability measure on P(V ) (denoted
by dx), i.e. πs(dx) = ·

πs(x)dx, where ·πs is the corresponding density function of πs. Recall
that dx is invariant under the action of the orthogonal group O(d). By condition A3, ·πs is
strictly positive on the projective space P(V ). For any s ∈ I+

µ ∪ I−µ and ϕ ∈ B, define the
dual operator Q∗s as follows:

Q∗sϕ(x) =
∫
G
ϕ(g · x)rs(x)e−(s+d)σ(g,x)

κ(s)rs(g · x)

·
πs(g · x)
·
πs(x)

|det(g)|µ̌(dg), x ∈ P(V ), (4.2)

where µ̌ is the image of the measure µ by the map g 7→ g−1. It can be verified that, under
A2 and A3, the operator Q∗s is well defined. The following result shows that Q∗s is indeed
the dual Markov operator of Qs.

Lemma 4.1. Assume conditions A2 and A3. Then, for any s ∈ I+
µ ∪ I−µ and any ϕ,ψ ∈ B,

we have ∫
P(V )

ϕ(x)Qsψ(x)πs(dx) =
∫
P(V )

ψ(x)Q∗sϕ(x)πs(dx). (4.3)

Proof. Since πs(dx) = ·
πs(x)dx, by the definition of Qx

s , we have that for any bounded
measurable function F : P(V )×G× P(V ) 7→ R,

I : =
∫
P(V )

EQxsF (x, g1, X1)πs(dx)

=
∫
G

∫
P(V )

rs(g · x)esσ(g,x)

κ(s)rs(x) F (x, g, g · x) ·πs(x)dxµ(dg). (4.4)

Notice that for any bounded measurable function ϕ : P(V ) 7→ R and any g ∈ G, we have∫
P(V )

ϕ(x)dx =
∫
P(V )

ϕ(g · x)|det(g)|e−dσ(g,x)dx. (4.5)
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Applying this formula to the integral in (4.4), we obtain that for any g ∈ G,∫
P(V )

rs(g · x)esσ(g,x)

rs(x) F (x, g, g · x) ·πs(x)dx

=
∫
P(V )

rs(x)esσ(g,g−1·x)

rs(g−1 · x) F (g−1 · x, g, x) ·πs(g−1 · x)|det(g−1)|e−dσ(g−1,x)dx.

Therefore,

I =
∫
G

∫
P(V )

rs(x)esσ(g,g−1·x)

κ(s)rs(g−1 · x) F (g−1 · x, g, x)
·
πs(g−1 · x)
·
πs(x)

|det(g−1)|e−dσ(g−1,x)πs(dx)µ(dg).

Since σ(g, g−1 · x) = −σ(g−1, x) and µ̌ is the image of µ by g 7→ g−1, by a change of variable
and Fubini’s theorem, we obtain

I =
∫
P(V )

∫
G

rs(x)e−(s+d)σ(g,x)

κ(s)rs(g · x) F (g · x, g−1, x)
·
πs(g · x)
·
πs(x)

|det(g)|µ̌(dg)πs(dx). (4.6)

In particular, taking F (x, g, x′) = ϕ(x)ψ(x′) for x, x′ ∈ P(V ), where ϕ and ψ are bounded
measurable functions from P(V ) to R, using the definition of Q∗s we get that∫

P(V )
ϕ(x)Qsψ(x)πs(dx) =

∫
P(V )

ϕ(x)EQxsψ(X1)πs(dx)

=
∫
P(V )

ψ(x)
∫
G

rs(x)e−(s+d)σ(g,x)

κ(s)rs(g · x) ϕ(g · x)
·
πs(g · x)
·
πs(x)

|det(g)|µ̌(dg)πs(dx)

=
∫
P(V )

ψ(x)Q∗sϕ(x)πs(dx),

which ends the proof of the lemma. �

Similarly to (3.2) and (3.3), using the fact that σ(·, ·) is a cocycle, one can verify that for
any s ∈ I+

µ ∪ I−µ , the family of kernels

qs,∗n (x,Gn) = 1
κ(s)n e

−(s+d)σ(Gn,x) rs(x)
rs(Gn · x)

·
πs(Gn · x)
·
πs(x)

|det(Gn)|, n > 1, (4.7)

satisfies the following property: for any x ∈ P(V ),
qs,∗n (x,Gn)qs,∗m (Gn · x, gn+m . . . gn+1) = qs,∗n+m(x,Gn+m). (4.8)

Recalling that µ̌ is the image of µ by the map g 7→ g−1, using (2.8) and (2.9), one can verify
that the sequence of probability measures

Qx,∗
s,n(dg1, . . . , dgn) := qs,∗n (x,Gn)µ̌(dg1) . . . µ̌(dgn), n > 1, (4.9)

form a projective system on Ω∗ = GN. Hence, by the Kolmogorov extension theorem, there
exists a unique probability measure Qx,∗

s on GN with marginals Qx,∗
s,n. Denote by EQx,∗s the

corresponding expectation.
For any s ∈ I+

µ ∪ I−µ , consider the probability space (Ω∗,B(Ω∗),Qx,∗
s ). Let g∗1, g∗2, . . . be

coordinate maps of Ω∗, i.e. gk(ω) = ωk, where ω ∈ Ω∗ and ωk is the k-th coordinate of ω. The
dual Markov chain (X∗n)n>0 with starting point X0 ∈ P(V ) is defined on the space (Ω∗,Qx,∗

s )
by setting

X∗n = (g∗n . . . g∗1) ·X0, n > 1. (4.10)
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For any starting point X0 = x ∈ P(V ) and any measurable set A ⊆ P(V ), the transition
probability of (X∗n)n>0 is given by Q∗s(x,A) = Q∗s1A(x), where Q∗s is defined by (4.2). It is
easy to see that for any bounded measurable function ϕ on P(V ),

EQx,∗s ϕ(X∗n) = (Q∗s)nϕ(x), x ∈ P(V ),

where

(Q∗s)nϕ(x) =
∫
G
ϕ(Gn · x)rs(x)e−(s+d)σ(Gn,x)

κ(s)nrs(Gn · x)

·
πs(Gn · x)
·
πs(x)

|det(Gn)|µ̌(dg1) . . . µ̌(dgn).

Lemma 4.2. Assume conditions A2 and A3. Then, for any s ∈ I+
µ ∪ I−µ , n > 1 and any

measurable function F : P(V )× (G× P(V ))n 7→ R+, we have∫
P(V )

EQxsF (x, g1, X1, . . . , gn, Xn)πs(dx)

=
∫
P(V )

EQz,∗s F (X∗n, (g∗n)−1, . . . , X∗1 , (g∗1)−1, z)πs(dz).

Proof. The assertion of the lemma for n = 1 follows from the identities (4.4) and (4.6), and
the definition of the measure Qz,∗

s . The case n = 2 is obtained from the case n = 1 by the
following calculations:

J : =
∫
P(V )

EQxsF (x, g1, X1, g2, X2)πs(dx)

=
∫
G

∫
P(V )

∫
G
F (x, g1, X1, g2, g2 ·X1)rs(g2 ·X1)esσ(g2,X1)

κ(s)rs(X1) Qx
s,1(dg1)πs(dx)µ(dg2),

where Qx
s,1 is a probability measure defined by (3.4). From (4.4) and (4.6), and the definition

of Qz,∗
s , we see that for any measurable function H : P(V )×G× P(V ) 7→ R+,∫

P(V )
EQxsH(x, g1, g1 · x)πs(dx) =

∫
P(V )

EQz,∗s H(g∗1 · z, (g∗1)−1, z)πs(dz). (4.11)

Using (4.11), we get that for any fixed g2 ∈ G,∫
P(V )

∫
G
F (x, g1, X1, g2, g2 ·X1)rs(g2 ·X1)esσ(g2,X1)

κ(s)rs(X1) Qx
s,1(dg1)πs(dx)

=
∫
P(V )

∫
G
F (g∗1 · z, (g∗1)−1, z, g2, g2 · z)

rs(g2 · z)esσ(g2,z)

κ(s)rs(z)
Qz,∗
s,1(dg1)πs(dz),

where Qx,∗
s,1 is a probability measure defined by (4.9). By a change of variable z = g−1

2 · z′ and
applying (4.5), we obtain

J =
∫
G

∫
P(V )

∫
G
F (g∗1 · z, (g∗1)−1, z, g2, g2 · z)

rs(g2 · z)esσ(g2,z)

κ(s)rs(z)
Qz,∗
s,1(dg1) ·πs(z)dzµ(dg2)

=
∫
G

∫
P(V )

∫
G
F (g∗1 · (g−1

2 · z), (g∗1)−1, g−1
2 · z, g2, z)

rs(z)esσ(g2,g
−1
2 ·z)

κ(s)rs(g−1
2 · z)

× |det(g−1
2 )|e−dσ(g−1

2 ,z)Qg−1
2 ·z,∗
s,1 (dg1) ·πs(g−1

2 · z)dzµ(dg2).
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Using the fact that σ(g, g−1 · z) = −σ(g−1, z) and passing to the measure µ̌, we get

J =
∫
G

∫
P(V )

∫
G
F (g∗1g2 · z, (g∗1)−1, g2 · z, g−1

2 , z)

× rs(z)e−(s+d)σ(g2,z)

κ(s)rs(g2 · z)
Qg2·z,∗
s,1 (dg1) ·πs(g2 · z)|det(g2)|dzµ̌(dg2)

=
∫
G

∫
P(V )

∫
G
F (g∗1g2 · z, (g∗1)−1, g2 · z, g−1

2 , z)

× rs(z)e−(s+d)σ(g2,z)

κ(s)rs(g2 · z)
Qg2·z,∗
s,1 (dg1)

·
πs(g2 · z)
·
πs(z)

|det(g2)|πs(dz)µ̌(dg2)

=
∫
P(V )

∫
G

∫
G
F (g∗1g2 · z, (g∗1)−1, g2 · z, g−1

2 , z)Qg2·z,∗
s,1 (dg1)Qz,∗

s,1(dg2)πs(dz),

where in the last equality we used (4.7) and (4.9). Using (4.8) and the fact that the law of
(g∗1, g∗2) coincides with that of (g∗2, g∗1) under the measure Qz,∗

s , we obtain

J =
∫
P(V )

EQz,∗s F (X∗2 , (g∗2)−1, X∗1 , (g∗1)−1, z)πs(dz),

which concludes the proof of the case n = 2. The case of n > 3 is proved similarly. �

From Lemma 4.2 we immediately get the following assertion:

Lemma 4.3. Assume conditions A2 and A3. Then, for any s ∈ I+
µ ∪I−µ and any measurable

function F : (P(V ))n+1 7→ R+, we have∫
P(V )

EQxsF (x,X1, . . . , Xn)πs(dx) =
∫
P(V )

EQz,∗s F (X∗n, . . . , X∗1 , z)πs(dz).

Recall that the Markov random walk (Xn, Sn) is defined by (3.1). We consider the first
time when the random walk (y − Sn)n>1 starting at the point y ∈ R+ becomes negative:

τy = inf{k > 1 : y − Sk < 0}. (4.12)

Now we introduce the dual random walk (S∗n)n>0 by setting S∗0 = 0 and for any n > 1,

S∗n =
n∑
k=1

σ(g∗k, X∗k−1), (4.13)

where (X∗n)n>0 is defined by (4.10). The first time when the random walk (y−S∗n)n>1 starting
at the point y ∈ R+ becomes negative is defined by

τ∗y = inf{k > 1 : y − S∗k < 0}.

In its turn Lemma 4.3 implies a duality property of the Markov chains (Xn, Sn)n>0 and
(X∗n, S∗n)n>0 conditioned to stay positive.

Lemma 4.4. Assume conditions A2 and A3. Then, for any n > 1, s ∈ I+
µ ∪ I−µ and any

measurable functions ϕ,ψ : P(V )× R→ R+, we have∫
P(V )

∫
R
ϕ (x, y)EQxs

[
ψ (Xn, y − Sn) ; τy > n− 1

]
dyπs(dx)

=
∫
P(V )

∫
R
ψ (z, t)EQz,∗s

[
ϕ (X∗n, t− S∗n) ; τ∗t > n− 1

]
dtπs(dz). (4.14)
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In particular, for any n > 1, s ∈ I+
µ ∪ I−µ and any measurable functions ϕ,ψ : P(V )× R+ →

R+, we have∫
P(V )

∫
R+
ϕ (x, y)EQxs

[
ψ (Xn, y − Sn) ; τy > n

]
dyπs(dx)

=
∫
P(V )

∫
R+
ψ (z, t)EQz,∗s

[
ϕ (X∗n, t− S∗n) ; τ∗t > n

]
dtπs(dz). (4.15)

Proof. Consider the function Ψ: for x0, xn ∈ P(V ) and y0, y1, . . . , yn ∈ R,

Ψ(x0, y0, y1, . . . , yn−1, yn, xn) = ϕ(x0, y0)ψ(xn, yn)1{y1>0,...,yn−1>0}.

By the definition of Ψ, It follows that

J : =
∫
P(V )

∫
R
ϕ (x, y)EQxs

[
ψ (Xn, y − Sn) ; τy > n− 1

]
dyπs(dx)

=
∫
P(V )

∫
R
EQxsΨ

(
x, y, y − σ(g1, x), y − σ(g1, x)− σ(g2, X1),

. . . , y − σ(g1, x)− . . .− σ(gn, Xn−1), Xn

)
dyπs(dx).

Applying Lemma 4.2, we obtain

J =
∫
P(V )

∫
R
EQz,∗s Ψ

(
X∗n, y, y − σ((g∗n)−1, X∗n), y −

n−1∑
k=n

σ((g∗k)−1, X∗k),

. . . , y −
1∑

k=n
σ((g∗k)−1, X∗k), z

)
dyπs(dz).

By a change of variable y = t+
∑1
k=n σ((g∗k)−1, X∗k), we see that

J =
∫
P(V )

∫
R
EQz,∗s Ψ

(
X∗n, t+

n∑
k=1

σ((g∗k)−1, X∗k), t+
n−1∑
k=1

σ((g∗k)−1, X∗k),

. . . , t+ σ((g∗1)−1, X∗1 ), t, z
)
dtπs(dz).

Since σ((g∗k)−1, X∗k) = −σ(g∗k, X∗k−1) for any 1 6 k 6 n with X∗0 = z under the measure Qz,∗
s ,

we get

J =
∫
P(V )

∫
R
EQz,∗s Ψ

(
X∗n, t−

n∑
k=1

σ(g∗k, X∗k−1), t−
n−1∑
k=1

σ(g∗k, X∗k−1),

. . . , t− σ(g∗1, z), t, z
)
dtπs(dz)

=
∫
P(V )

∫
R
ψ (z, t)EQz,∗s

[
ϕ (X∗n, t− S∗n) ; τ∗t > n− 1

]
dtπs(dz),

which finishes the proof of (4.14). Identity (4.15) follows from (4.14) by taking ϕ (x, y) =
ϕ1 (x, y)1{y>0} and ψ (x, y) = ψ1 (x, y)1{y>0}. �
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4.2. Conditioned integral limit theorems. In this section we state several conditioned
integral limit theorems, which will play important roles in Section 6 to establish the condi-
tioned local limit theorems. In the following result we give the existence of the harmonic
function Vs under the changed measure Qx

s , and states some of its properties.
Proposition 4.5. Assume condition A2 and κ′(s) = 0 for some s ∈ I+

µ ∪ I−µ .
(1) For any x ∈ P(V ) and y > 0, the following limit exists:

lim
n→∞

EQxs (y − Sn; τy > n) =: Vs(x, y).

(2) For any x ∈ P(V ), the function Vs(x, ·) is increasing on R+ and there exist constants
c1, c2 > 0 such that for all x ∈ P(V ) and y > 0,

0 ∨ (y − c1) < Vs(x, y) 6 c2(1 + y).

Moreover, infx∈P(V ),y>0 Vs(x, y) > 0 and limy→∞
Vs(x,y)

y = 1.
(3) The function Vs is harmonic, i.e., for any x ∈ P(V ) and y > 0,

EQxs (Vs(X1, y − S1); τy > 1) = Vs(x, y).
The assertion infx∈P(V ),y>0 Vs(x, y) > 0 is not stated in [13], but in fact its proof can be

found in [13, Proposition 5.12].
The following result gives a uniform upper bound for Qx

s (τy > n).
Theorem 4.6. Assume condition A2 and κ′(s) = 0 for some s ∈ I+

µ ∪ I−µ . Then

lim sup
n→∞

n1/2 sup
x∈P(V )

sup
y>0

1
y + 1Q

x
s (τy > n) <∞.

In the following we formulate a conditional integral limit theorem for the random walk (y−
Sn) under the changed measure Qx

s . Denote σs =
√

Λ′′(s) and let Φ+(t) = (1− e−t2/2)1{t>0}
be the Rayleigh distribution function on R.
Theorem 4.7. Assume condition A2 and κ′(s) = 0 for some s ∈ I+

µ ∪ I−µ . Let (αn)n>1 be
any sequence of positive numbers satisfying limn→∞ αn = 0. Then, for any ε > 0, there exists
a constant cε > 0 such that for any n > 1, x ∈ P(V ) and y ∈ [0, αn

√
n],

sup
t∈R

∣∣∣∣Qx
s

(
y − Sn
σs
√
n
6 t, τy > n

)
− 2Vs(x, y)
σs
√

2πn
Φ+(t)

∣∣∣∣ 6 cε 1 + y√
n

(αn + n−ε).

The proof of Proposition 4.5 and Theorems 4.6, 4.7 can be performed in the same way
as the corresponding assertions in [11, Theorems 2.2, 2.4 and 2.5]. The key point is that
the couple (Xn, Sn) is a Markov chain under the changed measure Qx

s and the spectral
gap properties hold for the corresponding perturbed operator which allows us to obtain a
martingale approximation for the Markov walk Sn. The rate of convergence in Theorem 4.7
can be obtained by using the techniques similar to that in [16].

Next we formulate similar results for the dual Markov random walk (X∗n, S∗n). They are
easy consequences of Theorems 4.6 and 4.7 due to the fact that the dual Markov random
walk has spectral gap properties (see Section 5.1 below). For any x ∈ P(V ) and y > 0, we
define V ∗s (x, y) := limn→∞ EQx,∗s (y − S∗n; τ∗y > n). Then V ∗s satisfies similar properties as Vs
stated in Proposition 4.5.
Theorem 4.8. Assume conditions A2, A3, and κ′(s) = 0 for some s ∈ I+

µ ∪ I−µ . Then

lim sup
n→∞

n1/2 sup
x∈P(V )

sup
y>0

1
y + 1(Qx,∗

s )(τ∗y > n) <∞.
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Theorem 4.9. Assume conditions A2, A3, and κ′(s) = 0 for some s ∈ I+
µ ∪I−µ . Let (αn)n>1

be any sequence of positive numbers satisfying limn→∞ αn = 0. Then, for any ε > 0, there
exists a constant cε > 0 such that for any n > 1, x ∈ P(V ) and y ∈ [0, αn

√
n],

sup
t∈R

∣∣∣∣Qx,∗
s

(
y − S∗n
σs
√
n
6 t, τ∗y > n

)
− 2V ∗s (x, y)

σs
√

2πn
Φ+(t)

∣∣∣∣ 6 cε 1 + y√
n

(αn + n−ε).

5. Spectral gap, martingale approximation and local limit theorems

5.1. Spectral gap properties. The following result shows that the transfer operator Ps
has spectral gap properties. Denote by L (B,B) the set of all bounded linear operators from
B to B equipped with the operator norm ‖·‖B→B.

Lemma 5.1. Let s ∈ I+
µ ∪ I−µ . Under condition A2, there exists δ > 0 such that for any

t ∈ (−δ, δ),

Pns = κ(s)nΠs +Nn
s , n > 1, (5.1)

where the mappings s 7→ Πs : (−δ, δ) → L (B,B) and s 7→ Ns : (−δ, δ) → L (B,B) are
analytic in the strong operator sense, Πs is a rank-one projection with Πs(ϕ)(x) = πs(ϕ) for
any ϕ ∈ B and x ∈ P(V ), ΠsNs = NsΠs = 0. Moreover, for any fixed integer k > 0, there
exist constants c > 0 and 0 < a < 1 such that

sup
|t|<δ

∥∥∥ dk
dzk

Nn
s

∥∥∥
B→B

6 can, n > 1. (5.2)

Proof. We give the proof for negative s (s ∈ I−µ ), the proof for positive s (s ∈ I+
µ ) being

similar but easier.
We first prove that the operator Ps is quasi-compact on B, i.e. the set A := {Psϕ : ‖ϕ‖B 6

1} is a conditionally compact subset of B. To show this, by the theorem of Arzela-Ascoli, it
is enough to prove that the set A is uniformly bounded and uniformly equicontinuous. Since
σ(g, x) > log ‖g−1‖−1, we have for any s ∈ I−µ ,

‖Psϕ‖B 6
∫
G
e|s| log ‖g−1‖µ(dg),

uniformly in ‖ϕ‖B 6 1, so that the set A is uniformly bounded. Since µ has a density, we
have µ(dg) = ·

µ(g)dg. For x1, x2 ∈ P(V ), there exist k1, k2 ∈ SO(d,R) such that x1 = Rk1e1
and x2 = Rk2e1. We equip SO(d,R) with the metric dSO(d,R)(k1, k2) = d(x1, x2). It follows
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that
|Psϕ(x1)− Psϕ(x2)|

=
∣∣∣∣∫

G
esσ(g,x1)ϕ(g · x1)µ(dg)−

∫
G
esσ(g,x2)ϕ(g · x2))µ(dg)

∣∣∣∣
=
∣∣∣∣∫

G
es log ‖gk1e1‖ϕ(Rgk1e1)µ(dg)−

∫
G
es log ‖gk2e1‖ϕ(Rgk2e1)µ(dg)

∣∣∣∣
=
∣∣∣∣∫

G
es log ‖gk1e1‖ϕ(Rgk1e1) ·µ(g)dg −

∫
G
es log ‖gk2e1‖ϕ(Rgk2e1) ·µ(g)dg

∣∣∣∣
=
∣∣∣∣∫

G
es log ‖ge1‖ϕ(Rge1) ·µ(gk−1

1 )dg −
∫
G
es log ‖ge1‖ϕ(Rge1) ·µ(gk−1

2 )dg
∣∣∣∣

6
∫
G
es log ‖ge1‖|ϕ(Rge1)|

∣∣∣ ·µ(gk−1
1 )− ·µ(gk−1

2 )
∣∣∣ dg

6
∫
G
e−s log ‖g−1‖

∣∣∣ ·µ(gk−1
1 )− ·µ(gk−1

2 )
∣∣∣ dg. (5.3)

This proves that the set of functions A is uniformly equicontinuous if ·µ is bounded and
continuous on G and

∫
G e
−s log ‖g−1‖dg <∞.

Since ·µ ∈ L1, there exists a sequence of bounded and continuous functions ·µn on G such
that

lim
n→∞

∫
G

∣∣∣ ·µn(g)− ·µ(g)
∣∣∣ dg = 0.

From (5.3), we get

|Psϕ(x1)− Psϕ(x2)| 6
∫
G
e−s log ‖g−1‖

∣∣∣ ·µ(gk−1
1 )− ·µ(gk−1

2 )
∣∣∣ dg

6
∫
G
e−s log ‖g−1‖

∣∣∣ ·µ(gk−1
1 )− ·µn(gk−1

1 )
∣∣∣ dg

+
∫
G
e−s log ‖g−1‖

∣∣∣ ·µn(gk−1
1 )− ·µn(gk−1

2 )
∣∣∣ dg

+
∫
G
e−s log ‖g−1‖

∣∣∣ ·µn(gk−1
2 )− ·µ(gk−1

2 )
∣∣∣ dg.

This proves the set of functions A is uniformly equicontinuous when ·µ ∈ L1. By [6, Theorem
III.4.3], this concludes the proof of Lemma 5.1. �

For s ∈ I+
µ ∪ I−µ and t ∈ R, define a family of perturbed operators Qs,it as follows: with

q = Λ′(s), for any ϕ ∈ B,

Qs,itϕ(x) = EQxs

[
eit(S1−q)ϕ(X1)

]
, x ∈ P(V ). (5.4)

It follows from the cocycle property (3.3) that

Qns,itϕ(x) = EQxs

[
eit(Sn−nq)ϕ(Xn)

]
, x ∈ P(V ).

The following result shows that the perturbed operator Qs,it has spectral gap properties.

Lemma 5.2. Let s ∈ I+
µ ∪ I−µ . Under condition A2, there exists δ > 0 such that for any

t ∈ (−δ, δ),
Qns,it = λns,itΠs,it +Nn

s,it, n > 1, (5.5)
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where the mappings t 7→ Πs,it : (−δ, δ) → L (B,B) and z 7→ Ns,it : (−δ, δ) → L (B,B) are
analytic in the strong operator sense, Πs,it is a rank-one projection with Πs,0(ϕ)(x) = πs(ϕ)
for any ϕ ∈ B and x ∈ P(V ), Πs,itNs,it = Ns,itΠs,it = 0 and

λs,it = e−itq
κ(s+ it)
κ(s) . (5.6)

Moreover, for any fixed integer k > 0, there exist constants c > 0 and 0 < a < 1 such that

sup
|t|<δ

∥∥∥ dk
dzk

Nn
s,it

∥∥∥
B→B

6 can, n > 1. (5.7)

Using Lemma 5.1 and the perturbation theorem for linear operators [21, Theorem III.8],
the proof of Lemma 5.2 can be performed in the same way as [9, Corollary 6.3] and [27,
Proposition 3.3], and therefore we omit the details.

The eigenvalue λs,it has the asymptotic expansion λs,it = 1− σ2
s
2 t

2 +o(|t|2) as t→ 0, where
σ2
s = Λ′′(s). Since condition A2 implies that the smallest semigroup spanned by the support

of µ satisfies the strong irreducibility and proximality conditions in [17, 9, 27], the asymptotic
variance σ2

s is strictly positive and moreover, the following assertion holds.

Lemma 5.3 ([17, 9, 27]). Let s ∈ I+
µ ∪ I−µ . Assume condition A2. Then for any compact

set K ⊂ R \ {0}, there exist constants c, cK > 0 such that for any n > 1 and ϕ ∈ B,

sup
t∈K
‖Qns,itϕ‖B 6 ce−ncK‖ϕ‖B.

Similarly to (5.4), we define a family of dual perturbed operators Q∗s,it as follows: for
s ∈ I+

µ ∪ I−µ , q = Λ′(s), t ∈ R and ϕ ∈ B,

Q∗s,itϕ(x) = EQx,∗s

[
eit(S1−q)ϕ(X1)

]
, x ∈ P(V ). (5.8)

It follows from the cocycle property (3.3) that

(Q∗s,it)nϕ(x) = EQx,∗s

[
eit(Sn−nq)ϕ(Xn)

]
, x ∈ P(V ).

The following results show that the dual perturbed operator Q∗s,it has spectral gap properties,
which are similar to those for the operator Qs,it, see Lemmas 5.2 and 5.3.

Lemma 5.4. Let s ∈ I+
µ ∪ I−µ . Under conditions A2 and A3, there exists δ > 0 such that

for any t ∈ (−δ, δ),

(Q∗s,it)n = λns,itΠ∗s,it + (N∗s,it)n, n > 1, (5.9)

where the mappings t 7→ Π∗s,it : (−δ, δ) → L (B,B) and z 7→ N∗s,it : (−δ, δ) → L (B,B) are
analytic in the strong operator sense, Π∗s,it is a rank-one projection with Π∗s,0(ϕ)(x) = πs(ϕ)
for any ϕ ∈ B and x ∈ P(V ), Π∗s,itN∗s,it = N∗s,itΠ∗s,it = 0 and

λs,it = e−itq
κ(s+ it)
κ(s) . (5.10)

Moreover, for any fixed integer k > 0, there exist constants c > 0 and 0 < a < 1 such that

sup
|t|<δ

∥∥∥ dk
dtk

(N∗s,it)n
∥∥∥

B→B
6 can, n > 1. (5.11)
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Lemma 5.5. Let s ∈ I+
µ ∪ I−µ . Assume conditions A2 and A3. Then, for any compact set

K ⊂ R \ {0}, there exist constants c, cK > 0 such that for any n > 1 and ϕ ∈ B,
sup
t∈K
‖(Q∗s,it)nϕ‖B 6 ce−ncK‖ϕ‖B.

The proof of Lemmas 5.4 and 5.5 can be done using the techniques from [21, 9, 27] in the
same way as Lemmas 5.2 and 5.3.

5.2. Martingale approximation. We shall use the strategy of Gordin [10] to construct a
martingale approximation for the Markov walk Sn under the changed measure Qx

s . Assume
that q = Λ′(s) = 0 (or equivalently κ′(s) = 0) for some s ∈ I+

µ ∪ I−µ . Denote

σ̄(x) := EQxsS1 =
∫
G
σ(g, x)Qx

s,1(dg), x ∈ P(V ),

where Qx
s,1 is defined by (4.9). One can verify that σ̄ ∈ B and the cohomological equation

σ̄(x) = θ(x)−Qsθ(x), x ∈ P(V ), (5.12)
has a unique solution given by

θ(x) = σ̄(x) +
∞∑
n=1

Qsσ̄(x), x ∈ P(V ), (5.13)

where Qs is defined by (4.1). Indeed, using the spectral gap properties of Qs (by Lemma 5.2
with t = 0),

Qns σ̄(x) = πs(σ̄) +Nn
s,0σ̄(x). (5.14)

In addition,

Λ′(s) =
∫
P(V )

∫
G
σ(g, x)Qx

s,1(dg)πs(dx). (5.15)

Since πs(σ̄) = 0 (by (5.15) and the assumption q = 0) and |Nn
s,0σ̄(x)| 6 Ce−cn, we get

|Qns σ̄(x)| 6 Ce−cn. Therefore, the function θ in (5.13) is well defined and satisfies the
cohomological equation (5.12).

Let F0 be the trivial σ-algebra and Fn = σ{Xk : 1 6 k 6 n} for n > 1. For any g ∈ G
and x ∈ P(V ), let

σ0(g, x) = σ(g, x)− θ(x) + θ(g · x). (5.16)

Then σ0 satisfies the cocycle property σ0(g2g1, x) = σ0(g2, g1 ·x)+σ0(g1, x) for any g2, g1 ∈ G
and x ∈ P(V ). Define

M0 = 0 and Mn =
n∑
k=1

σ0(gk, Xk−1), n > 1. (5.17)

By the Markov property, we have EQxs (Mk|Fk−1) = Mk−1 and hence (Mn,Fn)n>0 is a 0
mean Qx

s -martingale. The following lemma shows that the difference Sn −Mn is bounded.

Lemma 5.6. Assume conditions A2, A3, and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, there

exists a constant c > 0 such that for any x ∈ P(V ),
sup
n>0
|Sn −Mn| 6 c, Qx

s -a.s. (5.18)

sup
n>0
|S∗n −M∗n| 6 c, Qx,∗

s -a.s. (5.19)
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Proof. By (5.16), we have
n∑
k=1

σ0(gk, Xk−1) =
n∑
k=1

σ(gk, Xk−1)− θ(X0) + θ(gn ·Xn−1),

where X0 = x. Taking into account (5.17), we get

Mn = Sn − θ(X0) + θ(gn ·Xn−1).

Since the function θ ∈ B is bounded, we get (5.18). The proof of (5.19) is similar. �

The following result is a consequence of Burkholder’s inequality.

Lemma 5.7. Assume conditions A2, A3, and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, for

any p > 2, we have

sup
n>1

1
np/2

sup
x∈P(V )

EQxs (|Mn|p) < +∞,

sup
n>1

1
np/2

sup
x∈P(V )

EQx,∗s (|M∗n|p) < +∞.

Proof. Denote ξk = σ0(gk, Xk−1) for 1 6 k 6 n. By Burkholder’s inequality and Hölder’s
inequality, we get

EQxs (|Mn|p) 6 cpEQxs

∣∣∣∣∣
n∑
k=1

ξ2
k

∣∣∣∣∣
p/2

6 cpn
p/2−1EQxs

n∑
k=1
|ξk|p 6 cpnp/2 sup

16k6n
EQxs (|ξk|p).

Since there exists a constant c > 0 such that for all x ∈ P(V ),

sup
16k6n

EQxs (|ξk|p) 6 EQxs (logpN(g1)) 6 cE [‖g1‖s logpN(g1)] ,

the first inequality follows. The second inequality can be proved in the same way. �

5.3. Non-asymptotic local limit theorems. In the following we establish effective local
limit theorems for products of random matrices under a change of measure Qx

s . Our results
are non-asymptotic, i.e. they are written in the form of precise upper and lower bounds
which hold for any fixed n > 1. Besides, we consider a general target function h on the
couple (Xn, Sn) and this plays a crucial role for establishing conditioned local limit theorems
in Section 6.2. The main difficulty is to give the explicit dependence of the remainder terms
on the target function h. The following lemma is taken from [15].

Lemma 5.8 ([15]). Let h be a real-valued function on P(V )× R such that
(1) For any t ∈ R, the function x 7→ h(x, t) is continuous on P(V ).
(2) For any x ∈ P(V ), the function t 7→ h(x, t) is measurable on R.

Then, the function (x, t) 7→ h(x, t) is measurable on P(V )×R and the function t 7→ ‖h(·, t)‖B
is measurable on R. Moreover, if the integral

∫
R ‖h(·, t)‖Bdt is finite, we define the partial

Fourier transform ĥ of h by setting for any x ∈ P(V ) and u ∈ R,

ĥ(x, u) =
∫
R
e−ituh(x, t)dt. (5.20)

This is a continuous function on P(V ) × R. In addition, for every u ∈ R, the function
x 7→ ĥ(x, u) is continuous and ‖ĥ(·, u)‖B 6

∫
R ‖h(·, t)‖Bdt.
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We denote by H the set of real-valued functions on P(V ) × R such that conditions (1)
and (2) of Lemma 5.8 hold and the integral

∫
R ‖h(·, t)‖Bdt is finite. For any compact set

K ⊂ R, denote by HK the set of functions h ∈ H such that the Fourier transform ĥ(x, ·)
has a support contained in K for any x ∈ P(V ). Below, for any function h ∈H , we use the
notation

‖h‖H =
∫
R
‖h(·, u)‖Bdu, ‖h‖πs⊗Leb =

∫
P(V )×R

|h(x, u)|πs(dx)du.

Let φ(y) = 1√
2πe
−y2/2, y ∈ R be the standard normal density function.

Theorem 5.9. Assume condition A2 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Let K ⊂ R be

a compact set of R. Then there exists a constant cK > 0 such that for any h ∈ HK , n > 1,
x ∈ P(V ) and y ∈ R,∣∣∣∣∣σs√nEQxsh (Xn, y − Sn)−

∫
P(V )×R

h
(
x′, y′

)
φ

(
y − y′

σs
√
n

)
πs(dx′)dy′

∣∣∣∣∣ 6 cK√
n
‖h‖H . (5.21)

Proof. For the sake of ease in exposition, we assume that σs = 1. By the Fourier inversion
formula, with the notation (5.20) it holds that

h(x, y) = 1
2π

∫
R
eityĥ(x, t)dt, x ∈ P(V ), y ∈ R.

By Fubini’s theorem, this implies that for any x ∈ P(V ) and y ∈ R,

EQxsh(Xn, y − Sn) = 1
2π

∫
R
eityEQxs

[
e−itSn ĥ(Xn, t)

]
dt.

By a change of variable t = u√
n
, we obtain

√
nEQxsh(Xn, y − Sn) = 1

2π

∫
R
e
iu y√

nEQxs

[
e
−iu Sn√

n ĥ

(
Xn,

u√
n

)]
du

= 1
2π

∫
R
e
iu y√

n φ̂(u)
[∫

P(V )
ĥ

(
x′,

u√
n

)
πs(dx′)

]
du+ I(x, y), (5.22)

where φ̂(u) = e−u
2/2 and

I(x, y) = 1
2π

∫
R
e
iu y√

nJ(x, u)du, x ∈ P(V ), y ∈ R,

with

J(x, u) = EQxs

[
e
−iu Sn√

n ĥ

(
Xn,

u√
n

)]
− φ̂(u)

∫
P(V )

ĥ

(
x′,

u√
n

)
πs(dx′).

For the first term in (5.22), since
√
nφ̂(
√
n ·) is the Fourier transform of φ( ·√

n
). using the

change of variable u′ = u√
n
and the Fourier inversion formula, we get

1
2π

∫
R
e
iu y√

n ĥ

(
x′,

u√
n

)
φ̂(u)du = 1

2π

∫
R
eiu
′yĥ
(
x′, u′

)√
nφ̂(
√
nu′)du′

=
∫
R
h
(
x′, y′

)
φ

(
y − y′√

n

)
dy′. (5.23)
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Therefore, to establish (5.21), it remains to prove that there exists a constant cK > 0 such
that for any h ∈HK , n > 1, x ∈ P(V ) and y ∈ R,

|I(x, y)| 6 cK√
n
‖h‖H . (5.24)

Now we are going to show (5.24). Let δ > 0 be a sufficiently small constant. We decompose
the integral I(x, y) into three parts: I(x, y) = I1 + I2 + I3, where

I1 = 1
2π

∫
|u|6δ

√
n
e
iu y√

nJ(x, u)du,

I2 = − 1
2π

∫
|u|>δ

√
n
e
iu y√

n φ̂(u)
[∫

P(V )
ĥ

(
x′,

u√
n

)
πs(dx′)

]
du,

I3 = 1
2π

∫
|u|>δ

√
n
e
iu y√

nEQxs

[
e
−iu Sn√

n ĥ

(
Xn,

u√
n

)]
du.

Bound of I1. By Lemma 5.2, we have that for any |u| 6 δ
√
n,

J(x, u) = Qn
s,−iu√

n

ĥ

(
·, u√

n

)
(x)− φ̂(u)

∫
P(V )

ĥ

(
x′,

u√
n

)
πs(dx′)

= J1(x, u) + J2(x, u),

where

J1(x, u) = λn
s,−iu√

n

Πs,−iu√
n
ĥ

(
·, u√

n

)
(x)− φ̂(u)

∫
P(V )

ĥ

(
x′,

u√
n

)
πs(dx′),

J2(x, u) = Nn
s,−iu√

n

ĥ

(
·, u√

n

)
(x).

For the first term J1(x, u), since Πs,0(ϕ) = πs(ϕ), we have

J1(x, u) =
(
λn
s,−iu√

n

− φ̂(u)
)

Πs,−iu√
n
ĥ

(
·, u√

n

)
(x)

+ φ̂(u)
(

Πs,−iu√
n
−Πs,0

)
ĥ

(
·, u√

n

)
(x)

=: K1 +K2.

For K1, since φ̂(u) = e−u
2/2, using (5.6), one can verify that there exists a constant c > 0

such that for all |u| 6 δ
√
n and n > 1,∣∣∣∣λns,−iu√

n

− φ̂(u)
∣∣∣∣ 6 c√

n
e−

u2
4 ,

see [12]. By Lemma 5.2, the mapping t 7→ Πs,it : (−δ, δ)→ L (B,B) is analytic, hence there
exists a constant c > 0 such that

sup
x∈P(V )

sup
|u|6δ

√
n

∣∣∣∣Πs,−iu√
n
ĥ

(
·, u√

n

)
(x)
∣∣∣∣ 6 sup

|y′|6δ

∥∥Πs,iy′
∥∥

B→B

∥∥∥ĥ (·, y′)∥∥∥
B
6 c‖h‖H .

It follows that K1 6 c√
n
e−

u2
4 ‖h‖H . For K2, by Lemma 5.2, we get K2 6 c |u|√

n
e−

u2
2 ‖h‖H 6

c√
n
e−

u2
4 ‖h‖H and hence there exists a constant c > 0 such that for any x ∈ P(V ) and
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|u| 6 δ
√
n,

J1(x, u) 6 c√
n
e−

u2
4 ‖h‖H . (5.25)

For the second term J2(x, u), using (5.7) we get that there exist constants c, c′ > 0 such that
for any x ∈ P(V ) and |u| 6 δ

√
n,

J2(x, u) 6 ce−c′n sup
|y′|6δ

∥∥∥ĥ (·, y′)∥∥∥
B
6 ce−c

′n‖h‖H . (5.26)

Therefore, combining (5.25) and (5.26), we obtain the upper bound for I1:

|I1| 6
1

2π

∫
|u|6δ

√
n
|J(x, u)|du 6 c

( 1√
n

+ e−c
′n
)
‖h‖H 6

c√
n
‖h‖H . (5.27)

Bound of I2. Since h ∈HK , we have

|I2| 6
1

2π

∫
|u|>δ

√
n
φ̂(u)

∫
P(V )

∣∣∣∣ĥ(x′, u√
n

)∣∣∣∣πs(dx′)du 6 ce−δ2n/4‖h‖H . (5.28)

Bound of I3. Since h ∈HK , the Fourier transform ĥ(x, ·) has a support contained in K for
any x ∈ P(V ). Applying Lemma 5.3, we get that there exist constants cK , c′K > 0 such that

|I3| 6 cKe−nc
′
K‖h‖H . (5.29)

Collecting the bounds (5.27), (5.28) and (5.29), we obtain (5.24) and thus conclude the
proof of (5.21). �

Now we give an extension of Theorem 5.9 for functions h with non-integrable Fourier
transforms. For any ε > 0 and any non-negative measurable function h ∈H , we denote by hε
a measurable function such that for any x ∈ P(V ) and t ∈ R, it holds that h(x, t) 6 hε(x, t+v)
for all |v| 6 ε. In this case we simply write h 6ε hε or hε >ε h. Similarly, we denote by h−ε
a measurable function such that h(x, t) > h−ε(x, t+ v) for any x ∈ P(V ), t ∈ R and |v| 6 ε,
and we write h−ε 6ε h or h >ε h−ε.

In the proofs we make use of the following smoothing inequality (cf. [12, 16]). Denote
by ρ the non-negative density function on R, which is the Fourier transform of the function
(1− |t|)1{|t|61} for t ∈ R. Set ρε(u) = 1

ερ(uε ) for u ∈ R and ε > 0.

Lemma 5.10. Let ε ∈ (0, 1
8). Let h : R → R+ be an integrable function and let h−ε and hε

be any measurable functions such that h−ε 6ε h 6ε hε. Then for any u ∈ R,

h(u) 6 (1 + 4ε)hε ∗ ρε2(u), h(u) > h−ε ∗ ρε2(u)−
∫
|v|>ε

h−ε (u− v) ρε2(v)dv.

Below, for any h ∈H , we use the notation

h ∗ ρε2(x, t) =
∫
R
h(x, t− v)ρε2(v)dv, x ∈ P(V ), t ∈ R.

Theorem 5.11. Assume condition A2 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, for any

ε ∈ (0, 1
8), there exist constants c, cε > 0 such that for any non-negative function h and any

function hε ∈H , n > 1, x ∈ P(V ) and y ∈ R,

EQxsh (Xn, y − Sn) 6 1
σs
√
n

∫
P(V )×R

hε
(
x′, y′

)
φ

(
y − y′

σs
√
n

)
πs(dx′)dy′

+ cε√
n
‖hε‖πs⊗Leb + cε

n
‖hε‖H (5.30)
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and

EQxsh (Xn, y − Sn) > 1
σs
√
n

∫
P(V )×R

h−ε
(
x′, y′

)
φ

(
y − y′

σs
√
n

)
πs(dx′)dy′

− cε√
n
‖h‖πs⊗Leb −

cε
n
‖h‖H . (5.31)

Proof. We first prove the upper bound (5.30). By Lemma 5.10, we have h 6 (1 + 4ε)hε ∗ ρε2

and hence

EQxsh (Xn, y − Sn) 6 (1 + 4ε)EQxshε ∗ ρε2 (Xn, y − Sn) . (5.32)

Since the support of the function ĥε ∗ ρε2(x, ·) = ĥε(x, ·)ρ̂ε2(·) is included in [− 1
ε2 ,

1
ε2 ] for any

x ∈ P(V ), by Theorem 5.9, there exists cε > 0 such that for all n > 1, x ∈ P(V ) and y ∈ R,

EQxshε ∗ ρε2 (Xn, y − Sn)

6
1 + 4ε
σs
√
n

∫
P(V )×R

hε ∗ ρε2
(
x′, y′

)
φ

(
y′ − y
σs
√
n

)
πs(dx′)dy′ +

cε
n
‖hε‖H

= 1 + 4ε
σs
√
n

∫
P(V )×R

hε ∗ ρε2 (x, u+ y)φ
(

u

σs
√
n

)
πs(dx)du+ cε

n
‖hε‖H . (5.33)

By a change of variable and Fubini’s theorem, we have for any x ∈ P(V ),
1

σs
√
n

∫
R
hε ∗ ρε2 (x, u+ y)φ

(
u

σs
√
n

)
du =

∫
R
hε(x, t+ y)φσs√n ∗ ρε2 (t) dt, (5.34)

where φσs√n(t) = 1
σs
√

2πne
− t2

2σ2
sn , t ∈ R. For brevity, denote ψ(t) = sup|v|6ε φσs√n(t + v),

t ∈ R. Using the second inequality in Lemma 5.10, we have∫
R
hε(x, t+ y)φσs√n ∗ ρε2 (t) dt

6
∫
R
hε(x, t+ y)ψ (t) dt+

∫
R
hε(x, t+ y)

[∫
|v|>ε

φσs
√
n (t− v) ρε2(v)dv

]
dt =: J1 + J2.

For J1, by Taylor’s expansion and the fact that the function φ′ is bounded on R, we derive
that

J1 6
1

σs
√
n

∫
R
hε(x, t+ y)φ

(
t

σs
√
n

)
dt+ cε√

n

∫
R
hε(x, t)dt. (5.35)

For J2, since φσs√n 6
c√
n
and

∫
|v|>ε ρε2(v)dv 6 cε, we get

J2 6
c√
n

∫
R
hε(x, t+ y)

[∫
|v|>ε

ρε2(v)dv
]
dt 6

cε√
n

∫
R
hε(x, t)dt. (5.36)

Putting together (5.32), (5.33), (5.34), (5.35) and (5.36), we get (5.30).
We next prove the lower bound (5.31). Since h >ε h−ε, using the second inequality in

Lemma 5.10, we get

EQxsh (Xn, y − Sn) > EQxsh−ε ∗ ρε2 (Xn, y − Sn)

−
∫
|v|>ε

EQxsh−ε (Xn, y − Sn − v) ρε2(v)dv. (5.37)
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For the first term, by Theorem 5.9, there exists cε > 0 such that for all n > 1, x ∈ P(V ) and
y ∈ R,

EQxsh−ε ∗ ρε2 (Xn, y − Sn)

>
1

σs
√
n

∫
P(V )×R

h−ε ∗ ρε2
(
x′, y′

)
φ

(
y′ − y
σs
√
n

)
πs(dx′)dy′ −

cε
n
‖h−ε‖H

= 1
σs
√
n

∫
P(V )×R

h−ε ∗ ρε2 (x, u+ y)φ
(

u

σs
√
n

)
πs(dx)du− cε

n
‖h−ε‖H . (5.38)

In the same way as in (5.34), we have
1

σs
√
n

∫
R
h−ε ∗ ρε2 (x, u+ y)φ

(
u

σs
√
n

)
du =

∫
R
h−ε(x, t+ y)φσs√n ∗ ρε2(t)dt. (5.39)

Using the first inequality in Lemma 5.10, we have φσs√n ∗ ρε2(t) > (1 − cε)ψ(t), for t ∈ R,
where ψ(t) = inf |v|6ε φσs√n(t + v). Proceeding in the same way as in (5.35) and (5.36), we
obtain that ∫

R
h−ε(x, t+ y)φσs√n ∗ ρε2(t)dt

>
1

σs
√
n

∫
R
h−ε (x, t+ y)φ

(
t

σs
√
n

)
dt− cε√

n

∫
R
h−ε(x, t)dt. (5.40)

Therefore, combining (5.38), (5.39) and (5.40), we get

EQxsh−ε ∗ ρε2 (Xn, y − Sn) > 1
σs
√
n

∫
P(V )×R

h−ε (x, t+ y)φ
(

t

σs
√
n

)
πs(dx)dt

− cε√
n
‖h−ε‖πs⊗Leb −

cε
n
‖h−ε‖H . (5.41)

For the second term on the right hand side of (5.37), using the upper bound (5.30) and the
fact that h−ε 6ε h and φ 6 1, we get that there exist constants c, cε > 0 such that for any
v ∈ R and n > 1,

EQxsh−ε (Xn, y − Sn − v)

6
1

σs
√
n

∫
P(V )×R

h (x, t)φ
(
y − v − t
σs
√
n

)
πs(dx)dt+ cε√

n
‖h‖πs⊗Leb + cε

n
‖h‖H

6
c√
n
‖h‖πs⊗Leb + cε

n
‖h‖H .

This, together with the fact that
∫
|v|>ε ρε2(v)dv 6 cε, implies∫

|v|>ε
EQxsh−ε (Xn, y − Sn − v) ρε2(v)dv 6 cε√

n
‖h‖πs⊗Leb + cε

n
‖h‖H . (5.42)

Substituting (5.41) and (5.42) into (5.37) and using the fact that ‖h−ε‖πs⊗Leb 6 ‖h‖πs⊗Leb
and ‖h−ε‖H 6 ‖h‖H , we obtain the lower bound (5.31). �

6. Conditioned local limit theorems

6.1. Bounds in the conditioned local limit theorems. The next lemma shows that the
‖ · ‖πs⊗Leb norm of the probability Qx

s (y − Sn ∈ [a, b], τy > n) is of order n−1/2. This turns
out to be one of the key points in the sequel. The proof is based upon the duality lemma
(Lemma 4.4) and the bound for the exit time τ∗y for the dual random walk S∗n (Theorem 4.8).
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Lemma 6.1. Assume conditions A2, A3, and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, there

exists a constant c > 0 such that for any n > 1 and 0 6 a < b <∞,∫
P(V )×R+

Qx
s (y − Sn ∈ [a, b], τy > n)πs(dx)dy 6 c√

n
(b− a)(b+ a+ 1).

Proof. Using the duality lemma (Lemma 4.4) and Fubini’s theorem, we get that for n > 1,

J :=
∫
P(V )×R+

Qx
s (y − Sn ∈ [a, b], τy > n)πs(dx)dy

=
∫
P(V )×R+

1[a,b](z)Qx,∗
s (τ∗z > n)πs(dx)dz.

By Theorem 4.8, there exists a constant c such that for any x ∈ P(V ), z > 0 and n > 1,

Qx,∗
s (τ∗z > n) 6 c1 + z√

n
.

Therefore,

J 6
c√
n

∫
P(V )×R+

1[a,b](z)(1 + z)πs(dx)dz = c√
n

(b− a)(b+ a+ 1),

which ends the proof of the lemma. �

Lemma 6.2. Assume condition A2 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, for any

ε ∈ [0, 1
2), there exists a constant cε > 0 such that for any n > 2 and −

√
n log1−ε n 6 a <

b 6
√
n log1−ε n, ∫

R
sup

x∈P(V )
Qx
s (y − Sn ∈ [a, b]) dy 6 cε(b− a+ 1) log1−ε n.

Proof. We first decompose the integral into three parts:∫
R

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b]) dy = J1 + J2 + J3,

where

J1 =
∫
|y|62

√
n log1−ε n

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b]) dy,

J2 =
∫

2
√
n log1−ε n<|y|6n2

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b]) dy,

J3 =
∫
|y|>n2

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b]) dy.

Bound of J1. By the local limit theorem (5.30), there exists a constant c > 0 such that for
any −∞ < a < b <∞ and n > 1,

J1 6 4 log1−ε n sup
x∈P(V )

sup
y∈R

√
nQx

s (y − Sn ∈ [a, b])

6 4 log1−ε n

[
(b− a+ cε) + cε√

n
(b− a+ cε)

]
6 c(b− a+ 1) log1−ε n. (6.1)
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Bound of J2. When y ∈ [2
√
n log1−ε n, n2] and b 6

√
n log1−ε n, there exist constant

c, c′ > 0 such that for any x ∈ P(V ) and y ∈ [2
√
n log1−ε n, n2],

Qx
s (y − Sn ∈ [a, b]) 6 Qx

s

(
Sn >

√
n log1−ε n

)
6 ce−c

′ log2−2ε n, (6.2)

where in the last inequality we used the upper tail moderate deviation asymptotic for Sn
under the changed measure Qx

s (cf. [28]). Since ε ∈ [0, 1
2), it follows that∫ n2

2
√
n log1−ε n

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b]) dy 6 ce−c′ log2−2ε n. (6.3)

When y ∈ [−n2,−2
√
n log1−ε n] and a > −

√
n log1−ε n, there exist constant c, c′ > 0 such

that for any x ∈ P(V ) and y ∈ [−n2,−2
√
n log1−ε n],

Qx
s (y − Sn ∈ [a, b]) 6 Qx

s

(
Sn 6 −

√
n log1−ε n

)
6 ce−c

′ log2−2ε n,

where in the last inequality we used the lower tail moderate deviation asymptotic for Sn
under the changed measure Qx

s (cf. [28]). It follows that∫ −2
√
n log1−ε n

−n2
sup

x∈P(V )
Qx
s (y − Sn ∈ [a, b]) dy 6 ce−c′ log2−2ε n. (6.4)

Combining (6.3) and (6.4), we get that there exist constants c, c′ > 0 such that for any
−
√
n log1−ε n 6 a < b 6

√
n log1−ε n,

J2 6 ce
−c′ log2−2ε n. (6.5)

Bound of J3. Since y > n2 and b 6
√
n log1−ε n, by the Markov inequality, we have for

sufficiently small δ > 0,

Qx
s (y − Sn ∈ [a, b]) 6 Qx

s

(
Sn >

y

2

)
6 e−

δ
2yEQxs e

δSn .

Using (3.5), we get that for s ∈ I+
µ ,

sup
x∈P(V )

EQxs e
δSn = sup

x∈P(V )

1
κ(s)nrs(x)Ex

[
rs(Xn)e(s+δ)Sn

]
6 cenΛ(s) sup

x∈P(V )
Ex
(
e(s+δ)Sn

)
6 cenΛ(s)

[
E
(
e(s+δ) log ‖g1‖

)]n
6 cec

′n.

Similarly, for s ∈ I−µ , it also holds that supx∈P(V ) EQxs e
δSn 6 cec

′n by using the fact that
supx∈P(V ) Ex(e(s+δ)Sn) 6 [E(e−(s+δ) log ‖g−1

1 ‖)]n. Hence there exists a constant δ > 0 such that
for any s ∈ I+

µ ∪ I−µ ,∫ ∞
n2

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b]) dy 6 e−

δ
2n

2 sup
x∈P(V )

EQxs e
δSn 6 e−

δ
4n

2
.

In the same way, we can show that∫ −n2

−∞
sup

x∈P(V )
Qx
s (y − Sn ∈ [a, b]) dy 6 e−

δ
4n

2
.

Therefore, there exists a constant δ > 0 such that for any −
√
n log1−ε n 6 a < b 6√

n log1−ε n,

J3 6 2e−
δ
4n

2
. (6.6)



EXTREMAL POSITION OF A BRANCHING RANDOM WALK IN GL(d,R) 29

Putting together (6.1), (6.5) and (6.6) concludes the proof of the lemma. �

Below we state two lemmata based upon each other and providing successively improved
bounds of the integral

In :=
∫
R

sup
x∈P(V )

Qx
s

(
y − Sn ∈ [a, b], τy > n

)
dy. (6.7)

The estimate of In is one of the difficult points of the paper.

Lemma 6.3. Assume conditions A2, A3 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, for

any ε ∈ [0, 1
2), there exists a constant cε > 0 such that for any n > 2 and −

√
n log1−ε n 6

a < b 6
√
n log1−ε n,

In 6 cε
log2−2ε n√

n
(b− a+ 1)(b+ a+ 1).

Proof. In view of (6.7), we split the integral In into two parts:

In =
∫
|y|62

√
n log1−ε n

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b], τy > n) dy

+
∫
|y|>2

√
n log1−ε n

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b], τy > n) dy

=: In,1 + In,2. (6.8)

For the first term In,1, we use the Markov property to get that for anym = [n2 ] and k = n−m,

Qx
s (y − Sn ∈ [a, b], τy > n)

=
∫
P(V )×R+

Qx′
s

(
y′ − Sm ∈ [a, b], τy′ > m

)
Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′, τy > k

)
6
∫
P(V )×R+

h(x′, y′)Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′

)
=: Jn(x, y), (6.9)

where we denoted

h
(
x′, y′

)
=
{
Qx′
s

(
y′ − Sm ∈ [a, b], τy′ > m

)
, x′ ∈ P(V ), y′ > 0

0, x′ ∈ P(V ), y′ 6 0.
(6.10)

By the local limit theorem ((5.30) of Theorem 5.11), we get

sup
x∈P(V )

Jn(x, y) 6 1
σs
√
k

∫
P(V )×R

hε
(
x′, y′

)
φ

(
y − y′

σs
√
k

)
πs(dx′)dy′

+ cε√
k
‖hε‖πs⊗Leb + cε

k
‖hε‖H , (6.11)

where we choose

hε(x′, y′) =
{
Qx′
s

(
y′ − Sm ∈ [a− ε, b+ ε], τy′+ε > m

)
, x′ ∈ P(V ), y′ > −ε

0, x′ ∈ P(V ), y′ 6 −ε.
(6.12)
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Using the fact φ 6 1 and hε(x′, y′) = 0 when y′ 6 −ε, we get an upper bound for the first
term in the right hand side of (6.11):∫

P(V )×R
hε
(
x′, y′

)
φ

(
y − y′

σs
√
n

)
πs(dx′)dy′

6
∫
P(V )

∫ ∞
−ε

hε
(
x′, y′

)
πs(dx′)dy′ =

∫
P(V )×R+

hε
(
x′, t− ε

)
πs(dx′)dt

=
∫
P(V )×R+

Qx′
s (t− Sm ∈ [a, b+ 2ε], τt > m)πs(dx′)dt

6
c√
m

(b− a+ 1)(b+ a+ 1), (6.13)

where in the last inequality we used Lemma 6.1.
For the second term in the right hand side of (6.11), we proceed in the same way as for

the first one to get that
cε√
k
‖hε‖πs⊗Leb 6

cε√
km

(b− a+ ε)(b+ a+ 1). (6.14)

For the third term in the right hand side of (6.11), by (6.12) and Lemma 6.2, there exists
a constant c > 0 such that for all n > 2 and −

√
n log1−ε n 6 a < b 6

√
n log1−ε n,

‖hε‖H =
∫ ∞
−ε

sup
x′∈P(V )

Qx′
s

(
y′ − Sm ∈ [a− ε, b+ ε], τy′+ε > m

)
dy′

=
∫
R+

sup
x′∈P(V )

Qx′
s (t− Sm ∈ [a, b+ 2ε], τt > m) dt

6 cε(b− a+ 1) log1−ε n, (6.15)

where we used the fact that m = [n2 ] and the inequality in Lemma 6.2 still holds when a and
b are replaced by their constant multiples. Substituting (6.13), (6.14) and (6.15) into (6.11),
and taking into account that m = [n2 ] and k = n−m, one has

sup
x∈P(V )

Jn(x, y) 6 c

n
(b− a+ 1)(b+ a+ 1) + cε

n
(b− a+ 1)(b+ a+ 1) + cε

log1−ε n

n
(b− a+ 1)

6 cε
log1−ε n

n
(b− a+ 1)(b+ a+ 1),

from which we get

In,1 6
∫
|y|62

√
n log1−ε n

sup
x∈P(V )

Jn(x, y)dy 6 cε
log2−2ε n√

n
(b− a+ 1)(b+ a+ 1). (6.16)

It was shown in the proof of Lemma 6.2 (cf. (6.5) and (6.6)) that there exist constants c, c′ > 0
such that for any −

√
n log1−ε n 6 a < b 6

√
n log1−ε n,

In,2 6
∫
|y|>2

√
n log1−ε n

sup
x∈P(V )

Qx
s (y − Sn ∈ [a, b]) dy 6 ce−c′ log2−2ε n. (6.17)

Putting together (6.16) and (6.17), we conclude the proof of the lemma. �

The convergence rate in Lemma 6.3 can be improved by repeating the same proof. Recall
that In is given by (6.7).



EXTREMAL POSITION OF A BRANCHING RANDOM WALK IN GL(d,R) 31

Lemma 6.4. Assume conditions A2, A3 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, for

any ε ∈ [0, 1
2), there exists a constant cε > 0 such that for any n > 2 and −

√
n log1−ε n 6

a < b 6
√
n log1−ε n,

In 6 cε
log1−ε n√

n
(b− a+ 1)(b+ a+ 1).

Proof. We repeat the same proof as in Lemma 6.3. The only difference is that in (6.15), we
apply Lemma 6.3 instead of Lemma 6.2 to get that there exists a constant c > 0 such that
for all m > 2 and −

√
m log1−ε′m 6 a < b 6

√
m log1−ε′m with ε′ ∈ (0, ε),

‖hε‖H =
∫
R

sup
x′∈P(V )

Qx′
s

(
y′ − Sm ∈ [a− ε, b+ ε], τy′ > m

)
dy′

6 cε
log2−2ε′m√

m
(b− a+ 1)(b+ a+ 1). (6.18)

Substituting (6.13), (6.14) and (6.18) into (6.11), and taking into account that ε′ ∈ (0, ε),
m = [n2 ] and k = n−m, one has for any n > 2 and −

√
n log1−ε n 6 a < b 6

√
n log1−ε n,

sup
x∈P(V )

Jn(x) 6 c

n
(b− a+ 1)(b+ a+ 1) + cε

n
(b− a+ 1)(b+ a+ 1) + cε

log2−2ε′ n

n3/2 (b− a+ 1)

6
c

n
(b− a+ 1)(b+ a+ 1),

from which we get that for any n > 2 and −
√
n log1−ε n 6 a < b 6

√
n log1−ε n,

In,1 6
∫
|y|62

√
n log1−ε n

sup
x∈P(V )

Jn(x)dy 6 c log1−ε n√
n

(b− a+ 1)(b+ a+ 1).

Combining this with (6.8) and (6.17) ends the proof of the lemma. �

Using Lemma 6.4, we can now establish an upper bound for the conditioned local prob-
ability Qx

s (y − Sn ∈ [a, b], τy > n). Note that this bound does not depend on the starting
point y > 0 and the convergence rate is of order O( 1

n).

Lemma 6.5. Assume conditions A2, A3 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, there

exists a constant c > 0 such that for any x ∈ P(V ), y > 0, n > 1 and 0 6 a < b 6
√
n logn,

Qx
s (y − Sn ∈ [a, b], τy > n) 6 c

n
(b− a+ 1) (b+ a+ 1) .

Proof. Let k = [n/2] and m = n− k. It is shown in (6.9) that
Qx
s (y − Sn ∈ [a, b], τy > n)

6
∫
P(V )×R+

h(x′, y′)Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′

)
=: Jn(x, y),

where h is defined by (6.10). It is shown in (6.11) and (6.12) that

sup
x∈P(V )

Jn(x, y) 6 1
σs
√
k

∫
P(V )×R

hε
(
x′, y′

)
φ

(
y − y′

σs
√
k

)
dy′πs(dx′)

+ cε√
k
‖hε‖πs⊗Leb + cε

k
‖hε‖H

=: Jn,1(y) + Jn,2 + Jn,3,
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where

hε(x′, y′) = Qx′
s

(
y′ − Sm ∈ [a− ε, b+ ε], τy′+ε > m

)
. (6.19)

By (6.13) and (6.14), we have

Jn,1(y) 6 c

n
(b− a+ 1)(b+ a+ 1), Jn,2 6

cε

n
(b− a+ ε)(b+ a+ 1). (6.20)

For Jn,3, using (6.19) and Lemma 6.4, we get that for any ε ∈ [0, 1
2), there exists a constant

cε > 0 such that for all m > 1 and 0 6 a < b 6
√
n log1−ε n,

Jn,3 = cε
k

∫
R

sup
x′∈P(V )

Qx′
s

(
y′ − Sm ∈ [a− ε, b+ ε], τy′ > m

)
dy′

6 cε
log1−ε n

n3/2 (b− a+ ε)(b+ a+ 1). (6.21)

Putting together (6.20) and (6.21) concludes the proof of the lemma. �

From Lemma 6.5, we further prove that the convergence rate for the conditioned local
probability Qx

s (y−Sn ∈ [a, b], τy > n) can be improved to O( 1
n3/2 ), whereas the upper bound

depends on the starting point y.

Lemma 6.6. Assume conditions A2, A3 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, there

exists a constant c > 0 such that for any x ∈ P(V ), y > 0, n > 1 and 0 6 a < b 6
√
n logn,

Qx
s (y − Sn ∈ [a, b], τy > n) 6 c

n3/2 (1 + y)(b− a+ 1)(b+ a+ 1).

Proof. As in (6.9), we use the Markov property to get that for any m = [n2 ] and k = n−m,

Qx
s (y − Sn ∈ [a, b], τy > n) =

∫
P(V )×R+

Qx′
s

(
y′ − Sm ∈ [a, b], τy′ > m

)
×Qx

s

(
Xk ∈ dx′, y − Sk ∈ dy′, τy > k

)
. (6.22)

By Lemma 6.5, there exists a constant c > 0 such that for any x′ ∈ P(V ), y′ > 0, m > 1 and
0 6 a < b 6

√
n logn,

Qx′
s

(
y′ − Sm ∈ [a, b], τy′ > m

)
6
c

n
(b− a+ 1)(b+ a+ 1), (6.23)

where we used the fact that m = [n2 ] and the inequality in Lemma 6.5 still holds when b is
replaced by its constant multiple. By Theorem 4.6, there exist constants c, c′ > 0 such that
for any x ∈ P(V ) and y > 0,

Qx
s (τy > k) 6 c1 + y√

k
= c′

1 + y√
n
. (6.24)

Combining (6.22) and (6.23) and (6.24) concludes the proof of the lemma. �

The following assertion is a combination of Lemmas 6.5 and 6.6.

Lemma 6.7. Assume conditions A2, A3 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, there

exists a constant c > 0 such that for any x ∈ P(V ), y > 0, n > 1 and 0 6 a < b 6
√
n logn,

Qx
s (y − Sn ∈ [a, b], τy > n) 6 c(1 + y) ∧ n1/2

n3/2 (b− a+ 1)(b+ a+ 1).
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6.2. Effective conditioned local limit theorems. A central point to establish Theorems
2.2 and 2.3 is a conditioned local limit theorem for random walks on the general linear
group G. For sums of i.i.d. real-valued random variables conditioned local limit theorems has
been well-known in the literature based on the Wiener-Hopf factorization and the duality
argument. For Markov chains the obtention of such exact asymptotics turns out to be much
more complicated and has been recently done in [12] in the particular case when the Markov
chain has a finite state space. For random walks on groups the problem is still open. In
this section we shall establish such kind of results under the additional assumption that the
matrix law µ admits a density with respect to the Haar measure on G.

To state the effective conditioned local limit theorem, we need to introduce the Rayleigh
density function φ+(t) = te−t

2/2, t ∈ R+. Below we assume that the function h is supported
on P(V )× [0,∞), hε on P(V )× [−ε,∞) and h−ε on P(V )× [ε,∞).

Theorem 6.8. Assume conditions A2, A3 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Let (αn)n>1

be any sequence of positive numbers satisfying limn→∞ αn = 0. Then, there exist constants
c, cε > 0 such that for any ε ∈ (0, 1

8), x ∈ P(V ), y ∈ [0, αn
√
n], n > 1, h ∈ H and hε ∈ H

satisfying h 6ε hε,

EQxs
[
h(Xn, y − Sn); τy > n

]
6

2Vs(x, y)
nσ2

s

√
2π

∫
P(V )×R+

hε(x, t)φ+
(

t

σs
√
n

)
πs(dx)dt

+
(
cε1/4 + cεαn + cεn

−ε
) 1 + y

n
‖hε‖πs⊗Leb + cε(1 + y)

n3/2 ‖hε‖H (6.25)

and any h, h−ε, hε ∈H satisfying h−ε 6ε h 6ε hε,

EQxs
[
h(Xn, y − Sn); τy > n

]
>

2Vs(x, y)
nσ2

s

√
2π

∫
P(V )×R+

h−ε(x, t)φ+
(

t

σs
√
n

)
πs(dx)dt

−
(
cε1/12 + cεαn + cεn

−ε
) 1 + y

n
‖hε‖πs⊗Leb −

cε(1 + y)
n3/2 ‖hε‖H

− cε(1 + y)
n

sup
x∈P(V )

sup
y∈R

hε(x, y). (6.26)

Let φ(x) = 1√
2πe
−x

2
2 , x ∈ R be the standard normal density function. Let

φv(x) = 1√
2πv

e−
x2
2v , φ+

v (x) = x

v
e−

x2
2v 1R+(x), x ∈ R,

be the normal density of variance v > 0 and the Rayleigh density with scale parameter
√
v,

respectively. Clearly we have φ = φ1 and φ+ = φ+
1 . The following lemma, which will be used

in the proof of Theorem 6.8, shows that when v is small the convolution φv ∗ φ+
1−v behaves

like the Rayleigh density.

Lemma 6.9 ([16]). For any v ∈ (0, 1/2] and t ∈ R, it holds that
√

1− vφ+(t) 6 φv ∗ φ+
1−v(t) 6

√
1− vφ+(t) +

√
ve−

t2
2v + |t|e−

t2
2 1{t<0}.

To establish Theorem 6.8, we also need the following inequality of Haeusler [18, Lemma
1], which is a generalisation of Fuk’s inequality for martingales.
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Lemma 6.10 ([18]). Let ξ1, . . . , ξn be a martingale difference sequence with respect to the
non-decreasing σ-fields F0,F1, . . . ,Fn. Then, for any u, v, w > 0 and n > 1,

P
(

max
16k6n

∣∣∣∣∣
k∑
i=1

ξi

∣∣∣∣∣ > u
)
6

n∑
i=1

P (|ξi| > v) + 2P
(

n∑
i=1

E
(
ξ2
i

∣∣∣Fi−1
)
> w

)
+ 2e

u
v

(1−log uv
w

).

We first give a proof of the upper bound (6.25) of Theorem 6.8.

Proof of (6.25). It is sufficient to prove (6.25) for large enough n > n0(ε), where n0(ε)
depends on ε, since otherwise the bound becomes trivial.

For any ε ∈ (0, 1
8), let δ =

√
ε, m = [δn] and k = n−m. Then, for n sufficiently large, we

have 1
2δ 6

[δn]
n 6

m
k 6

δ
1−δ . Using the Markov property of the couple (Xn, Sn), we get that

for any n > 1, x ∈ P(V ) and y ∈ R+,

In(x, y) := EQxs [h(Xn, y − Sn); τy > n]

=
∫
P(V )×R+

EQx′s

[
h(Xm, y

′ − Sm); τy′ > n
]
Qx
s

(
Xn ∈ dx′, y − Sk ∈ dy′, τy > k

)
6
∫
P(V )×R+

EQx′s

[
h(Xm, y

′ − Sm)
]
Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′, τy > k

)
. (6.27)

By the local limit theorem ((5.30) of Theorem 5.11), for any ε ∈ (0, 1
8), there exist constants

c, cε > 0 such that for any m > 1, x′ ∈ P(V ) and y′ ∈ R+,

EQx′s

[
h(Xm, y

′ − Sm)
]
6 Hm(y′) + cε√

m
‖hε‖πs⊗Leb + cε

m
‖hε‖H , (6.28)

where h 6ε hε and

Hm(y′) =
∫
P(V )×R

hε (x, y) 1
σs
√
m
φ

(
y′ − y
σs
√
m

)
πs(dx)dy. (6.29)

From (6.27) and (6.28), using Theorem 4.6 we get that for any x ∈ P(V ) and y ∈ R+,

In(x, y) 6 Jn(x, y) +
(
cε√
m
‖hε‖πs⊗Leb + cε

m
‖hε‖H

)
Qx
s (τy > k)

6 Jn(x, y) +
(

cε√
mk
‖hε‖πs⊗Leb + cε

m
√
k
‖hε‖H

)
(1 + y), (6.30)

where

Jn(x, y) =
∫
R+
Hm(y′)Qx

s

(
y − Sk ∈ dy′, τy > k

)
. (6.31)

Now we deal with the first term Jn(x, y). By a change of variable, we have for any x ∈ P(V )
and y ∈ R+,

Jn(x, y) =
∫
R+
Fm(t)Qx

s

(
y − Sk
σs
√
k
∈ dt, τy > k

)
,

where Fm(t) = Hm(σs
√
kt), t ∈ R. Since the function t 7→ Fm(t) is differentiable on R and

vanishes as t→ ±∞, using integration by parts, it follows that for any x ∈ P(V ) and y ∈ R+,

Jn(x, y) =
∫
R+
F ′m(t) Qx

s

(
y − Sk
σs
√
k
> t, τy > k

)
dt.
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Applying the conditioned integral limit theorem (Theorem 4.7), we get that there exists a
constant cε > 0 such that for any x ∈ P(V ) and y ∈ [0, αn

√
n],

Jn(x, y) 6 2Vs(x, y)
σs
√

2πk

∫
R+
F ′m(t)(1− Φ+(t))dt+ cε

1 + y√
n

(αn + n−ε)
∫
R+
|F ′m(t)|dt. (6.32)

Since Fm(t) = Hm(σs
√
kt), by (6.29) and a change of variable, it holds that

Fm(t) =
∫
P(V )×R

hε
(
x, σs
√
ky
)
φ
( t− y√

m/k

)
πs(dx) dy√

m/k
. (6.33)

Therefore, by a change of variable and Fubini’s theorem, we get

∫
R+
|F ′m(t)|dt 6

∫
R+

[∫
P(V )×R

hε
(
x, σs
√
ky
) ∣∣∣∣∣φ′( t− y√

m/k

)∣∣∣∣∣πs(dx) dy√
m/k

]
dt√
m/k

=
∫
R+

[∫
P(V )×R

hε(x, σs
√
my′)

∣∣φ′ (t′ − y′)∣∣πs(dx)dy′
]
dt′

6 c
∫
P(V )×R

hε(x, σs
√
my′)πs(dx)dy′

= c√
m

∫
P(V )×R

hε(x, y)πs(dx)dy = c√
m
‖hε‖πs⊗Leb. (6.34)

For the first term in the right hand side of (6.32), by the definition of Fm (cf. (6.33)), using
integration by parts, a change of variable and Fubini’s theorem, we deduce that, with δn = m

n ,∫
R+
F ′m(t)(1− Φ+(t))dt =

∫
R+
Fm(t)φ+(t)dt

=
∫
R+

[∫
P(V )×R

hε
(
x, σs
√
ky
)
φ

(
t− y√
m/k

)
πs(dx) dy√

m/k

]
φ+(t)dt

=
∫
R+

[∫
P(V )×R

hε
(
x, σs
√
ny′
) 1√

m/k
φ

(
t′ − y′√
m/n

)
πs(dx) dy′√

k/n

]
φ+
(

t′√
k/n

)
dt′√
k/n

=
∫
P(V )×R

hε
(
x, σs
√
ny′
)
φδn ∗ φ+

1−δn(y′)πs(dx)dy′

= 1
σs
√
n

∫
P(V )×R

hε(x, t)φδn ∗ φ+
1−δn

(
t

σs
√
n

)
πs(dx)dt. (6.35)

Using Lemma 6.9 with v = δn and recalling that δn = m
n and 1 − δn = k

n , we have, for any
t ∈ R,

φδn ∗ φ+
1−δn

(
t

σs
√
n

)
6

√
k

n
φ+
(

t

σs
√
n

)
+
√
m

n
+ |t|
σs
√
n
1{t<0}.
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Implementing this bound into (6.35) and using the fact that φ+(u) = 0 for u 6 0, we get∫
R+
F ′m(t)(1− Φ+(t))dt 6

√
k

σsn

∫
P(V )×R+

hε(x, t)φ+
(

t

σs
√
n

)
πs(dx)dt

+
√
m

σsn
‖hε‖πs⊗Leb + c

n

∫
P(V )×R

hε(x, t)|t|1{t<0}πs(dx)dt

6

√
k

σsn

∫
P(V )×R+

hε(x, t)φ+
(

t

σs
√
n

)
πs(dx)dt+ cε1/4

n
‖hε‖πs⊗Leb,

(6.36)

where in the last inequality we used the fact thatm = [ε1/2n] and the function hε is compactly
supported on P(V ) × [−ε,∞). Combining (6.32), (6.34) and (6.36), and using the fact that
Vs(x, y) 6 c(1 + y), we derive that

Jn(x, y) 6 2Vs(x, y)
nσ2

s

√
2π

∫
P(V )×R+

hε(x, t)φ+
(

t

σs
√
n

)
πs(dx)dt

+ cε1/4(1 + y)
n

‖hε‖πs⊗Leb + cε(1 + y)
n

(αn + n−ε)‖hε‖πs⊗Leb. (6.37)

Substituting this into (6.30) ends the proof of the upper bound (6.25). �

We next establish the lower bound (6.26) of Theorem 6.8.

Proof of (6.26). Let us keep the notation used in the proof of the upper bound (6.25). By
the Markov property of the couple (Xn, Sn), we get

In(x, y) := EQxs [h(Xn, y − Sn); τy > n] = In,1(x, y)− In,2(x, y), (6.38)

where

In,1(x, y) =
∫
P(V )×R+

EQx′s

[
h(Xm, y

′ − Sm)
]

×Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′, τy > k

)
, (6.39)

In,2(x, y) =
∫
P(V )×R+

EQx′s

[
h(Xm, y

′ − Sm); τy′ 6 m
]

×Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′, τy > k

)
. (6.40)

Lower bound of In,1(x, y). By the local limit theorem ((5.31) of Theorem 5.11), there exist
constants c, cε > 0 such that for any m > 1, x′ ∈ P(V ) and y′ ∈ R+,

EQx′s

[
h(Xm, y

′ − Sm)
]
> H−m(y′)− cε√

m
‖h‖πs⊗Leb −

cε
m
‖h‖H , (6.41)

where

H−m(y′) =
∫
P(V )×R

h−ε (x, y) 1
σs
√
m
φ

(
y′ − y
σs
√
m

)
πs(dx)dy.

Following the proof of the upper bound of Jn(x, y) (cf. (6.31) and (6.37)) and using the
lower bound in Lemma 6.9 instead of the upper one, one has, uniformly in x ∈ P(V ) and
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y ∈ [0, αn
√
n],

J−n (x, y) : =
∫
R+
H−m(y′)Qx

s

(
y − Sk ∈ dy′, τy > k

)
>

2Vs(x, y)
nσ2

s

√
2π

∫
P(V )×R+

h−ε(x, t)φ+
(

t

σs
√
n

)
πs(dx)dt

− cε1/4(1 + y)
n

‖h−ε‖πs⊗Leb −
cε(1 + y)

n
(αn + n−ε)‖h−ε‖πs⊗Leb. (6.42)

Substituting (6.41) into (6.39), using (6.42), the bound Qx
s (τy > k) 6 c(1+y)√

n
and the fact

that ‖h−ε‖πs⊗Leb 6 ‖h‖πs⊗Leb and ‖h−ε‖H 6 ‖h‖H , we get

In,1(x, y) > 2Vs(x, y)
nσ2

s

√
2π

∫
P(V )×R+

h−ε(x, t)φ+
(

t

σs
√
n

)
πs(dx)dt

−
(
cε1/4 + cεαn + cεn

−ε
) 1 + y

n
‖h‖πs⊗Leb −

cε(1 + y)
n3/2 ‖h‖H . (6.43)

Upper bound of In,2(x, y). According to whether the value of y′ in the integral is less or
greater than ε1/6√n, we decompose In,2(x, y) into two terms:

In,2(x, y) = Jn,1(x, y) + Jn,2(x, y), (6.44)

where

Jn,1(x, y) =
∫ ε1/6√n

0

∫
P(V )

EQx′s

[
h(Xm, y

′ − Sm); τy′ 6 m
]

×Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′, τy > k

)
,

Jn,2(x, y) =
∫ ∞
ε1/6√n

∫
P(V )

EQx′s

[
h(Xm, y

′ − Sm); τy′ 6 m
]

×Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′, τy > k

)
.

For Jn,1(x, y), since EQx′s
[h(Xm, y

′ − Sm); τy′ 6 m] 6 EQx′s
[h(Xm, y

′ − Sm)], using Theorem
5.11 and proceeding in the same way as in (6.28) and (6.30), we get

Jn,1(x, y) 6 Kn(x, y) + cε3/4(1 + y)
n

‖hε‖πs⊗Leb + cε(1 + y)
n3/2 ‖hε‖H , (6.45)

where

Kn(x, y) =
∫ ε1/6√n

0
Hm(y′)Qx

s

(
y − Sk ∈ dy′, τy > k

)
and Hm is defined by (6.29). By integration by parts, it follows that

Kn(x, y) =
∫ ∞

0
Hm(y′)Qx

s

(
y − Sk ∈ dy′, y − Sk 6 ε1/6√n, τy > k

)
=
∫ ∞

0
H ′m(y′)Qx

s

(
y − Sk ∈ [0, ε1/6√n], y − Sk > y′, τy > k

)
dy′

=
∫ ε1/6√n

0
H ′m(t)Qx

s

(
y − Sk
σ
√
k
∈
[

t

σs
√
k
,
ε1/6√n
σs
√
k

]
, τy > k

)
dt. (6.46)
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Applying the conditioned integral limit theorem (Theorem 4.7), we derive that uniformly in
t ∈ R+, x ∈ P(V ) and y ∈ [0, αn

√
n],∣∣∣∣∣Qx

s

(
y − Sk
σs
√
k
∈
[

t

σs
√
k
,
ε1/6√n
σs
√
k

]
, τy > k

)

− 2Vs(x, y)
σs
√

2πk

[
Φ+

(
ε1/6√n
σs
√
k

)
− Φ+

(
t

σs
√
k

)] ∣∣∣∣∣ 6 cε (αn + n−ε
) 1 + y√

n
.

By the definition of Hm (cf. (6.29)) and the fact that φ′ is bounded, it holds that∫ ε1/6√n

0
|H ′m(t)|dt 6 ε1/6√n sup

t∈R
|H ′m(t)| 6 cε1/6√n

m
‖hε‖πs⊗Leb 6

cε√
n
‖hε‖πs⊗Leb.

Therefore, we obtain

Kn(x, y) 6 2Vs(x, y)
σs
√

2πk

∫ ε1/6√n

0
H ′m(t)

[
Φ+

(
ε1/6√n
σs
√
k

)
− Φ+

(
t

σs
√
k

)]
dt

+ cε
(
αn + n−ε

) 1 + y

n
‖hε‖πs⊗Leb. (6.47)

Using integration by parts and the fact that Hm(0) > 0 and supt∈RHm(t) 6 1
σs
√
m
‖hε‖πs⊗Leb

(cf. (6.29)), we get∫ ε1/6√n

0
H ′m(t)

[
Φ+

(
ε1/6√n
σs
√
k

)
− Φ+

(
t

σs
√
k

)]
dt

= −Hm(0)Φ+
(
ε1/6√n
σs
√
k

)
+ 1
σs
√
k

∫ ε1/6√n

0
Hm (t)φ+

(
t

σs
√
k

)
dt

6
1

σ2
s

√
mk
‖hε‖πs⊗Leb

∫ ε1/6√n

0
φ+
(

t

σs
√
k

)
dt =: An. (6.48)

By a change of variable and the fact that φ+(u) 6 u for u > 0, it follows that

An = 1
σs
√
m
‖hε‖πs⊗Leb

∫ ε1/6
σs

√
n/k

0
φ+ (u) du 6 cε1/3

√
m
‖hε‖πs⊗Leb 6

cε1/12
√
n
‖hε‖πs⊗Leb.

This, together with (6.47) and (6.48), implies that

Kn(x, y) 6 cε1/12Vs(x, y)
n

‖hε‖πs⊗Leb + cε
(
αn + n−ε

) 1 + y

n
‖hε‖πs⊗Leb

6
(
cε1/12 + cεαn + cεn

−ε
) 1 + y

n
‖hε‖πs⊗Leb.

Combining this with (6.45), we obtain

Jn,1(x, y) 6
(
cε1/12 + cεαn + cεn

−ε
) 1 + y

n
‖hε‖πs⊗Leb + cε(1 + y)

n3/2 ‖hε‖H . (6.49)

Now we proceed to give an upper bound for Jn,2(x, y), which can be rewritten as

Jn,2(x, y) =
∫
P(V )×R

L(x′, y′)Qx
s

(
Xk ∈ dx′, y − Sk ∈ dy′, τy > k

)
, (6.50)
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where, for x′ ∈ P(V ) and y′ ∈ R,

L(x′, y′) := 1{y′>ε1/6√n}EQx′s

[
h(Xm, y

′ − Sm); τy′ 6 m
]
. (6.51)

Since h(x′, ·) is integrable on R, by Fubini’s theorem and a change of variable, it is easy to
check that the function y′ 7→ L(x′, y′) is integrable on R, for any x′ ∈ P(V ). Denote for any
x′ ∈ P(V ) and y′ ∈ R,

Lε(x′, y′) := 1{y′+ε>ε1/6√n}EQx′s

[
hε(Xm, y

′ − Sm); τy′−ε 6 m
]
. (6.52)

Then we have L 6ε Lε. Using the upper bound (6.25) of Theorem 6.8 and the fact that
‖Lε‖πs⊗Leb 6 ‖hε‖πs⊗Leb, we obtain that uniformly in x ∈ P(V ) and y ∈ [0, αn

√
n],

Jn,2(x, y) 6 2Vs(x, y)
kσ2

s

√
2π

∫
P(V )×R+

Lε(x′, y′)φ+
(

y′

σs
√
k

)
πs(dx′)dy′

+
(
cε1/4 + cεαn + cεn

−ε
) (1 + y)

n
‖hε‖πs⊗Leb + cε(1 + y)

n3/2 ‖Lε‖H . (6.53)

For the first term, in view of (6.52), we use the duality formula (Lemma 4.4) to derive that∫
P(V )×R+

Lε(x, y)φ+
(

y

σs
√
k

)
πs(dx)dy

=
∫
P(V )×R+

EQxs [hε(Xm, y − Sm); τy−ε 6 m]1{y+ε>ε1/6√n}φ
+
(

y

σs
√
k

)
πs(dx)dy

=
∫
P(V )×R+

EQxs [hε(Xm, y + ε− Sm); τy 6 m]1{y+2ε>ε1/6√n}φ
+
(
y + ε

σs
√
k

)
πs(dx)dy

=
∫
P(V )×R+

EQx,∗s

[
φ+
(
z − S∗m + ε

σs
√
k

)
1{z−S∗m+2ε>ε1/6√n}; τ

∗
z 6 m

]
hε(x, z)πs(dx)dz, (6.54)

where (S∗m) is the dual random walk defined by (4.13). Since φ+ is bounded by 1, by the
martingale approximation (Lemma 5.6) and the fact that n is large enough so that ε1/6√n > c
for some constant c > 0, we get

EQx,∗s

[
φ+
(
z − S∗m + ε

σs
√
k

)
1{z−S∗m+2ε>ε1/6√n}; τ

∗
z 6 m

]
6 Qx,∗

s

(
z − S∗m + 2ε > ε1/6√n, min

16j6m
(z − S∗j ) < 0

)
6 Qx,∗

s

(
z − S∗m − min

16j6m
(z − S∗j ) > ε1/6√n− 2ε

)
6 Qx,∗

s

(
max

16j6m
(S∗j − S∗m) > ε1/6√n− 2ε

)
6 Qx,∗

s

(
max

16j6m
|M∗j | >

1
2ε

1/6√n
)
. (6.55)

Using Lemma 6.10 with n replaced by m = [ε1/2n], u = v = 1
2ε

1/6√n and w = ε5/12n,
Markov’s inequality and the fact that sup16i6m EQx,∗s (ξ2

i ) 6 c for some constant c > 0, we
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obtain

Qx,∗
s

(
max

16j6m
|M∗j | >

1
2ε

1/6√n
)

6
m∑
i=1

Qx,∗
s

(
|ξ∗i | >

1
2ε

1/6√n
)

+ 2Qx,∗
s

(
m∑
i=1

EQx,∗s

(
ξ2
i

∣∣∣Fi−1
)
> ε5/12n

)
+ cε1/12

6 4 m

ε1/3n
sup

16i6m
EQx,∗s (ξ2

i ) + 2 m

ε5/12n
sup

16i6m
EQx,∗s (ξ2

i ) + cε1/12 6 cε1/12. (6.56)

Combining (6.54), (6.55) and (6.56), we get∫
P(V )×R+

Lε(x, y)φ+
(

y

σs
√
k

)
πs(dx)dy 6 cε1/12‖hε‖πs⊗Leb. (6.57)

For the last term in (6.53), by the definition of Lε (cf. (6.52)) and τy (cf. (4.12)), we have

‖Lε‖H =
∫
R
1{y′+ε>ε1/6√n} sup

x′∈P(V )
EQx′s

[
hε(Xm, y

′ − Sm); τy′−ε 6 m
]
dy′

6 sup
x∈P(V )

sup
y∈R

hε(x, y)
∫ ∞

1
2 ε

1/6√n
sup

x′∈P(V )
Qx′
s

(
τy′−ε 6 m

)
dy′

6 2 sup
x∈P(V )

sup
y∈R

hε(x, y)
∫ ∞

1
4 ε

1/6√n
sup

x′∈P(V )
Qx′
s

(
max

16j6m
|Sj | > t

)
dt.

By the martingale approximation (Lemma 5.6), Doob’s martingale maximal inequality and
Lemma 5.7, we get that for t > 1

4ε
1/6√n and δ > 0,

sup
x′∈P(V )

Qx′
s

(
max

16j6m
|Sj | > t

)
6 sup

x′∈P(V )
Qx′
s

(
max

16j6m
|Mj | >

t

2

)

6
c

t2+δ sup
x′∈P(V )

EQx′s
(M2+δ

m ) 6 c′m(2+δ)/2

t2+δ 6
c′(ε1/2n)1+ δ

2

t2+δ ,

so that

‖Lε‖H 6 c′(ε1/2n)1+ δ
2 sup
x∈P(V )

sup
y∈R

hε(x, y)
∫ ∞

1
4 ε

1/6√n

1
t2+δ dt 6 cε

1/3√n sup
x∈P(V )

sup
y∈R

hε(x, y).

(6.58)

Substituting (6.57) and (6.58) into (6.53) gives

Jn,2(x, y) 6
(
cε1/12 + cεαn + cεn

−ε
) 1 + y

n
‖hε‖πs⊗Leb + cε(1 + y)

n
sup

x∈P(V )
sup
y∈R

hε(x, y). (6.59)

From (6.44), (6.49) and (6.59), we get the upper bound for In,2(x, y):

In,2(x, y) 6
(
cε1/12 + cεαn + cεn

−ε
) 1 + y

n
‖hε‖πs⊗Leb + cε(1 + y)

n3/2 ‖hε‖H

+ cε(1 + y)
n

sup
x∈P(V )

sup
y∈R

hε(x, y).

Combining this with (6.38) and (6.43), and using the fact that ‖h‖πs⊗Leb 6 ‖hε‖πs⊗Leb and
‖h‖H 6 ‖hε‖H , we conclude the proof of the lower bound (6.26). �

From Theorem 6.8, we shall establish the following result, which plays a crucial role for
proving Theorem 2.2.
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Proposition 6.11. Assume conditions A2, A3 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Let

(αn)n>1 be any sequence of positive numbers satisfying limn→∞ αn = 0. Let (an)n>1 be any
sequence of nonnegative numbers satisfying lim supn→∞ an√

n
< ∞. Then, for any ∆0 > 0

and b ∈ R+, there exists a constant c > 0 such that for any x ∈ P(V ), y ∈ [0, αn
√
n],

∆n ∈ [∆0, b
√
n] and any measurable set A ⊆ P(V ) satisfying πs(∂A) = 0,

J(x, y) : = Qx
s

(
X2n ∈ A, min

n<j62n
(y − Sj) > an, y − S2n ∈ [an, an + ∆n], τy > n

)
>
c(1 + y)
n3/2 ∆2

nπs(A).

Proof. By the Markov property of the couple (Xn, Sn), we have for any n > 1, x ∈ P(V ) and
y ∈ R,

J(x, y) =
∫
P(V )×R+

h(x′, y′)Qx
s

(
Xn ∈ dx′, y − Sn ∈ dy′, τy > n

)
= EQxs

[
h(Xn, y − Sn); τy > n

]
,

where for brevity we denote for any x′ ∈ P(V ) and y′ > 0,

h(x′, y′) = Qx′
s

(
Xn ∈ A, min

16j6n
(y′ − Sj) > an, y′ − Sn ∈ [an, an + ∆n]

)
. (6.60)

Applying the conditioned local limit theorem (cf. (6.26) of Theorem 6.8), we get

J(x, y) > J1(x, y)− J2(y)− J3(y)− J4(y), (6.61)

where, with h−ε 6ε h 6ε hε,

J1(x, y) = 2Vs(x, y)
nσ2

s

√
2π

∫
P(V )×R+

h−ε(x′, y′)φ+
(

y′

σs
√
n

)
πs(dx′)dy′,

J2(y) =
(
cε1/12 + cεαn + cεn

−ε
) 1 + y

n
‖hε‖πs⊗Leb,

J3(y) = cε(1 + y)
n3/2 ‖hε‖H ,

J4(y) = cε(1 + y)
n

sup
x∈P(V )

sup
y∈R

hε(x, y).

Lower bound of J1(x, y). By the definition of h (cf. (6.60)), we have

h−ε(x′, y′) > Qx′
s

(
Xn ∈ A, y′ − Sn ∈ [an + ε, an + ∆n − ε], min

16j6n
(y′ − Sj) > an + ε

)
= Qx′

s

(
Xn ∈ A, y′ − an − ε− Sn ∈ [0,∆n − 2ε], τy′−an−ε > n

)
.
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Hence, by a change of variable y′ − an − ε = t and the duality lemma (cf. Lemma 4.4), we
get ∫

P(V )×R+
h−ε(x′, y′)φ+

(
y′

σs
√
n

)
πs(dx′)dy′

>
∫
P(V )

∫ ∞
−an−ε

Qx′
s (Xn ∈ A, t− Sn ∈ [0,∆n − 2ε], τt > n)φ+

(
t+ an + ε

σs
√
n

)
dtπs(dx′)

>
∫
P(V )×R+

Qx′
s (Xn ∈ A, t− Sn ∈ [0,∆n − 2ε], τt > n)φ+

(
t+ an + ε

σs
√
n

)
dtπs(dx′)

=
∫
A

∫ ∆n−2ε

0
EQx,∗s

[
φ+
(
z − S∗n + an + ε

σs
√
n

)
; τ∗z > n

]
dzπs(dx). (6.62)

For brevity we denote for z > 0,

ψ(z) = φ+
(
z + an + ε

σs
√
n

)
.

Applying again (6.26) of Theorem 6.8 (for the dual random walk S∗n), we obtain that for any
z > 0,

EQx,∗s

[
φ+
(
z − S∗n + an + ε

σs
√
n

)
; τ∗z > n

]
= EQx,∗s [ψ (z − S∗n) ; τ∗z > n]

> K1(x, z)−K2(z), (6.63)

where

K1(x, z) = 2V ∗s (x, z)
nσ2

s

√
2π

∫
R+
ψ−ε(t)φ+

(
t

σs
√
n

)
dt

K2(z) =
(
cε1/4 + cεαn + cεn

−ε
) 1 + z

n
‖ψε‖πs⊗Leb + cε(1 + z)

n3/2 ‖ψε‖H + cε(1 + z)
n

sup
y∈R

ψε(y).

For the first term K1(x, z), since∫
R+
ψ−ε(t)φ+

(
t

σs
√
n

)
dt =

∫
R+
φ+
−ε

(
t+ an + ε

σs
√
n

)
φ+
(

t

σs
√
n

)
dt

= σs
√
n

∫
R+
φ+
−ε

(
y + an + ε√

n

)
φ+ (y) dy

> c
√
n,

we get that there exists a constant c′ > 0 such that for any x ∈ P(V ) and z ∈ R+,

K1(x, z) > c′√
n
V ∗s (x, z). (6.64)

For the second term K2(z), since

‖ψε‖πs⊗Leb = ‖ψε‖H =
∫
R
φ+
ε

(
z + an + ε

σs
√
n

)
dz 6 c

√
n

and supy∈R ψε(y) 6 1, we have

K2(z) 6
(
cε1/4 + cεαn + cεn

−ε
) 1 + z√

n
. (6.65)
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Substituting (6.63), (6.64) and (6.65) into (6.62), we get∫
P(V )×R+

h−ε(x′, y′)φ+
(

y′

σs
√
n

)
πs(dx′)dy′ >

c√
n

∫
A

∫ ∆n−2ε

0
V ∗s (x, z)dzπs(dx)

>
c′√
n

∫
A

∫ ∆n/2

0
zdzπs(dx) = c′′√

n
∆2
nπs(A),

where in the second inequality we used the fact that ∆n > 4ε by taking ε > 0 sufficiently
small and there exists a constant c1 > 0 such that infx∈P(V ) V

∗(x, z) > c1z for any z > 0.
Thus, we get

J1(x, y) > c1 + y

n3/2 ∆2
nπs(A). (6.66)

Upper bound of J2(y). By the definition of h (cf. (6.60)), we have

hε(x′, y′) 6 Qx′
s

(
Xn ∈ A, y′ − an + ε− Sn ∈ [0,∆n + 2ε], τy′−an+ε > n

)
. (6.67)

By a change of variable y′ − an + ε = t and the duality lemma (cf. Lemma 4.4), we get

‖hε‖πs⊗Leb =
∫
P(V )×R

hε(x′, y′)πs(dx′)dy′

6
∫
P(V )

∫ ∞
−an

Qx′
s (Xn ∈ A, t− Sn ∈ [0,∆n + 2ε], τt > n)πs(dx′)dt

=
∫
R

∫
P(V )

1{t∈[−an,∞)}Qx′
s (Xn ∈ A, t− Sn ∈ [0,∆n + 2ε], τt > n− 1)πs(dx′)dt

=
∫
A

∫ ∆n+2ε

0
Qx,∗
s (z − S∗n ∈ [−an,∞), τ∗z > n− 1) dzπs(dx)

6
∫
A

∫ ∆n+2ε

0
Qx,∗
s (τ∗z > n− 1) dzπs(dx)

6
c√
n

∆2
nπs(A),

where in the last inequality we used Theorem 4.8 and the fact that ∆n > ∆0 > 0 and ε > 0
is sufficiently small. Thus

J2(y) 6
(
cε1/12 + cεαn + cεn

−ε
) 1 + y

n3/2 ∆2
nπs(A). (6.68)

Upper bound of J3(y). Using (6.67), a change of variable y′ − an + ε = t and Lemma 6.4, it
follows that

‖hε‖H =
∫
R

sup
x′∈P(V )

hε(x′, y′)dy′

6
∫
R

sup
x′∈P(V )

Qx′
s

(
y′ − an + ε− Sn ∈ [0,∆n + 2ε], τy′−an+ε > n

)
dy′

=
∫
R

sup
x′∈P(V )

Qx′
s (t− Sn ∈ [0,∆n + 2ε], τt > n) dt

6 cε
∆2
n log1−ε n√

n
,
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where ε ∈ [0, 1
2). Therefore,

J3(y) = cε(1 + y)
n3/2 ‖hε‖H 6 cε(1 + y)∆2

n log1−ε n

n5/2 . (6.69)

Upper bound of J4(y). To give an upper bound for hε(x′, y′), we consider two cases: when
y′ ∈ [−ε, η

√
n logn] and y′ ∈ (η

√
n logn,∞) with η > 0 whose value will be chosen to be

sufficiently large. Using (6.67) and Lemma 6.7, we get that there exists a constant c > 0 such
that for any x′ ∈ P(V ) and y′ ∈ [−ε, η

√
n logn],

hε(x′, y′) 6 Qx′
s

(
y′ − an + ε− Sn ∈ [0,∆n + 2ε], τy′−an+ε > n

)
6 cε,η

√
n logn
n3/2 ∆2

n = cε,η

√
logn
n

∆2
n. (6.70)

In a similar way as in (6.2), by taking η > 0 to be sufficiently large and using the lower tail
moderate deviation asymptotic for −Sn under the changed measure Qx′

s , we derive that there
exists a constants cη > 0 such that for any x′ ∈ P(V ) and y′ ∈ (η

√
n logn,∞)

hε(x′, y′) 6 Qx′
s

(
−Sn 6 −

1
2η
√
n logn

)
6
cη
n
. (6.71)

Combining (6.70) and (6.71) gives

J4(y) 6 cε(1 + y)
√

logn
n2 ∆2

n. (6.72)

Putting together (6.61), (6.66), (6.68), (6.69) and (6.72) concludes the proof of Proposition
6.11. �

7. Proof of Theorem 2.2

The proof of Theorem 2.2 is splitted into two parts: the upper bound (see Lemma 7.1
below) and the lower bound (see Lemma 7.4 below).

7.1. Proof of the upper bound. In this section we shall obtain the upper bound in The-
orem 2.2. We only give a proof of (2.16) since the proof of (2.17) follows from that of (2.16)
by taking A = P(V ).

Lemma 7.1. Assume conditions A1, A2, A3 and A4. Let x ∈ P(V ). Then, there exists a
constant c > 0 such that for any ε ∈ (0, 3

2α) and any Borel set A ⊆ P(V ),

I := P
(
Mx
n (A)

logn > − 3
2α + ε

∣∣∣∣ S

)
6 c

log3 n

nεα
. (7.1)

Proof. Let K > 1. We write I = I1 + I2, where

I1 = P
(
Mx
n (A)

logn > − 3
2α + ε, max

16i6n
Mx
i (A) 6 K

∣∣∣∣ S

)
,

I2 = P
(
Mx
n (A)

logn > − 3
2α + ε, max

16i6n
Mx
i (A) > K

∣∣∣∣ S

)
,

with the notation Mx
i (A) = sup

{
Sxu|i : |u| = i, Xx

u ∈ A
}
for x ∈ P(V ) and 1 6 i 6 n. For

the first term I1, we have I1 6 E(Zxn(A) |S ), where, for x ∈ P(V ),

Zxn(A) =
∑
|u|=n

1{
Xx
u∈A,

Sxu
logn>−

3
2α+ε, Sx

u|i6K, ∀ 16i6n
}.
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Using the many-to-one formula (3.7), the fact that m(α) = 1 (cf. condition A4) and rα is
bounded and strictly positive on P(V ), we get that there exists a constant c > 0 such that
for any x ∈ P(V ),

E(Zxn(A)) = rα(x)EQxα

[ 1
rα(Xn)e

−αSn1{Xn∈A, Sn>(− 3
2α+ε) logn, Si6K, ∀16i6n}

]
6 cn−(− 3

2α+ε)αQx
α

(
Sn >

(
− 3

2α + ε
)

logn, Si 6 K, ∀1 6 i 6 n
)

= cn
3
2−εαQx

α

(
K − Sn ∈

[
0,K +

( 3
2α − ε

)
logn

]
, τK > n

)
.

Applying Lemma 6.7 and taking K = a logn with a > 0 (whose value will be chosen to be
sufficiently large), we obtain

E(Zxn(A)) 6 cn
3
2−εα(1 +K)

[K + ( 3
2α − ε) logn]2

n3/2 6 c
a3 log3 n

nεα
.

Since P(S ) > 0, it follows that

I1 6 E(Zxn(A) |S ) 6 ca
3 log3 n

nεα
. (7.2)

For the second term I2, by Markov’s inequality, the many-to-one formula (3.7) and the fact
that m(α) = 1, we have

I2 6 cP
(

max
16i6n

Mx
i (A) > K

)
6 cP

(
max
16i6n

max
|u|=i

Sxu|i > K

)

6 ce−αKE
(
e
αmax16i6n max|u|=i Sxu|i

)
6 ce−αKE

max
16i6n

∑
|u|=i

e
αSx

u|i


6 ce−αK

n∑
i=1

E

∑
|u|=i

e
αSx

u|i

 = ce−αKrα(x)
n∑
i=1

EQxα

( 1
rα(Xi)

)
6

c

naα−1 6
c

naα/2
, (7.3)

by taking K = a logn and a > 0 sufficiently large. From (7.2) and (7.3), we get (7.1). �

7.2. Proof of the lower bound. In the proof of the lower bound we will use the following
auxiliary assertion for the minimal position mx

n(A) defined in (2.7).

Lemma 7.2. Assume conditions A1, A2 and A4. Let x ∈ P(V ). Then, for any Borel set
A ⊆ P(V ) satisfying ν(A) > 0, there exists a constant c0 > 0 such that

lim inf
n→∞

1
n
mx
n(A) > −c0 a.s. (7.4)

Proof. Consider the random variable

Yn =
∑
|u|=n

1{Xx
u∈A, Sxu6−c0n},

where c0 > 0 will be chosen sufficiently large. Clearly, Yn 6 e−c0δn
∑
|u|=n e

−δSxu for some
constant δ > 0. By Markov’s inequality, the many-to-one formula (3.7) and the fact that
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m(α) = 1 (cf. condition A4), we get

P(Yn > 0) = P(Yn > 1) 6 E(Yn) 6 e−c0δnE
( ∑
|u|=n

e−δS
x
u

)
= e−c0δnrα(x)EQxα

[ 1
rα(Xn)e

−(α+δ)Sn
]

=: J.

Using (3.5) and taking δ > 0 sufficiently small and then c0 > 0 sufficiently large, we obtain
that there exists a constant c > 0 such that

J = e−c0δn 1
κ(α)nEx

(
e−δSn

)
6 e−c0δn 1

κ(α)n
(
Eeδ log ‖g−1‖

)n
6 e−cn.

By the Borel-Cantelli lemma, it follows that limn→∞ Yn = 0, a.s., and hence (7.4) holds. �

We next proceed to give a lower bound for the lower tail of Mx
n (A).

Lemma 7.3. Assume conditions A1, A2, A3 and A4. Then, for any ∆ > 0, there exists a
constant c > 0 such that for any Borel set A ⊆ P(V ) and n > 2,

P
(
Mx
n (A) > − 3

2α logn−∆
)
>

1
c log3 n

. (7.5)

Proof. Let ∆ > 0 be a fixed constant and set

Uxn (A) :=
∑
|u|=2n

1{Xx
u∈A}1{Sxu∈[− 3

2α logn−∆, − 3
2α logn]}

× 1{
max16i6n Sxu|i60, maxn<j62n Sxu|j6−

3
2α logn

}.
By the definition of Uxn (A) and Mx

2n(A), it holds that

P
(
Mx

2n(A) > − 3
2α logn−∆

)
> P(Uxn (A) > 0). (7.6)

For simplicity, denote for any integer n > 1,

Ik = Ik(n) =


(−∞, 0] 1 6 k 6 n(
−∞, − 3

2α logn
]

n < k < 2n[
− 3

2α logn−∆, − 3
2α logn

]
k = 2n.

(7.7)

Then Uxn (A) can be rewritten as

Uxn (A) =
∑
|u|=2n

1{Xx
u∈A}1

{
Sx
u|k∈Ik, ∀16k62n

}.
Since E(Uxn (A)) > 0, by the Cauchy-Schwarz inequality, it holds that

P(Uxn (A) > 0) > (EUxn (A))2

E [(Uxn (A))2] .

Hence, in order to give a lower bound for P(Uxn (A) > 0), it suffices to provide a lower bound for
E(Uxn (A)) and an upper bound for E[(Uxn (A))2]. To deal with E(Uxn (A)), by the many-to-one
formula (3.7) and the fact that m(α) = 1 (cf. condition A4), we get

E(Uxn (A)) = rα(x)EQxα

[ 1
rα(X2n)e

−αS2n1{X2n∈A}1{Sk∈Ik, ∀16k62n}

]
.
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Since rα is strictly positive and bounded on P(V ) and S2n 6 − 3
2α logn, there exists a constant

c > 0 such that for any x ∈ P(V ),

E(Uxn (A)) > cEQxα

[
e−αS2n1{X2n∈A}1{Sk∈Ik, ∀16k62n}

]
> cn3/2Qx

α(X2n ∈ A, Sk ∈ Ik, ∀1 6 k 6 2n)
> c∆2πs(A), (7.8)

where in the last inequality we used Proposition 6.11.
Next we are going to give an upper bound for E[(Uxn (A))2]. By the definition of Uxn (A),

we have
(Uxn (A))2 =

∑
|u|=2n

∑
|w|=2n

1{
Xx
u∈A,Xx

w∈A,Sxu|k∈Ik, S
x
w|k∈Ik,∀16k62n

}.
We can rearrange this sum by summing over the generation j of the last commom ancestor
z (with |z| = j) of u and w, to obtain

E[(Uxn (A))2] = E(Uxn (A)) + Yn(A).
The first summand corresponds to the case u = w, while the second summand is given by

Yn(A) = 2E
[ 2n−1∑
j=1

∑
|z|=j

1{
Sx
z|i∈Ii, ∀16i6j

}
×

∑
1≤l<m≤Nz

∑
|u|=2n−j−1

∑
|w|=2n−j−1

1{
Xx
zlu
∈A,Xx

zmw∈A,Sxzlu|k∈Ik, S
x
zmw|k∈Ik, ∀j<k62n

}].
Here Nz denotes the number of childrens of the particle z, l and m denote different children
of the last common ancestor z, the sums over u and w correspond to the paths leading from
zl and zm to their children in generation 2n. Note that Nz is independent of Fj . Taking
conditional expectation with respect to Fj+1, we get

Yn(A) = 2E
[ 2n−1∑
j=1

∑
|z|=j

1{
Sx
z|i∈Ii, ∀16i6j

} ∑
1≤l<m≤Nz

1{Sxzl∈Ij+1, Sxzm∈Ij+1}

×Kj,n (Xx
zl, S

x
zl)Kj,n (Xx

zm, S
x
zm)

]
, (7.9)

where for x′ ∈ P(V ) and y ∈ Ij+1,

Kj,n(x′, y) = E
[ ∑
|u|=2n−j−1

1{
Xx′
u ∈A, y+Sx′

u|l∈Il+j+1, ∀16l62n−j−1
}].

By the many-to-one formula (3.7) and the fact that m(α) = 1 (cf. condition A4), we get

Kj,n(x′, y) = rα(x′)EQx′α

[
(r−1
α 1A)(X2n−j−1)e−αS2n−j−11{y+Sl∈Il+j+1, ∀16l62n−j−1}

]
.

Since y + S2n−j−1 ∈ I2n, in view of (7.7), we have S2n−j−1 > − 3
2α logn −∆ − y. Since the

eigenfunction rα is strictly positive and bounded on P(V ), there exists a constant c > 0 such
that

Kj,n(x′, y) 6 cn3/2eα(∆+y)Qx′
α (y + Sl ∈ Il+j+1, ∀1 6 l 6 2n− j − 1)

6 cn3/2eαyLj,n(x′, y),
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where for x′ ∈ P(V ) and y ∈ Ij+1,

Lj,n(x′, y) = Qx′
α

(
− y − S2n−j−1 ∈

[ 3
2α logn, 3

2α logn+ ∆
]
, τ−y > 2n− j − 1

)
.

When 1 6 j 6 n, applying Lemma 6.6 with n′ = 2n−j−1, a = 3
2α logn and b = 3

2α logn+∆,
we obtain that there exists a constant c > 0 such that for any x′ ∈ P(V ) and y ∈ Ij+1,

Lj,n(x′, y) 6 c

(n′)3/2 (1− y)(b− a+ 1) (b+ a+ 1) 6 c logn
n3/2 (1− y).

When n < j 6 2n−1, we use the local limit theorem (5.30) to get that there exists a constant
c > 0 such that for any x′ ∈ P(V ) and y ∈ Ij+1,

Lj,n(x′, y) 6 Qx′
α

(
−y − S2n−j−1 ∈

[ 3
2α logn, 3

2α logn+ ∆
])
6

c

(2n− j)1/2 .

Therefore, we obtain that for Sxzl ∈ Ij+1,

Kj,n (Xx
zl, S

x
zl) 6

c logn eαSxzl |1− Sxzl| , 1 6 j 6 n
c n3/2

(2n−j)1/2 e
αSxzl , n < j 6 2n− 1. (7.10)

Similarly, for Kj,n(Xx
zm, S

x
zm) we also have

Kj,n (Xx
zm, S

x
zm) 6

c logn eαSxzm |1− Sxzm| , 1 6 j 6 n
c n3/2

(2n−j)1/2 e
αSxzm , n < j 6 2n− 1. (7.11)

Therefore, substituting (7.10) and (7.11) into (7.9), we obtain

Yn(A) 6 c log2 n 2E
{

n∑
j=1

∑
|z|=j

1{
Sx
z|i∈Ii, ∀16i6j

} ∑
1≤l<m≤Nz

1{Sxzl∈Ij+1, Sxzm∈Ij+1}

× eαSxzl+αSxzm |1− Sxzl| |1− Sxzm|
}

+ 2cn3 E
{ 2n−1∑
j=n+1

1
2n− j

∑
|z|=j

1{
Sx
z|i∈Ii, ∀16i6j

} ∑
1≤l<m≤Nz

eαS
x
zl+αS

x
zm

}
.

Note that

2
∑

1≤l<m≤Nz
1{Sxzl∈Ij+1, Sxzm∈Ij+1}e

αSxzl+αS
x
zm |1− Sxzl| |1− Sxzm|

6
( ∑

16l6Nz
1{Sxzl∈Ij+1}e

αSxzl |1− Sxzl|
)2

and

2
∑

1≤l<m≤Nz
1{Sxzl∈Ij+1, Sxzm∈Ij+1}e

αSxzl+αS
x
zm 6

( ∑
16l6Nz

1{Sxzl∈Ij+1}e
αSxzl

)2
.
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Taking conditional expectation, we get for any 1 6 j 6 n, |z| = j,

E

( ∑
1≤l≤Nz

1{Sxzl∈Ij+1}e
αSxzl(1 + |Sxzl|)

)2∣∣∣∣Fj


6 e2αSxzE

( ∑
1≤l≤Nz

eα(Sxzl−S
x
z )(1 + |Sxz |+ |Sxzl − Sxz |)

)2∣∣∣∣Fj


= e2αSxzM

(
Sxz , X

x
z

)
,

where, for s ∈ R and y ∈ P(V ),

M(s, y) = E
( ∑
|u|=1

eαS
y
u(1 + |s|+ |Syu|)

)2
≤ 2(1 + |s|)2E

( ∑
|u|=1

eαS
y
u
)2 + 2E

( ∑
|u|=1

eαS
y
u |Syu|

)2
.

By condition A4, we have M(s, y) 6 c(1 + |s|)2 and consequently

E

( ∑
1≤l≤Nz

1{Sxzl∈Ij+1}e
αSxzl(1 + |Sxzl|)

)2∣∣∣∣Fj

 6 ce2αSxz (1 + |Sxz |)
2 .

Similarly, it holds

E

( ∑
1≤l≤Nz

1{Sxzl∈Ij+1}e
αSxzl

)2∣∣∣∣Fj

 = e2αSxzE

( ∑
1≤l≤Nz

1{Sxzl∈Ij+1}e
α(Sxzl−S

x
z )
)2∣∣∣∣Fj


6 ce2αSxz .

It follows that

Yn(A) 6 c log2 n
n∑
j=1

E
{ ∑
|z|=j

1{
Sx
z|i∈Ii, ∀16i6j

}e2αSxz
(
1 + |Sxz |

)2}

+ cn3
2n−1∑
j=n+1

1
2n− jE

{ ∑
|z|=j

1{
Sx
z|i∈Ii, ∀16i6j

}e2αSxz

}
.

Using the many-to-one formula (3.7), we get

Yn(A) 6 Yn,1(A) + Yn,2(A),

where

Yn,1(A) = c log2 n
n∑
j=1

rα(x)EQxα

[
1

rα(Xj)
eαSj (1− Sj)21{Si60, ∀16i6j}

]
,

Yn,2(A) = cn3
2n−1∑
j=n+1

1
2n− j rα(x)EQxα

[
1

rα(Xj)
eαSj1{Si∈Ii, ∀16i6j}

]
.
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Since the eigenfunction rα is strictly positive and bounded, we get

Yn,1(A) 6 c log2 n
n∑
j=1

EQxα

[
eαSj (1− Sj)21{Si60, ∀16i6j}

]
,

Yn,2(A) 6 cn3
2n−1∑
j=n+1

1
2n− jEQxα

[
eαSj1{Si∈Ii, ∀16i6j}

]
.

For Yn,1(A), since

eαSj (1− Sj)21{Si60, ∀16i6j} = eαSj (1− Sj)21{Sj>− 4
α

log j}1{Si60, ∀16i6j}

+ eαSj (1− Sj)21{Sj<− 4
α

log j}1{Si60, ∀16i6j}

6 c1{Sj∈[− 4
α

log j, 0]}1{Si60, ∀16i6j} + c

j2 ,

applying Lemma 6.7 we obtain

Yn,1(A) 6 c log2 n
n∑
j=1

EQxα

[
1{Sj∈[− 4

α
log j, 0]}1{Si60, ∀16i6j}

]
+ c log2 n

6 c log2 n
n∑
j=1

log2 j

(j + 1)3/2 + c log2 n

6 c log2 n.

For Yn,2(A), since Sj 6 − 3
2α logn for any j ∈ [n + 1, 2n − 1], using Lemma 6.7 we get that

for any j ∈ [n+ 1, 2n− 1],

EQxα

[
eαSj1{Si∈Ii, ∀16i6j}

]
6 EQxα

[
eαSj1{Si60, ∀16i6j}

]
= EQxα

[
eαSj1{Si60, ∀16i6j}1{Sj∈[− 3

α
logn,− 3

2α logn]}
]

+ EQxα

[
eαSj1{Si60, ∀16i6j}1{Sj<− 3

α
logn}

]
6

1
n3/2Q

x
α

(
max
16i6j

Si 6 0, Sj ∈
[
− 3
α

logn,− 3
2α logn

])
+ 1
n3

6 c
1

n3/2
log2 n

j3/2 + 1
n3 ,

so that

Yn,2(A) 6 cn3
2n−1∑
j=n+1

1
2n− j

(
1

n3/2
log2 n

j3/2 + 1
n3

)

= cn3/2 log2 n
2n−1∑
j=n+1

1
2n− j

1
j3/2 + c

n−1∑
j=1

1
j
6 c log3 n.

Hence
Yn(A) 6 Yn,1(A) + Yn,2(A) 6 c log3 n. (7.12)

Since E((Uxn (A))2) = E(Uxn (A)) + Yn(A) and E(Uxn (A)) > cπs(A) > 0 (cf. (7.8)), using (7.12)
we get

E[(Uxn (A))2] 6 E(Uxn (A)) + c log3 n 6 c log3 n (EUxn (A))2.
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Hence

P(Uxn (A) > 0) > (EUxn (A))2

E[(Uxn (A))2] >
1

c log3 n
,

which, by the definition of Uxn (A), implies that

P
(
Mx

2n(A) > − 3
2α logn−∆

)
> P(Uxn (A) > 0) > 1

c log3 n
. (7.13)

In the same way, one can also prove such a lower bound for the random variable Mx
2n−1(A).

The assertion of the lemma follows. �

Using Lemma 7.3, we now give a proof of the following upper bound for Mx
n (A).

Lemma 7.4. Assume conditions A1, A2, A3 and A4. Let x ∈ P(V ). Then, for any Borel
set A ⊆ P(V ) and any b < − 3

2α , we have

lim
n→∞

P
(
Mx
n (A)

logn 6 b
∣∣∣∣ S

)
= 0. (7.14)

Proof. Let ε > 0 and let ηn be the first time when the number of particles exceeds nε, i.e.

ηn = inf
{
k > 1 :

( ∑
|u|=k

1
)
> [nε]

}
.

Denote m = EN . On the system’s ultimate survival, by the Kesten-Stigum theorem, we have
that 1

mn
∑
|u|=n 1 converges almost surely as n→∞ to a strictly positive random variable, say

W > 0. Hence lim supn→∞ ηn
logn = ε

logm almost surely. For brevity, denote for any constant
∆ > 0,

An =
{
Mx
n (A) > −cηn −

3
2α logn−∆

}
.

We will prove that

P
(
lim inf
n→∞

An
)

= 1, (7.15)

which in turn will imply (7.14). Indeed, if (7.15) holds, then, almost surely, on the system’s
survival,

Mx
n (A) > −cηn −

3
2α logn−∆,

which implies that, on the system’s survival,

lim inf
n→∞

Mx
n (A)

logn > −c lim sup
n→∞

ηn
logn −

3
2α = −c ε

logm −
3

2α.

Since ε > 0 can be arbitrary small, we get (7.14).
In order to prove (7.15), we introduce sets Cn with the property that if P(lim infn→∞Ccn) =

1 then P(lim infn→∞An) = 1, and use the Borel-Cantelli lemma to show that P(lim supn→∞Cn) =
0.

The details are as follows. Since ηn grows like logn, it holds that P(lim supn→∞{ηn >
n/2}) = 0, so that in order to show (7.15), it is enough to prove that

P
(
lim inf
n→∞

(An ∪ {ηn > n/2})
)

= 1. (7.16)
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Denote, additionally, for any constant ∆ > 0,

Bn =
{
Mx
n (A) < mx

ηn −
3

2α logn−∆, ηn 6 n/2
}
,

Cn =
{

min
k∈[n2 ,n]

Mx
k+ηn(A) < mx

ηn −
3

2α logn−∆, ηn 6 n/2
}
,

where mx
ηn is defined by (2.7) with A = P(V ). Since on the set {ηn 6 n/2}, it holds that

mink∈[n2 ,n]M
x
k+ηn(A) 6Mx

n (A) and therefore Bn ⊂ Cn. Note that

lim inf
n→∞

(An ∪ {ηn > n/2}) ⊃ lim inf
n→∞

Bc
n ∩ lim inf

n→∞

{
mx
ηn > −cηn

}
.

By Lemma 7.2, it holds that P(lim infn→∞{mx
ηn > −cηn}) = 1. Since Bc

n ⊃ Ccn, to prove
(7.16) it suffices to show that

P
(
lim inf
n→∞

Ccn

)
= 1. (7.17)

As said before, (7.17) will be proved by using the Borel-Cantelli lemma. For this we give
an upper bound for P(Cn). Clearly P(Cn) 6

∑
k∈[n2 ,n]Rk, where

Rk = P
{
Mx
k+ηn(A) < mx

ηn −
3

2α logn−∆, ηn 6
n

2

}
.

By the definition of Mx
k+ηn(A) and mx

ηn , we have

Rk = P
(

max
|u|=k+ηn,Xx

u∈A
Sxu < min

|v|=ηn
Sxv −

3
2α logn−∆, ηn 6

n

2

)

=
[n/2]∑
j=1

P
(

max
|u|=j+k,Xx

u∈A
Sxu < min

|v|=j
Sxv −

3
2α logn−∆, ηn = j

)
.

Recall the notion of the shift operator [·]v from (2.2). By the cocycle property, for any v ∈ T
and u ∈ Tv,

Sxvu = Sxv +
[
SX

x
v

u

]
v
. (7.18)

Since for any v with |v| = j, Sxv > min|v′|=j Sxv′ , from (7.18) we have for any u ∈ Tv with
|u| = k,

Sxvu > min
|v′|=j

Sxv′ +
[
SX

x
v

u

]
v
.

Hence

max
|v|=j,|u|=k,Xx

vu∈A
Sxvu > min

|v′|=j
Sxv′ + max

|v|=j,|u|=k,Xx
vu∈A

[
SX

x
v

u

]
v
. (7.19)

It follows that

Rk 6
[n/2]∑
j=1

P
(

max
|v|=j,|u|=k,Xx

vu∈A

[
SX

x
v

u

]
v
< − 3

2α logn−∆, ηn = j

)
. (7.20)

Since

max
|v|=j,|u|=k,Xx

vu∈A

[
SX

x
v

u

]
v

= max
|v|=j

[
M

Xx
v

k (A)
]
v
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it holds that

P
(

max
|v|=j,|u|=k,Xx

vu∈A

[
SX

x
v

u

]
v
< − 3

2α logn−∆, ηn = j

)

= P
([
M

Xx
v

k (A)
]
v
< − 3

2α logn−∆, ∀|v| = j, ηn = j

)
.

Using the independence of the branching property of each node, from (7.20) we get, upon
conditioning on Fηn in the last step,

Rk 6
[n/2]∑
j=1

P
([
M

Xx
v

k (A)
]
v
< − 3

2α logn−∆, ∀|v| = j, ηn = j

)

= P
([
M

Xx
v

k (A)
]
v
< − 3

2α logn−∆, ∀|v| = ηn, ηn 6 [n/2]
)

6 P
([
M

Xx
v

k (A)
]
v
< − 3

2α logn−∆, ∀|v| = ηn

)

= E

 ∏
|v|=ηn

1{[
M
Xxv
k

(A)
]
v
<− 3

2α logn−∆
}

= E

 ∏
|v|=ηn

F (Xx
v )

 .
Here F (x) = P(Mx

k < −
3

2α logn −∆), for which we have found a uniform bound in Lemma
7.3. Using further the definition of ηn and the inequality log(1− t) 6 −t for t ∈ (0, 1), we get

Rk 6 E

 ∏
|u|=ηn

(
1− 1

c log3 n

) 6 (1− 1
c log3 n

)[nε]
6 e
−[nε] 1

log3 n .

This implies

P(Cn) 6
∑

k∈[n2 ,n]
Rk 6

∑
k∈[n2 ,n]

e
−[nε] 1

log3 n 6 ne−[nε/2].

Since
∑∞
n=1 ne

−[nε]/2 < ∞, we get that
∑∞
n=1 P(Cn) < ∞. By the Borel-Cantelli lemma,

we have P(lim supn→∞Cn) = 0 and hence (7.15) holds. This completes the proof of the
lemma. �

8. Proof of Theorems 2.3 and 2.4

8.1. Proof of Theorem 2.3. Consider the first time when the random walk (y + Sn)n>1
starting at the point y ∈ R+ becomes negative:

τ̃y = inf{k > 1 : y + Sk < 0}.

The following result is an analog of Lemma 6.7.

Lemma 8.1. Assume condition A2, A3 and κ′(s) = 0 for some s ∈ I+
µ ∪ I−µ . Then, there

exists a constant c > 0 such that for any x ∈ P(V ), y > 0, n > 1 and 0 6 a < b 6
√
n logn,

Qx
s (y + Sn ∈ [a, b], τ̃y > n) 6 c(1 + y) ∧ n1/2

n3/2 (b− a+ 1)(b+ a+ 1).
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Since the proof of Lemma 8.1 can be carried out in the same way as that of Lemma 6.7,
we omit the details.

The following result is similar to Lemma 7.1.

Lemma 8.2. Assume conditions A1, A2, A3 and A5. Let x ∈ P(V ). Then, there exists a
constant c > 0 such that for any ε ∈ (0, 3

2β ) and any Borel set A ⊆ P(V ),

I := P
(
mx
n(A)

logn 6
3

2β − ε
∣∣∣∣ S

)
6 c

log3 n

nεβ
.

Proof. Let K > 1. We write I = I1 + I2, where

I1 = P
(
mx
n(A)

logn 6
3

2β − ε, min
16i6n

mx
i (A) > −K

∣∣∣∣ S

)
,

I2 = P
(
mx
n(A)

logn 6
3

2β − ε, min
16i6n

mx
i (A) < −K

∣∣∣∣ S

)
,

with the notation mx
i (A) = min {Sxu : |u| = i, Xx

u ∈ A} for 1 6 i 6 n. For the first term I1,
we have I1 6 E(Zxn(A) |S ), where, for x ∈ P(V ),

Zxn(A) =
∑
|u|=n

1{
Xx
u∈A,

Sxu
logn6

3
2β−ε, S

x
u|i>−K, ∀ 16i6n

}.
Using the many-to-one formula (3.7), the fact that m(−β) = 1 (cf. condition A5) and r−β is
bounded and strictly positive on P(V ), we get that there exists a constant c > 0 such that
for any x ∈ P(V ),

E(Zxn(A)) = r−β(x)EQx−β

[
1

r−β(Xn)e
βSn1{Xn∈A,Sn6( 3

2β−ε) logn, Si>−K, ∀16i6n}

]

6 cn
3
2−εβQx

−β

{
Sn 6

( 3
2β − ε

)
logn, Si > −K, ∀1 6 i 6 n

}
= cn

3
2−εβQx

−β

{
K + Sn ∈

[
0,K +

( 3
2β − ε

)
logn

]
, τ̃K > n

}
.

Applying Lemma 8.1 and taking K = a logn with a > 0 (whose value will be chosen to be
sufficiently large), we obtain

E(Zxn(A)) 6 cn
3
2−εβ(1 +K)

[K + ( 3
2β − ε) logn]2

n3/2 6 c
a3 log3 n

nεβ
.

It follows that

I1 6 E(Zxn(A) |S ) 6 ca
3 log3 n

nεβ
. (8.1)
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For the second term I2, by Markov’s inequality, the many-to-one formula (3.7) and the fact
that m(−β) = 1 (cf. condition A5), we have

I2 6 cP
(

min
16i6n

mx
i (A) < −K

)
6 cP

(
min

16i6n
min
|u|=i

Sxu < −K
)

6 ce−βKE
(
e−βmin16i6n min|u|=i Sxu

)
6 ce−βKE

max
16i6n

∑
|u|=i

e−βS
x
u


6 ce−βK

n∑
i=1

E

∑
|u|=i

e−βS
x
u

 = ce−βKr−β(x)
n∑
i=1

EQx−β

(
1

r−β(Xi)

)
6

c

naβ−1 6
c

naβ/2
,

(8.2)

by taking K = a logn and a > 0 sufficiently large. Combining (8.1) and (8.2) ends the proof
of Lemma 8.2. �

The following result is an analog of Lemma 7.4 and its proof can be carried out in the
same way.

Lemma 8.3. Assume conditions A1, A2, A3 and A5. Let x ∈ P(V ). Then, for any Borel
set A ⊆ P(V ) and any b > 3

2β , we have

lim
n→∞

P
(
mx
n(A)

logn > b

∣∣∣∣ S

)
= 0.

Theorem 2.3 follows from Lemmas 8.2 and 8.3.

8.2. Proof of Theorem 2.4. We first prove (2.20) for the coefficients 〈f,Guv〉. Since
|〈f,Guv〉| 6 ‖Guv‖, using Theorem 2.2, we easily get that for any ε > 0,

lim
n→∞

P
(

supGu·x∈A,|u|=n log |〈f,Guv〉|
logn + 3

2α > ε

∣∣∣∣∣ S

)
= 0.

On the other hand, we denote An =
{
log |〈f,Guv〉| − log ‖Guv‖ 6 − ε

2 logn
}
and by Acn its

complement. By [4, Lemma 14.11], we have P(An) 6 n−c for some constant c > 0. This,
together with the fact that P(S ) > 0, implies that

P
(

supGu·x∈A,|u|=n log |〈f,Guv〉|
logn + 3

2α < −ε
∣∣∣∣∣ S

)

6
1
nc

+ P
(

supGu·x∈A,|u|=n log ‖Guv‖
logn + 3

2α < −ε2

∣∣∣∣∣ S

)
,

which converges to 0 as n→∞, using Theorem 2.2. The proof of (2.20) for the coefficients
〈f,Guv〉 is complete.

We next prove (2.20) for the operator norm ‖Gu‖. Since ‖Gu‖ > ‖Guv‖, using Theorem
2.2, we easily get that for any ε > 0,

lim
n→∞

P
(

supGu·x∈A,|u|=n log ‖Gu‖
logn + 3

2α < −ε
∣∣∣∣∣ S

)
= 0.
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Denote An =
{
log ‖Guv‖ − log ‖Gu‖ 6 − ε

2 logn
}
and by Acn its complement. By [20, Propo-

sition 3.11], we see that P(An) 6 n−c for some constant c > 0. Then, we obtain

P
(

supGu·x∈A,|u|=n log ‖Gu‖
logn + 3

2α > ε

∣∣∣∣∣ S

)

6
1
nc

+ P
(

supGu·x∈A,|u|=n log ‖Guv‖
logn + 3

2α >
ε

2

∣∣∣∣∣ S

)
,

which converges to 0 as n → ∞, using Theorem 2.2. The proof of (2.20) for the operator
norm ‖Gu‖ is complete.

We finally prove (2.20) for the spectral radius ρ(Gu). Since ρ(Gu) 6 ‖Gu‖, using the law
of large numbers (2.20) for the operator norm ‖Gu‖, we easily get that for any ε > 0,

lim
n→∞

P
(

supGu·x∈A,|u|=n log ρ(Gn)
logn + 3

2α > ε

∣∣∣∣∣ S

)
= 0.

Denote An =
{
log ρ(Gn)− log ‖Gu‖ 6 − ε

2 logn
}
and by Acn its complement. By [4, Lemma

14.13], we see that P(An) 6 n−c for some constant c > 0. Then, we obtain

P
(

supGu·x∈A,|u|=n log ρ(Gn)
logn + 3

2α < −ε
∣∣∣∣∣ S

)

6
1
nc

+ P
(

supGu·x∈A,|u|=n log ‖Gu‖
logn + 3

2α < −ε2

∣∣∣∣∣ S

)
,

which converges to 0 as n→∞, using the law of large numbers (2.20) for the operator norm
‖Gu‖. The proof of (2.20) for the spectral radius ρ(Gu) is complete.
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