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MODULAR AFFINE HECKE CATEGORY AND REGULAR

CENTRALIZER

ROMAN BEZRUKAVNIKOV AND SIMON RICHE

Abstract. In this paper we provide a “combinatorial” description of the cate-

gory of tilting perverse sheaves on the affine flag variety of a reductive algebraic
group, and its free-monodromic variant, with coefficients in a field of positive

characteristic. This provides a replacement for the familiar “Soergel theory”

for characteristic-0 coefficients. As an application we deduce character for-
mulas for indecomposable tilting perverse sheaves on the affine flag variety in

terms of `-Kazhdan–Lusztig polynomials.
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1. Introduction

1.1. Presentation. The present paper is the second step in our project (initiated
in [BRR], joint with L. Rider) of constructing “modular tamely ramified local Lang-
lands equivalences” adapting to positive-characteristic coefficients the constructions
of the first author in [B2]. These equivalences will relate some categories of Iwahori-
constructible or Iwahori-equivariant perverse sheaves on the affine flag variety FlG
of a connected reductive algebraic group G (or a natural torsor F̃lG over FlG),
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2 R. BEZRUKAVNIKOV AND S. RICHE

with coefficients in an algebraically closed field k of characteristic ` (or a “free-
monodromic completion”), to some categories of equivariant coherent sheaves on
the Steinberg variety of the reductive group G∨k over k which is Langlands dual
to G (or some variants). Our strategy involves a description of both sides of this
equivalence in “Soergel theoretic terms;” the present paper finishes the first half
of this construction, by providing such a description on the constructible side of
the picture. The second half will be completed in a future publication, based of
the localization theory for representations of reductive Lie algebras over fields of
positive characteristic developed by the first author with Mirković and Rumynin,
see [BMR, BM]. (This part of the work is closely related to our work in [BR2].)

The main result of the paper is therefore an equivalence of categories relating an

appropriate category of perverse sheaves on F̃lG to a category of “Soergel bimod-
ules.” This equivalence is fundamental for our project explained above, but it is
also of independent interest, given the importance of categories of perverse sheaves
on affine flag varieties in recent work on representation theory of reductive algebraic
groups over fields of positive characteristic (see in particular [RW1, RW2]).

As a direct application of our constructions, we prove that characters of inde-
composable tilting perverse sheaves on FlG can be computed using the combina-
torics of the `-canonical basis of the affine Hecke algebra. The analogous result
for characteristic-0 coefficients (involving the “ordinary” Kazhdan–Lusztig basis) is
well known, see e.g. [Yu], but such a result in the positive-characteristic setting was
known only for ordinary (“finite dimensional”) flag varieties of reductive groups,
see [AR1]. A similar claim for “mixed” perverse sheaves was proved in [AMRW],
but these “mixed perverse sheaves” are a priori unrelated to the ordinary perverse
sheaves we consider here; another consequence of our constructions is precisely a
construction of a “degrading functor” relating these two categories.

1.2. Soergel bimodules. We need to explain what we mean by “Soergel bimod-
ules” in our present context. Ordinarily, Soergel bimodules are attached to a Cox-
eter system (W ′, S) and a suitable representation V of W ′, and defined as a certain
category of graded O(V )-bimodules, see [So]. The case we are interested in here
is when (W ′, S) is the affine Weyl group1 attached to G with its standard Coxeter
generators, and V is the dual of the Lie algebra of a fixed maximal torus T∨k in G∨k ,
with the action factoring through the canonical action of the (finite) Weyl group Wf

of (G∨k , T
∨
k ). This representation does not satisfy the technical conditions imposed

in [So], so that a different definition of Soergel bimodules is required.
Various alternative definitions of categories of Soergel bimodules have been pro-

posed in the recent years by Fiebig [Fi] (involving sheaves on moment graphs),
Elias–Williamson [EW] (in terms of a monoidal category defined by generators and
relations involving planar diagrams), Juteau–Mautner–Williamson [JMW] (involv-
ing parity complexes) or Abe [Ab1] (involving bimodules with extra structures).
Some of these definitions apply in our context, and give rise to essentially equiv-
alent categories; in fact some will be used in the body of the paper. But they all
have one drawback, which is that they do not “see” an essential ingredient that is
specific to the case of affine Weyl groups (rather than a general Coxeter system),
namely the relation with the geometric Satake equivalence [MV] and the Langlands

1The main player in this paper will rather be the extended affine Weyl group, for which we
reserve the notation W .
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dual group G∨k . For that reason we will consider a different (although equivalent)
realization of the category of Soergel bimodules, in terms of certain representations
of the universal centralizer associated with G∨k . Earlier instances of relations be-
tween Soergel bimodules for affine Weyl groups and representations of universal
centralizers can be found in [Dod, MR, BR2].

1.3. Categories of perverse sheaves. Now we can start explaining the definition
of the categories we aim at describing. Let F be an algebraically closed field of
characteristic p > 0, and let G be a connected reductive algebraic group over F,
with a choice of (negative) Borel subgroup B and maximal torus T ⊂ B. Let z be
an indeterminate, and let LG and L+G be the associated loop group and arc group,
i.e. the group ind-scheme, resp. group scheme, over k representing the functor

R 7→ G(R((z))), resp. R 7→ G(R[[z]]).

Let also I ⊂ L+G be the Iwahori subgroup obtained as the preimage of B under
the canonical morphism L+G→ G, and let Iu be its pro-unipotent radical, namely
the preimage of the unipotent radical U of B. The affine flag variety FlG is defined
as the fppf quotient LG/I; it is known to be represented by an ind-projective ind-

scheme. For technical reasons we will also consider the fppf quotient F̃lG := LG/Iu;
this quotient is represented by an ind-scheme of ind-finite type, and the natural

morphism F̃lG → FlG is a (Zariski locally trivial) T -torsor.
Let k be an algebraic closure of F`, where ` is a prime number different from

p. We will denote by DI,I and DIu,I the I-equivariant and Iu-equivariant derived
categories of constructible étale k-sheaves on FlG, respectively. We will also denote
by PI,I and PIu,I the hearts of the perverse t-structures on these categories. The
category DI,I admits a natural convolution operation ?I, which endows it with a
monoidal structure.

Let GrG be the affine Grassmannian of G, defined as the fppf quotient LG/L+G
(which is, again, represented by an ind-projective ind-scheme over F). Denote by
DL+G,L+G the L+G-equivariant derived category of constructible étale k-sheaves on
GrG, and by PL+G,L+G the subcategory of perverse sheaves. This category is the
main ingredient in the geometric Satake equivalence. Namely, convolution defines
a monoidal product ?L+G on DL+G,L+G, which turns out to be exact with respect
to the perverse t-structure, hence to induce a monoidal product on PL+G,L+G. The
geometric Satake equivalence, proved in this setting in [MV], provides an equiva-
lence of monoidal categories

(1.1) (PL+G,L+G, ?L+G) ∼= (Rep(G∨k ),⊗)

where G∨k is the connected reductive algebraic group over k which is Langlands dual
to G and Rep(G∨k ) is its category of finite-dimensional algebraic representations.

A way to “upgrade” L+G-equivariant perverse sheaves on GrG to I-equivariant
perverse sheaves on FlG has been proposed by Gaitsgory [Ga1]. More specifically,
this construction provides a canonical t-exact monoidal functor

Z : (DL+G,L+G, ?L+G)→ (DI,I, ?I),

which admits various favorable properties and structures (in particular, a “mon-
odromy” automorphism) that will not be recalled in detail here.

Our goal is therefore to provide “combinatorial” descriptions of the categories
PI,I and PIu,I, in a way compatible with the functor Z and the geometric Satake
equivalence.



4 R. BEZRUKAVNIKOV AND S. RICHE
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Figure 1.1. Bounds on `

1.4. The equivariant regular quotient. A first step in this direction has been
obtained (jointly with L. Rider) in [BRR]. Contrary to the case of DL+G,L+G,
the monoidal structure on DI,I is unfortunately not compatible with the perverse
t-structure, in the sense that ?I is neither left nor right exact. In order to take
advantage of this structure while staying in the world of abelian categories, we
consider a category that we call the “regular quotient” P0

I,I of PI,I. Recall that
the simple objects in PI,I are in a canonical bijection with the elements in the
extended affine Weyl group W associated with G. Then P0

I,I is defined as the Serre
quotient of PI,I by the Serre subcategory generated by the simple objects whose
label has positive length (equivalently, whose support is not a point). The simple
objects in P0

I,I are uninteresting (they are labeled by length-0 elements in W ), but
the extensions between these objects are more subtle. The convolution product ?I

induces in a natural way a monoidal product ?0
I on P0

I,I, which is exact on both
sides.

The main result of [BRR] is the following claim. Here we denote by Z 0 the
composition

Rep(G∨k )
(1.1)−−−→
∼

PL+G,L+G
Z−→ PI,I → P0

I,I

where the third functor is the natural quotient functor. (This composition is easily
seen to be monoidal.)

Theorem 1.1. Assume that the following conditions are satisfied:

(1) the quotient of X∗(T ) by the root lattice of (G,T ) is free;
(2) the quotient of X∗(T ) by the coroot lattice of (G,T ) has no `-torsion;
(3) for any indecomposable factor in the root system of (G,T ), ` is strictly

bigger than the corresponding value in Figure 1.1.

Let u ∈ G∨k be a regular unipotent element. There exists an equivalence of monoidal
categories

ΦI,I : (P0
I,I, ?

0
I )
∼−→ (Rep(ZG∨k (u)),⊗)

such that ΦI,I ◦Z 0 identifies with the restriction functor Rep(G∨k )→ Rep(ZG∨k (u)).

Remark 1.2. (1) The first two assumptions in Theorem 1.1 are rather standard.
The third assumption is an artefact of the method of proof of one of the
crucial claims in [BRR]; we expect that this assumption can be weakened
at least to the requirement that ` is good for G.

(2) For V in Rep(G∨k ), the functor ΦI,I sends the monodromy automorphism of
Z 0(V ) to the action of u on V .

The proof of Theorem 1.1 is based on a general result regarding central functors
whose domain is a category of representations of an affine group scheme over a
field; see [BRR, Lemma 3.1] for a precise statement. (This statement first appeared
in [B1].) This statement immediately provides an equivalence between a certain full
subcategory of P0

I,I and the category of representations of a closed subgroup scheme

of G∨k ; what remains to be checked in order to obtain the theorem is that this full
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subcategory is the whole of P0
I,I, and that the subgroup is ZG∨k (u) for a certain

regular unipotent element u. Note that the freedom in the choice of the element u
is closely related to the fact that there does not exist any “canonical” fiber functor
on the category P0

I,I; in fact, a choice of such a fiber functor is essentially equivalent
to a choice of a regular unipotent element u.

1.5. The monodromic regular quotient. Theorem 1.1 has a clean formulation,
but it has the drawback that the category DI,I cannot be recovered from the regular
quotient P0

I,I. In order to solve this issue one might be tempted to play the same

game with the category DIu,I instead of DI,I. (In fact, standard arguments guarantee
that if P0

Iu,I
is defined by the same procedure as P0

I,I, then the quotient functor

PIu,I → P0
Iu,I

is fully faithful on tilting perverse sheaves, and the category DIu,I

identifies with the bounded homotopy category of the category of tilting perverse
sheaves. In this sense, DIu,I can be recovered from P0

Iu,I
.)

However, in this process one looses the monoidal product, which was crucial for
the construction of the functor ΦI,I. To remedy this, one needs to work instead
with the category DIu,Iu which is the full triangulated subcategory of the derived

category of constructible complexes of k-sheaves on F̃lG generated by complexes
obtained by pullback from Iu-equivariant complexes on FlG. This category admits
a natural perverse t-structure, whose heart will be denoted PIu,Iu . Once again the
simple objects in PIu,Iu are in bijection with W , and we can define the monodromic
regular quotient P0

Iu,Iu
as the quotient by the Serre subcategory generated by simple

objects whose label has positive length. There exists a natural convolution product
?Iu on DIu,Iu , which is not exact, but which induces in a natural way a monoidal
product ?0

Iu
on P0

Iu,Iu
. (This product is only right exact on both sides.) The pullback

functor DI,I → DIu,Iu induces an exact monoidal functor

(1.2) (P0
I,I, ?

0
I )→ (P0

Iu,Iu , ?
0
Iu).

Compared with P0
I,I, the category P0

Iu,Iu
has two new “directions of deformation,”

corresponding to the replacement of I by Iu on both sides. On the geometric
side, the corresponding process is the replacement of ZG∨k (u) by a group scheme

constructed out of the “universal centralizer” over G∨k . This universal centralizer
is an affine group scheme over G∨k whose fiber over a closed point g ∈ G∨k is the
scheme-theoretic centralizer ZG∨k (g). Its restriction to the regular locus in G∨k is

smooth. We consider a “Steinberg section” Σ ⊂ G∨k , a certain section of the adjoint
quotient G∨k → G∨k /G

∨
k
∼= T∨k /Wf which consists of regular elements. (Here, T∨k

is the canonical maximal torus in G∨k , and Wf is the Weyl group of (G∨k , T
∨
k ),

which identifies with the Weyl group of (G,T ).) The restriction JΣ of the universal
centralizer to Σ is therefore a smooth affine group scheme over the affine scheme
Σ. We consider D := T∨k ×T∨k /Wf

T∨k , seen as a scheme over Σ via the identification

Σ ∼= T∨k /Wf , and set

JD := D×Σ JΣ,

a smooth affine group scheme over D. We consider the category

Rep0(JD)

of representations of JD whose underlying OD-module is coherent and set-theore-
tically supported on {(e, e)} ⊂ D. The tensor product of O(T∨k )-bimodules endows
this category with a monoidal product ~.
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The point in Σ corresponding to the image of the unit e ∈ T∨k in T∨k /Wf is
a regular unipotent element u, and by construction the fiber of JD over (e, e) is
ZG∨k (u). We therefore have a natural exact monoidal functor

(1.3) Rep(ZG∨k (u))→ Rep0(JD)

induced by pushforward along the embedding {(e, e)} ↪→ D.
The first main result of the present paper is the following claim.

Theorem 1.3. Assume that the conditions in Theorem 1.1 are satisfied. There
exists an equivalence of monoidal categories

ΦIu,Iu : P0
Iu,Iu

∼−→ Rep0(JD)

such that the following diagram commutes:

P0
I,I

ΦI,I //

(1.2)

��

Rep(ZG∨k (u))

(1.3)

��
P0

Iu,Iu

ΦIu,Iu // Rep0(JD).

The general result that was the basis for the proof of Theorem 1.1 has no ver-
sion for group schemes over a base. Our proof of Theorem 1.3 therefore follows a
different, and more specific, approach. We make the functor appearing in Theo-
rem 1.1 more explicit, and then provide an explicit “deformation” of this functor by
deforming each of its constituents. Precisely defining these deformations requires
recalling and generalizing a number of known tools in this domain (in particular,
from [B2]), and proving that the functor constructed in this way has the expected
properties turns out to be long and technical; these tasks occupy a large part of
the paper.

The functor ΦIu,Iu also admits some compatibility properties with an appropriate
version of the central functor Z. These properties are however more difficult to spell
out, and will not be discussed in this introduction.

Remark 1.4. The action of G on the base point in F̃lG induces a closed embed-

ding G/U ↪→ F̃lG. As in the definition of DIu,Iu , we define the category DU,U as
the triangulated subcategory of the derived category of U -equivariant constructible
k-sheaves on G/U generated by objects obtained by pullback from U -equivariant
complexes on G/B. This category admits a natural perverse t-structure, and the
simple objects in its heart PU,U are in bijection with Wf . We can then define P0

U,U

as the Serre quotient of PU,U by the Serre subcategory generated by simple objects
whose label has positive length. A variation on the constructions of [BR1] (ex-
plained in Section 8) provides an equivalence of monoidal categories between P0

U,U

and the category Coh0(D) of coherent sheaves on D which are set-theoretically
supported on {(e, e)}. The equivalence ΦIu,Iu is also compatible with this equiv-
alence, using the functor P0

U,U → P0
Iu,Iu

induced by pushforward along the closed

embedding G/U ↪→ F̃lG and the functor Coh0(D) → Rep0(JD) sending a coherent
sheaf to itself with the trivial structure as a representation.

1.6. Description of tilting perverse sheaves. As explained in §1.5, one moti-
vation for considering the category P0

Iu,Iu
is that one can reconstruct the category

DIu,Iu out of it. This can however not be done directly as in the case of DIu,I,
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essentially because there is no appropriate notion of tilting perverse sheaves in this
category. For this one needs to use a “completed” version D∧Iu,Iu of DIu,Iu , con-

structed following a procedure developed by Yun in an appendix to [BY]. The
category D∧Iu,Iu is triangulated, it contains DIu,Iu as a full triangulated subcategory,

and it is endowed with a perverse t-structure whose heart is denoted P∧Iu,Iu . In

P∧Iu,Iu we have an appropriate notion of tilting objects; the full subcategory of tilt-

ing perverse sheaves will be denoted T∧Iu,Iu . We have a canonical equivalence of
categories

(1.4) KbT∧Iu,Iu
∼−→ D∧Iu,Iu ,

so that D∧Iu,Iu can be reconstructed from T∧Iu,Iu .

The monoidal product ?Iu admits a natural “extension” to a (triangulated)
monoidal product ?̂ on D∧Iu,Iu , which stabilizes the subcategory T∧Iu,Iu . With these

structures, (1.4) becomes an equivalence of monoidal categories.
On the coherent side, we consider the scheme D∧ obtained as the spectrum of

the completion of O(D) with respect to the ideal of the point (e, e). We also set

J∧D := D∧ ×D JD.

The category Rep(J∧D) of representations of the group scheme J∧D on coherent OD∧-
modules admits once again a canonical monoidal product~. It also contains natural
objects B∧s attached to simple reflections s ∈ S, and natural objects M∧

ω attached
to length-0 elements ω in W . We define the category SRep(J∧D) of “Soergel repre-
sentations” of J∧D as the full subcategory generated under ~, direct sums and direct
summands by the objects B∧s and M∧

ω .
The second main result of the paper is the following claim.

Theorem 1.5. Assume that the conditions in Theorem 1.1 are satisfied. There
exists an equivalence of monoidal categories

(T∧Iu,Iu , ?̂)
∼−→ (SRep(J∧D),~).

From the description in Theorem 1.5 one obtains (at least in theory) a description
of the category D∧Iu,Iu and its subcategory DIu,Iu , and also of the category DIu,I.
Making this description explicit, in terms of coherent sheaves on the Steinberg
variety of G∨k , will be the subject of the third part of this project.

The proof of Theorem 1.5 proceeds by describing each side of the equivalence
in terms of the categories appearing in Theorem 1.3. (This description is similar
to the description of finitely generated modules over the completion A∧ of a noe-
therian ring A with respect to an ideal I in terms of sequences of modules over
the quotients A/Im for m ≥ 0.) On the coherent side, this uses restriction to the
various infinitesimal neighborhoods of the preimage of the base point in T∨k /Wf .
On the perverse side, this uses some “truncation” functors which “kill” powers of
the ideal of this base point acting by monodromy.

1.7. Applications. We finish the paper with some direct applications of Theo-
rem 1.5. The first of these applications is concerned with the study of tilting per-
verse sheaves in PIu,I. The general theory of highest weight categories shows that
isomorphism classes of indecomposable tilting perverse sheaves are in a canonical
bijection with W ; the indecomposable object attached to w ∈ W will be denoted
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Tw. The main combinatorial information one might hope to compute on these ob-
jects is encoded in the multiplicities (Tw : ∆I

y) of a given standard perverse sheaf

∆I
y in a standard filtration of Tw.
The following claim is obtained as a consequence of Theorem 1.5.

Corollary 1.6. Assume that the conditions in Theorem 1.1 are satisfied, and as-
sume moreover that either G = GLn or ` is very good for G. For any y, w ∈W we
have

(Tw : ∆I
y) = `hy,w(1),

where the polynomials (`hy,w : y, w ∈ W ) are the `-Kazhdan–Lusztig polynomials
attached to W (and its standard realization) as in [JW].

Similar descriptions of tilting multiplicities in terms of Kazhdan–Lusztig-type
polynomials were previously obtained in the characteristic-0 setting (for the flag
variety of any Kac–Moody group, see [Yu, BY]), and for positive-characteristic co-
efficients on “finite” flag varieties G/B, see [AR1]. Such formulas are also proved for
“mixed” perverse sheaves (on the flag variety of any Kac–Moody group) in [AMRW];
from such information one can however not directly deduce information on the “or-
dinary” perverse sheaves we consider here.

In order to prove Corollary 1.6 we relate the category SRep(J∧D) to the “ordinary”
Hecke category attached to W as in [EW, JW, RW1]. This involves a comparison
of SRep(J∧D) with an “additive” version defined in terms of the universal centralizer
over the Lie algebra of G∨k , and then the use of the recent “bimodule theoretic”
description of the Hecke category by Abe [Ab1]. (This second step has already been
used in our previous paper [BR2].)

These methods also provide an alternative way of constructing the “Koszul du-
ality” of [AMRW] in the affine case, following the method used in the “finite” case
in [AR2]; as a byproduct, we also obtain a construction of a “degrading” functor
relating mixed perverse sheaves to ordinary perverse sheaves (again, in the affine
case); see §13.4 for details.

Finally, in §13.5 we explain that our results also imply a weak form of the
Finkelberg–Mirković conjecture [FM] relating the principal block of a semisimple
algebraic group with Iwahori-constructible perverse sheaves on the affine Grassman-
nian of the dual group, which provides yet another proof of Lusztig’s conjecture
on characters of simple modules in large characteristics. (A stronger form of the
Finkelberg–Mirković conjecture will be obtained in the third part of this project.)

1.8. Contents. In Section 2 we prove or recall a number of facts regarding the
geometry of the (multiplicative) Steinberg variety. In particular we explain the
construction of the Steinberg section and recall some facts about the universal
centralizer group scheme. In Section 3 we explain various incarnations of the “Hecke
category” attached to an affine Weyl group.

Sections 4–7 are devoted to reminders on essentially known constructions regard-
ing categories of constructible sheaves on affine flag varieties. More specifically, in
Section 4 we introduce these categories, recall Gaitsgory’s construction relating the
Satake category to Iwahori-equivariant perverse sheaves on the affine flag variety,
and recall the construction of the main player of [BRR] (the equivariant regular
quotient) and the main result of that paper (an equivalence of categories relating
this equivariant regular quotient to representations of the centralizer of a regular
unipotent element in the dual group). In Section 5 we introduce one of the main
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players of the present paper, the “monodromic regular quotient” category. In Sec-
tion 6 we recall Yun’s construction of the “free-monodromic derived category” and
its perverse t-structure. Finally, in Section 7 we discuss a free-monodromic variant
of Gaitsgory’s construction, following a similar construction in [B2].

Sections 8–11 contain our main constructions, and the proofs of our main results.
First, in Section 8 we reinterpret the results of [BR1] from a slightly different per-
spective, thereby providing a “reconstruction” of the base scheme D from perverse
sheaves on G/U . In Section 9 we prove some technical results regarding a “trun-
cation” operation on perverse sheaves that will be required later. In Section 10
we construct our functor ΦIu,Iu and prove a slightly more precise version of Theo-
rem 1.3 (see Theorem 10.1). Then in Section 11 we explain how to deduce a slightly
more precise version of Theorem 1.5 (see Theorem 11.2).

In Section 12 we explain variants of Theorems 1.3 and 1.5 which describe the
more familiar category PIu,I. Finally, in Section 13 we prove the applications of our
results described in §1.7. (In particular, we prove Corollary 1.6 in Corollary 13.7.)

The paper finishes with four appendices, each discussing a technical construction
which is required in the course of our proofs.

1.9. Notation and conventions. Unless otherwise specified, a “module” will
mean a left module, and a “comodule” will mean a right comodule. If A is a
ring, we will denote by Mod(A), resp. Modr(A), the category of A-modules, resp. of
right A-modules. If A is noetherian, resp. right noetherian, the subcategory of
finitely generated modules will be denoted Modfg(A), resp. Modfg

r (A).
Given an affine group scheme H over a noetherian scheme X, we will denote by

Rep∞(H) the category of representations of H, and by Rep(H) the full subcategory
of representations whose underlying OX -module is coherent. In most cases we will
encounter below X will be affine; in this case we will identify Rep∞(H) with the
category of comodules over the O(X)-Hopf algebra O(H), and Rep(H) with the
subcategory of comodules which are finitely generated as O(X)-modules.

In this paper we will make extensive use of the theory of pro-objects and ind-
objects in categories, for which we refer to [KS, Chap. 6]. (For us, all pro-objects
will be parametrized by Z≥0 with the standard order. On the other hand, ind-
objects will be parametrized by arbitrary filtrant categories.) In particular, we
will repeatedly use the property that any functor “extends” in a canonical way to a
functor between categories of pro-objects or ind-objects; see [KS, Proposition 6.1.9].
We will also use the fact that the category of ind-objects in an abelian category is
itself abelian; see [KS, Theorem 8.6.5(i)].
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2. Coherent sheaves on the Steinberg variety

In this section we collect a number of results on the geometry of various varieties
associated with a connected reductive algebraic group, and coherent sheaves on
such varieties, that will be required in later sections.

2.1. Notation. We fix an algebraically closed field k of characteristic `, and a
connected reductive algebraic group G over k whose derived subgroup DG is simply
connected. We choose a Borel subgroup B ⊂ G and a maximal torus T ⊂ B, and
denote by U the unipotent radical of B. The respective Lie algebras of G, B, T
will be denoted g, b, t. The Borel subgroup of G opposite to B (with respect to
T) will be denoted B+, and its unipotent radical will be denoted U+..

We will denote by Wf the Weyl group of (G,T), and by U the unipotent radical
of B. We will also denote by R ⊂ X∗(T) the root system of (G,T), and by
R∨ ⊂ X∗(T) the corresponding coroots; for any root β ∈ R, we will denote by β∨

the associated coroot. The choice of B determines a system R+ ⊂ R of positive
roots, chosen so that the T-weights on Lie(U) are the negative roots. The associated
basis of R will be denoted Rs. We will denote by X∗+(T) ⊂ X∗(T) the submonoid
of weights which are dominant with respect to R+, and by � the order on X∗(T)
such that λ � µ iff µ−λ is a sum of positive roots. The choice of R+ also determines
a system Sf ⊂Wf of Coxeter generators; the longest element with respect to this
structure will be denoted w◦.

The following classical result of Steinberg (after earlier work of Pittie, see [S2])
will be crucial in later sections.

Theorem 2.1. The O(T/Wf)-module O(T) is free of rank #Wf .

Remark 2.2. In [S2] the author assumes that the group under consideration is
semisimple (and simply connected). However the proof applies in above setup, as
checked in detail in [Go2, §10.1.1].

For any connected reductive algebraic group H over k, we will denote by Hreg ⊂
H the open subscheme of regular elements, i.e. the unique open subscheme whose
k-points are the elements g ∈ H whose centralizer ZH(g) has dimension the rank of
G (i.e. the minimal possible dimension). If H′ is another connected reductive group
and ϕ : H′ → H is a finite central isogeny, then for any closed point h ∈ H′ we
have dimZH′(h) = dimZH(ϕ(h)) (see e.g. [Ku, Proposition 2.3]); as a consequence
we have

(2.1) H′reg = ϕ−1(Hreg).

2.2. The adjoint quotient and Steinberg’s section. Consider the adjoint quo-
tient G/G. It is a classical fact that the embedding T ⊂ G induces an isomorphism

(2.2) T/Wf
∼−→ G/G;

see e.g. [Lee] for a proof of this theorem over any commutative ring (and for any
reductive group admitting a maximal torus). We will denote by χ : G → T/Wf

the composition of the adjoint quotient morphism with the identification (2.2).
The algebra O(G/G) admits a basis (as a k-vector space) parametrized by

X∗+(T) ⊂ X∗(T) and defined as follows. For any M in the category Rep(G) of
finite-dimensional algebraic G-modules, we denote by ch(M) : G → A1

k the func-
tion sending g ∈ G to the trace of its action on M . For λ ∈ X∗+(T) we denote
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by L(λ) the simple G-module with highest weight λ, i.e. the socle of the induced

module IndG
B (λ). Then (ch(L(λ)) : λ ∈ X∗+(T)) is a k-basis of O(G/G). More

generally, for any family (Mλ : λ ∈ X∗+(T)) of G-modules such that

(2.3) [Mλ : L(λ)] = 1 and [Mλ : L(µ)] 6= 0⇒ µ � λ,
the family (ch(Mλ) : λ ∈ X∗(T)) is a k-basis of O(G/G).

Under our assumption that DG is simply connected, the adjoint quotient can be
described more explicitly, as follows. First, recall that (without any assumption)
the quotient G/DG of G by its normal subgroup DG is a torus, whose lattice of
characters is determined by the fact that the pullback under the composition

(2.4) T ↪→ G→ G/DG

provides an identification

(2.5) X∗(G/DG)
∼−→ {λ ∈ X∗(T) | ∀α ∈ Rs, 〈λ, α∨〉 = 0}.

If λ belongs to the right-hand side, then the G-module L(λ) is one-dimensional,
with the G-action given by the associated character of G.

On the other hand, the intersection T ∩DG is a maximal torus of DG, and we
have a surjective restriction morphism X∗(T) → X∗(T ∩ DG). For each α ∈ R,
the coroot α∨ takes values in T∩DG; the map 〈−, α∨〉 therefore factors through a
map X∗(T∩DG)→ Z, which identifies with the similar map for the root α|T∩DG

of DG. For each α ∈ Rs we have the fundamental weight $α ∈ X∗(T ∩ DG),
which is characterized by the property that 〈$α, β

∨〉 = δα,β for β ∈ Rs. Let us fix,
for each α ∈ Rs, a lift ωα ∈ X∗(T) of $α. Then, using the identification (2.5) we
obtain an isomorphism of Z-modules

(2.6) ZRs ×X∗(G/DG)
∼−→ X∗(T)

given by

((mα : α ∈ Rs), λ) 7→ λ+
∑
α∈Rs

mαωα,

which in turn provides an identification

(2.7) T ∼= (Gm)Rs ×G/DG,

such that (Gm)Rs × {e} corresponds to T ∩ DG and the projection T → G/DG
coincides with (2.4).

For α ∈ Rs, we set χα := ch(L(ωα)) : G→ A1
k.

Lemma 2.3. The morphisms (χα : α ∈ Rs) and the projection G→ G/DG induce
an isomorphism

G/G
∼−→ ARs

k × (G/DG).

Proof. Since G/DG is a torus we have

O(G/DG) =
⊕

ν∈X∗(G/DG)

kν,

and our morphism is induced by the morphism

O(G/DG)⊗k k[Xα : α ∈ Rs]→ O(G/G)

sending ν ⊗
∏
αX

mα
α to

(2.8) ch
(
L(ν)⊗

⊗
α

L(ωα)⊗mα
)
.
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Now (2.6) restricts to a bijection

(Z≥0)Rs ×X∗(G/DG)
∼−→ X∗+(T).

The family of characters (2.8) can therefore be considered as parametrized by
X∗+(T). As such, the corresponding family of G-modules satisfies the conditions
spelled out in (2.3), and these characters therefore form a basis of O(G/G). Our
algebra morphism sends a k-basis to a k-basis, hence is an isomorphism. �

We now explain how to construct a “Steinberg section” for χ, i.e. a closed sub-

scheme Σ ⊂ G contained in Greg such that the composition Σ ↪→ G
χ−→ T/Wf

is an isomorphism. (This construction is due to Steinberg [S1] in the case G is
semisimple; the extension to reductive groups is due to De Concini–Maffei [DCM].)
Let us fix a numbering (α1, · · · , αr) of Rs. For i ∈ {1, · · · , r}, we will denote by
Uαi and U−αi the root subgroups of G associated with αi and −αi respectively.
We will also chose a lift ni ∈ NG(T) of the simple reflection si ∈ Wf associated
with αi which belongs to DG. Let us denote by A ⊂ T the subtorus given by the
image of {e} ×G/DG under the identification (2.7). We then set

Σ := A ·Uα1n1 · (· · · ) ·Uαrnr.

Standard properties of the Bruhat decomposition (see e.g. [Hu, §4.15] for details)
show that the map

(u1, · · · , ur) 7→ u1n1u2n2 · · ·urnr · (n1 · · ·nr)−1

induces a closed embedding Uα1
× · · · ×Uαr ↪→ U+; this shows that Σ is a closed

subscheme of G, isomorphic to A×Ark. The other properties of Σ announced above
are proved in the following proposition.

Proposition 2.4. (1) We have Σ ⊂ Greg.
(2) The composition

Σ ↪→ G
χ−→ T/Wf

is an isomorphism.

Proof. (1) It is clear that we have

Σ = Uα1
n1 · (· · · ) ·Uαrnr · ((n1 · · ·nr)−1An1 · · ·nr) ⊂ Uα1

n1 · (· · · ) ·Uαrnr ·T,
so that it is enough to prove that the right-hand side is contained in Greg. Now
if Z is the neutral component of the reduced center Z(G)red, as explained in [Ja,
§1.18] multiplication induces a finite central isogeny

ϕ : Z×DG→ G.

By (2.1) we have

ϕ−1(Greg) = (Z×DG)reg = Z× (DG)reg.

Now by Steinberg’s results for semisimple groups (see [S1] and [Hu, §4.20]) we have

Uα1
n1 · (· · · ) ·Uαrnr · (T ∩DG) ⊂ (DG)reg.

(Steinberg’s results involve elements in Uα1
n1 · (· · · ) · Uαrnr, but the choice of

the elements ni can be arbitrary; for the various choices of these elements, the
corresponding “Steinberg sections” cover Uα1

n1 · (· · · ) ·Uαrnr · (T ∩ DG).) We
deduce that

ϕ−1(Uα1
n1 · (· · · ) ·Uαrnr ·T) ⊂ ϕ−1(Greg),
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and then that Uα1
n1 · (· · · ) ·Uαrnr ·T ⊂ Greg, as desired.

(2) Let us fix, for any i ∈ {1, · · · , r}, an isomorphism uαi : A1
k
∼−→ Uαi . Then we

have an isomorphism

A× Ark
∼−→ Σ,

given by (a, (c1, · · · , cr)) 7→ auα1(c1)n1uα2(c2)n2 · · ·uαr (cr)nr. Using this isomor-
phism and that of Lemma 2.3, one can consider the morphism of the proposition as
a morphism from A× Ark to itself. It is clear from definitions that its composition
with the projection A× Ark → A coincides with this projection.

Now we consider the composition of our morphism with projection on Ark. For
this, we define a partial order v on {1, · · · , r} by declaring that i @ j if there
exists a dominant weight λ for (DG,T ∩ DG) such that $j − λ is a sum of
positive roots and 〈λ, α∨i 〉 > 0. (Here, the positive roots for DG are taken as
the restrictions of those for G. For an explanation of why this defines an order,
see [Hu, §4.16].) For any i ∈ {1, · · · , r}, a ∈ A and (c1, · · · , cr) ∈ Ark, the value
of χαi(auα1

(c1)n1uα2
(c2)n2 · · ·uαr (cr)nr) can be computed as the sum (over the

weights λ of L(ωi)) of the traces of the linear maps

L(ωi)λ ↪→ L(ωi)
auα1

(c1)n1uα2
(c2)n2···uαr (cr)nr−−−−−−−−−−−−−−−−−−−−−−→ L(ωi)� L(ωi)λ

where the left, resp. right, morphism is the embedding of, resp. projection on, the
λ-weight space of L(ωi) (parallel to other weight spaces). The discussion in [Hu,
§4.17] shows that this morphism vanishes unless λ is dominant, and that

(1) if λ = ωi, there exists di ∈ k× such that the trace is diciωi(a);
(2) otherwise, there exists a polynomial Pλ ∈ k[Xj : j @ i] such that the trace

is λ(a)Pλ((cj)j@i).

From this analysis we see that the algebra morphism O(A× Ark)→ O(A× Ark)
induced by our morphism of schemes A×Ark → A×Ark is an isomorphism, so that
the latter morphism is an isomorphism too. �

2.3. Application to smoothness results. For any closed point g ∈ G, we
will denote by ZG(g) ⊂ G is the scheme-theoretic centralizer of g in G. Re-
call (see [BRR, §§2.1–2.2] for references) that the morphism h 7→ hgh−1 factors
through a locally closed immersion G/ZG(g) → G, whose image is denoted O(g)
(and called the adjoint orbit of g); it is a smooth locally closed subscheme in G,
whose set of k-points is the conjugacy class of g in the usual sense. We will denote
by χreg the restriction of χ to Greg. As a first application of the construction of
the Steinberg section we prove the following claim.

Proposition 2.5. The morphism χreg is smooth. Moreover, for any x ∈ Greg we
have

(χreg)−1(χ(x)) = O(x).

Proof. By a classical characterization of smooth morphisms (see e.g. [Ha, Proposi-
tion III.10.4]), to prove smoothness it suffices to prove that the differential dg(χ) is
surjective for any closed point g ∈ Greg. This property is true by Proposition 2.4(2)
if g ∈ Σ, hence if g is a conjugate of an element of Σ. Now any fiber of χ contains
exactly one regular conjugacy class (see [Hu, §4.14]), and it also contains an element
of Σ, which is regular by Proposition 2.4(1). It follows that any regular element in
G is conjugate to an element of Σ, which finishes the proof that χreg is smooth.
Once this is known, we know that O(g) and (χreg)−1(χ(x)) are smooth, and that
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the morphism O(g)→ (χreg)−1(χ(x)), which is a locally closed immersion (see [SP,
Tag 07RK]) is a bijection on k-points; it is therefore an equality. �

We now consider smoothness of centralizers of regular elements in G. For this we
will have to assume that the (scheme-theoretic) center Z(G) is smooth; by [BRR,
Lemma 2.2], this is equivalent to requiring that X∗(T)/ZR has no `-torsion.

Lemma 2.6. Assume that Z(G) is smooth. Then for any g ∈ Greg the centralizer
ZG(g) is smooth.

Proof. By [Co, Theorem 7.13(1)] the quotient ZG(g)/Z(G) is smooth, which implies
that ZG(g) is smooth under our assumption. (Here the cited theorem applies
to “strongly regular” elements; looking at [Co, Definitions 5.2 and 5.11] one sees
that this notion is equivalent to regularity for reductive groups over k with simply
connected derived subgroup.) �

Remark 2.7. Under the additional assumption that ` is good for G, Lemma 2.6 can
also be deduced from the results of [He].

The following smoothness result will also be crucial below.

Proposition 2.8. Assume that Z(G) is smooth. Then the morphism

G× Σ→ Greg

defined by (g, s) 7→ gsg−1 is smooth and surjective.

Proof. To prove smoothness of our morphism, as in the proof of Proposition 2.5,
what we need to show is that the differential of this morphism at any closed point
of G × Σ is surjective. By G-equivariance, it suffices to do so at points of the
form (e, s) with s ∈ Σ. For such s, from Proposition 2.4(1) and Proposition 2.5 we
obtain that the differential ds(χ) is surjective, and that its kernel is Ts(O(s)). Now
since the composition Σ→ G→ T/Wf is an isomorphism (see Proposition 2.4(2)),
Ts(Σ) is a complement to the kernel of ds(χ), which implies that

(2.9) Ts(G) = Ts(O(s))⊕ Ts(Σ).

The differential of the morphism in the statement is the sum of the differential at
e of the morphism G→ G given by g 7→ gsg−1 and the embedding Ts(Σ)→ Ts(G).
The first of these morphisms can be described as the composition

Te(G)→ Ts(O(s))→ Ts(G),

where the first morphism is the differential of the morphism G → O(s) given by
g 7→ gsg−1. The latter morphism identifies with the quotient morphism G →
G/ZG(s), which is smooth by Lemma 2.6 and the comments in [BRR, §2.1]. Its
differential is therefore surjective, which finishes the proof in view of (2.9).

Once we know that our morphism is smooth, we know that its image is open
(see [SP, Tag 01UA]), so that to prove surjectivity it suffices to prove that this
image contains all closed points of Greg. This property was observed in the course
of the proof of Proposition 2.5. �

Remark 2.9. Proposition 2.8 does not hold in general if Z(G) is not smooth. For
instance, explicit computation shows that when G = SL2(k) the morphism under
consideration is not smooth in characteristic 2.

https://stacks.math.columbia.edu/tag/07RK
https://stacks.math.columbia.edu/tag/01UA
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Let us note the following consequence of Proposition 2.8, which will be used in
Section 10.

Corollary 2.10. Consider the action of G on itself by conjugation, and the induced
action on the algebra O(G). For any G-equivariant O(G)-module M and any

n ∈ Z>0 we have TorO(G)
n (M,O(Σ)) = 0.

Proof. Since G is affine, the category of G-equivariant O(G)-modules is equivalent
to that of G-equivariant quasi-coherent sheaves on G. If we denote by i : Σ → G
the embedding, and consider the derived pullback functor

Li∗ : D−QCoh(G)→ D−QCoh(Σ),

the claim we want to prove is therefore equivalent to the statement that Li∗(F )

is concentrated in degree 0 for any F in QCohG(G). Now the morphism i can be
written as a composition

Σ
j−→ G× Σ→ G

where the first morphism is given by j(s) = (e, s) and the second one is the mor-
phism of Proposition 2.8. Since the latter morphism is smooth (hence flat) and
G-equivariant (for the action on G × Σ induced by multiplication on the left on
the first factor), to prove the desired statement it suffices to prove that for any

G in QCohG(G × Σ) the complex Lj∗(G ) is concentrated in degree 0. Now if
q : G × Σ → Σ is the morphism of projection on the second factor, the functor
q∗ induces an equivalence of categories QCoh(Σ)

∼−→ QCohG(G×Σ); in particular,

any object G of QCohG(G× Σ) is of the form q∗M for some M in QCoh(Σ), and
moreover since q is flat we have q∗M = Lq∗M . We deduce that

Lj∗(G ) ∼= Lj∗Lq∗M = M

since q ◦ j = id; in particular, this complex is indeed concentrated in degree 0. �

2.4. Multiplicative Grothendieck, Springer and Steinberg varieties. Re-
call from [BRR, §2.4] that the multiplicative Springer resolution is the induced
variety

Ũ := G×B U,

where B acts on U via the adjoint action. In this paper we will also consider the
multiplicative Grothendieck resolution

Groth := G×B B,

where B acts on itself by conjugation. We have a natural projective morphism

ν : Groth→ G,

defined by ν([g : b]) = gbg−1 for g ∈ G and b ∈ B. Using this morphism we can
consider the fiber product

St := Groth×G Groth,

which we will call the multiplicative Steinberg variety. We also have a canonical
morphism

η : Groth→ T

sending a class [g : b] to the image of b in B/U
∼←− T. The embedding U ⊂ B

induces a closed embedding Ũ ⊂ Groth, which identifies Ũ with η−1(e).
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If we set

Groth′ := G×T/Wf
T,

it is a classical observation that the morphisms ν and η combine to give a morphism
of schemes

ϑ : Groth→ Groth′.

The morphism ν obviously factors through ϑ, so that we can consider the fiber
product

St′ := Groth′ ×G Groth′ = G×T/Wf
D,

where

D := T×T/Wf
T.

Using the morphism ϑ considered above we obtain a canonical morphism St→ St′.

2.5. Some coherent sheaves on Groth. Let H be an affine k-group scheme of
finite type, and consider the adjoint action of H on itself. Recall that for any
V ∈ Rep(H) the H-equivariant coherent sheaf V ⊗ OH on H (where the equivari-
ant structure is diagonal) admits a canonical “tautological” automorphism mtaut

V

which can be described as follows. Taking global sections induces an equivalence of
categories between CohH(H) and the category of H-equivariant finitely generated
O(H)-modules; under this equivalence, mtaut

V corresponds to the composition

V ⊗ O(H)
∆V ⊗id−−−−→ V ⊗ O(H)⊗ O(H)

id⊗mO(H)−−−−−−→ V ⊗ O(H)

where ∆V : V → V ⊗O(H) is the coaction morphism and mO(H) is the multiplica-
tion morphism in the ring O(H). This construction is functorial in V , but also in H,
in the sense that if K is another affine k-group scheme and f : K→ H is a morphism
of k-group schemes, then the canonical isomorphism f∗(V ⊗OH) ∼= (ForHKV )⊗OK

(where ForHK : Rep(H) → Rep(K) is the “restriction” functor associated with f)
intertwines the automorphisms f∗mtaut

V and mtaut
ForHKV

.

We will consider in particular this construction in the case of the group schemes
G and B. More specifically, for any V in Rep(G) we will consider the automorphism
ν∗(mtaut

V ) of V ⊗ OGroth. It is well known that restriction to

B = {e} ×B ⊂ G×B B = Groth

induces an equivalence of categories

(2.10) CohG(Groth)
∼−→ CohB(B);

under this equivalence, ν∗(mtaut
V ) identifies with mtaut

ForGBV
. On the other hand, we

have a canonical morphism Groth → G/B, from which V ⊗ OGroth is obtained by
pullback of V ⊗ OG/B. If for λ ∈ X∗(T) we denote by OG/B(λ) the line bundle
on G/B associated with λ, and after choosing a completion of � to a total order
≤ on X∗(T), V ⊗ OGroth admits a canonical filtration indexed by (X∗(T),≤) with
associated graded ⊕

µ∈X∗(T)

Vµ ⊗ OG/B(µ).

(Here, Vµ is the T-weight space of weight µ in V .) As a consequence, if we denote
by OGroth(λ) the pullback of OG/B(λ) to Groth, then V ⊗OGroth admits a canonical



MODULAR AFFINE HECKE CATEGORY AND REGULAR CENTRALIZER 17

filtration indexed by X∗(T) with associated graded⊕
µ∈X∗(T)

Vµ ⊗ OGroth(µ).

Under the equivalence (2.10), OGroth(µ) corresponds to kB(µ)⊗OB, and the filtra-

tion above is induced by the obvious filtration on ForGBV indexed by X∗(T) and
with associated graded ⊕

µ∈X∗(T)

Vµ ⊗ kB(µ).

In particular, this shows that ν∗(mtaut
V ) preserves this filtration, and acts on the

subquotient Vµ ⊗ OGroth(µ) by multiplication by the function (µ ◦ η) ∈ O(Groth).
Given λ ∈ X∗+(T), we will say that a representation V ∈ Rep(G) has highest

weight λ if dim(Vλ) = 1 and moreover all the weights µ appearing in V satisfy
µ � λ.

Lemma 2.11. If λ ∈ X∗+(T ) and if V ∈ Rep(G) has highest weight λ, then we
have a canonical embedding

Vw◦(λ) ⊗ OGroth(w◦(λ)) ↪→ V ⊗ OGroth,

whose image is ker(mtaut
V − (w◦(λ) ◦ η) · id).

Proof. The weight w◦(λ) is minimal among the weights of V (with respect to our
choice of order); the desired inclusion is therefore provided by the subobject labelled
by w◦(λ) in our filtration on V ⊗OGroth. As explained above mtaut

V − (w◦(λ) ◦ η) · id
preserves this filtration, and acts trivially on Vw◦(λ)⊗OGroth(w◦(λ)). For any weight
µ of V the induced action on the subquotient Vµ ⊗ OGroth(µ) is multiplication by
the function (µ − w◦(λ)) ◦ η, which is injective if µ 6= w◦(λ); this implies that
Vw◦(λ) ⊗ OGroth(w◦(λ)) identifies with ker(mtaut

V − (w◦(λ) ◦ η) · id). �

2.6. Regular semisimple elements. We will denote by G◦ ⊂ G the open sub-
scheme of “éléments réguliers” in the sense of [SGA32, Exp. XIII, Théorème 2.6].
(In this case the Cartan subgroup attached to T is T itself.) We will denote by
NG(T) the (scheme-theoretic) normalizer of T in G, which is smooth by [SGA32,
Exp. XIII, Lemme 2.0]. One can then consider the scheme G ×NG(T) T, and the
natural morphism

G×NG(T) T→ G.

By definition this morphism restricts to an isomorphism on the preimage of G◦.
This preimage is G ×NG(T) T◦, where T◦ := G◦ ∩ T is the open subscheme of
T whose k-points are the elements t ∈ T such that α(t) 6= 1 for any α ∈ R.
Comparing [SGA32, Exp. XIII, Corollaire 2.5] with [Hu, §2.3], one sees that the
k-points of G◦ are the regular semisimple elements in the usual terminology of the
algebraic groups literature; in particular we have G◦ ⊂ Greg.

Recall from [SGA32, Exp. XIII, Corollaire 2.7] that G◦ is the open subscheme
in G defined by a certain section in O(G). This section is clearly G-invariant,
hence determines an open subscheme (T/Wf)◦ in T/Wf

∼= G/G (see (2.2)) such
that G◦ is the inverse image of (T/Wf)◦ in G. The inverse image of (T/Wf)◦
under the quotient map T → T/Wf is T◦; (T/Wf)◦ therefore identifies with the
quotient T◦/Wf (see [SGA1, Exp. V, Corollaire 1.4]). Note that the inertia group
(in the sense of [SGA1, Exp. V, §2]) of each point in T◦ (with respect to the ac-
tion of Wf) is trivial; in fact, by the analysis at the beginning of [SGA1, Exp. V,
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§2], to justify this claim it suffices to prove that Wf has no fixed point in T◦(K)
for any algebraically closed extension K of k, which follows from the description
of centralizers of semisimple elements in [Hu, §2.2] together with Steinberg’s con-
nected theorem (see [Hu, §2.11]), which applies since DG is assumed to be simply
connected. From the theory reviewed in [SGA1, Exp. V, §2], it follows that we have
a natural isomorphism

(2.11) Wf ×T◦
∼−→ T◦ ×T◦/Wf

T◦

defined by (w, t) 7→ (w · t, t).
We set B◦ := G◦ ∩B.

Lemma 2.12. The morphism defined by (u, t) 7→ utu−1 induces an isomorphism
of schemes

U×T◦
∼−→ B◦.

Proof. We claim that B◦ coincides with the subset of “éléments réguliers” in the
sense of [SGA32, Exp. XIII, Théorème 2.6] applied to the group B. (Here again
the Cartan subgroup associated with T is T itself, but now its normalizer is again
T.) Indeed, if b is a k-point in B◦, then b is “régulier” in B by [SGA32, Exp. XIII,
Corollaire 2.8]. On the other hand, if b is a k-point of B which is “régulier” in B,

then there exists c ∈ B such that cbc−1 ∈ T and (b/t)cbc
−1

= {0}, i.e. α(cbc−1) 6= 1
for any α ∈ −R+. Then cbc−1 ∈ T◦, hence b ∈ G◦, which finishes the proof of our
claim.

Now that this claim is established, we obtain from the definition that the natural
morphism

B×T T→ B

restricts to an isomorphism over the preimage of B◦. The natural embedding
U×T→ B×T T is an isomorphism since B = U×T, and this preimage identifies
with B×T T◦, which finishes the proof. �

2.7. Restrictions to the regular locus. Recall the schemes and morphisms in-
troduced in §2.4. We set

Groth◦ := ν−1(G◦), Groth′◦ := G◦ ×T/Wf
T ∼= G◦ ×T◦/Wf

T◦,

and denote by

ν◦ : Groth◦ → G◦, ϑ◦ : Groth◦ → Groth′◦

the restrictions of ν and ϑ respectively. Similarly, we set

Grothreg := ν−1(Greg), Groth′reg := Greg ×T/Wf
T,

and denote by

νreg : Grothreg → Greg, ϑreg : Grothreg → Groth′reg

the restrictions of ν and ϑ respectively.
The following claim is somewhat standard, but no proof appears in the literature,

to the best of our knowledge.

Proposition 2.13. The morphism ϑreg : Grothreg → Groth′reg is an isomorphism.

As a preparation we prove the following claim.
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Lemma 2.14. The morphism ϑ◦ : Groth◦ → Groth′◦ is an isomorphism. Moreover,
the morphism

G/T×T◦ → Groth◦

defined by (gT, t) 7→ [g : t] is an isomorphism.

Proof. Recall from §2.6 that the natural morphism

G×NG(T) T◦ → G◦

is an isomorphism. We deduce an isomorphism

G◦ ×T◦/Wf
T◦ ∼= G×NG(T) (T◦ ×T◦/Wf

T◦)

where NG(T) acts on the first factor in T◦ ×T◦/Wf
T◦. Combining this with the

isomorphism (2.11), we deduce an identification

G◦ ×T◦/Wf
T◦ ∼= G×NG(T) (NG(T)×T T◦) ∼= G×T T◦.

Here in the right-hand side the action of T on T◦ is trivial, so that this scheme
identifies with G/T × T◦. On the other hand, using Lemma 2.12 we obtain an
identification

Groth◦ ∼= G×B B◦ ∼= G×B (B×T T◦) ∼= G×T T◦,

which finishes the proof. �

Remark 2.15. Since G◦ is an affine open subscheme in G (or since G/T is known
to be affine), Lemma 2.14 implies in particular that Groth◦ is an affine scheme.

Proof of Proposition 2.13. We follow the proof of the analogous statement for Lie
algebras, see [R2]: we will prove that ϑreg is finite and birational, and that its
codomain is smooth and irreducible, which will imply the claim since a finite bira-
tional morphism f : X → Y of integral schemes with Y normal is an isomorphism,
see [SP, Tag 0AB1].

First, since χreg is smooth (see Proposition 2.5) the scheme Groth′reg is smooth

over T, hence smooth. Smoothness (hence flatness) of Groth′reg over T also implies

that Groth′◦ = Groth′reg×T T◦ is dense in Groth′reg, see [SP, Tag 081H]. (The notion
of “scheme theoretic density” used in this statement is equivalent to density in our
present setting, see [SP, Tag 056D].) Now by Lemma 2.14 Groth′◦ is isomorphic to
an open subscheme in the irreducible scheme Groth, hence is itself irreducible; this
implies that Groth′reg is irreducible (see [SP, Tag 004W]).

By Lemma 2.14 again, the restriction of ϑreg to the preimage of G◦ is an iso-
morphism. Since both its domain and its codomain are irreducible, this shows that
this morphism is birational.

Finally we prove that ϑreg is finite, i.e. that it is proper and quasi-finite (see
e.g. [GW, Corollary 12.89]). In fact, this map is proper by [SP, Tag 01W6], since
its composition with the (separated) projection Greg ×T/Wf

T → Greg is proper.
To prove that it is quasi-finite, by [GW, Remark 12.16] it suffices to prove that
the induced map on k-points (i.e. closed points) has finite fibers. Now the map on
k-points induced by νreg has finite fibers, see [Hu, §4.9], hence the same holds for
ϑreg, which finishes the proof. �

https://stacks.math.columbia.edu/tag/0AB1
https://stacks.math.columbia.edu/tag/081H
https://stacks.math.columbia.edu/tag/056D
https://stacks.math.columbia.edu/tag/004W
https://stacks.math.columbia.edu/tag/01W6
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We will denote by Streg, resp. St′reg, the inverse image of Greg under the canonical

morphism St→ G, resp. St′ → G. By Proposition 2.13 the morphism ϑreg induces
an isomorphism

Streg
∼−→ St′reg;

below we will identify these two schemes whenever convenient. (The same comment
applies to Grothreg and Groth′reg.)

2.8. Universal centralizer and Steinberg section. In the rest of this section
we assume that Z(G) is smooth, so that Proposition 2.8 applies.

Recall that for any separated k-scheme X endowed with an action of G, the
associated universal stabilizer is the group scheme over X defined as the fiber
product

SG,X := (G×X)×X×X X,

where the morphism G × X → X × X is defined by (g, x) 7→ (g · x, x), and the
morphism X → X×X is the diagonal embedding. The projection SG,X → G×X
is a closed embedding as a subgroup scheme, so that SG,X is affine over X (but not
flat in general). Its fiber over x ∈ X is the scheme-theoretic stabilizer of x in G.
Moreover, for any G-equivariant coherent sheaf F on X there exists a canonical
action of SG,X on (the underlying coherent sheaf of) F ; see [MR, §2.2] for details.

We will consider in particular this construction in the case X = G with the
adjoint action, and denote by J the resulting group scheme. (In this case, we will
often use the expression “universal centralizer” instead of universal stabilizer, for
obvious reasons.) We will also denote by Jreg, resp. J◦, resp. JΣ, the restriction of J
to Greg, resp. to G◦, resp. to Σ (where Σ is the Steinberg section studied in §2.2).

Remark 2.16. The group scheme J admits a canonical section, induced by the
diagonal embedding G→ G×G. (In other words, this section sends g ∈ G to the
pair (g, g) where the second g is seen in the centralizer of the first g.) The identity
functor of the category Rep∞(J) (identified with the category of O(J)-comodules)
therefore admits a “tautological” automorphism, defined on an O(J)-comodule M
by the composition

M →M ⊗O(G) O(J)→M ⊗O(G) O(G) = M

where the first morphism is the coaction and the second one is induced by restriction
to the canonical section. By restriction, we deduce similar structures for Jreg, J◦
and JΣ.

In the following statement, of course (1) is a consequence of (2), but the proof
will require to prove this claim first. In fact, this is the only claim that will be used
in the rest of the paper; (2) is stated only for completeness.

Lemma 2.17. (1) The group scheme JΣ is smooth (in particular, flat) over
Σ.

(2) The group scheme Jreg is smooth (in particular, flat) over Greg.

Proof. (1) By definition, we have

JΣ = Σ×Greg×Σ (G× Σ)

where the morphism Σ → Greg × Σ is defined by s 7→ (s, s), and the morphism
G× Σ → Greg × Σ is defined by (g, s) 7→ (gsg−1, s). It is clear that both of these
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maps factor through Greg ×T/Wf
Σ, so that

JΣ = Σ×Greg×T/Wf
Σ (G× Σ).

Now by Proposition 2.4(2) the projection Greg×T/Wf
Σ→ Greg is an isomorphism,

so that

JΣ = Σ×Greg (G× Σ)

where the map Σ→ Greg is the obvious closed embedding and the map G× Σ→
Greg is defined by (g, s) 7→ gsg−1. The latter map is smooth by Proposition 2.8,
hence so is the projection JΣ → Σ, which finishes the proof of our claim.

(2) Consider the commutative diagram

G× JΣ
//

��

Jreg

��
G× Σ // Greg

where the vertical maps are induced by the structure morphisms Jreg → Greg and
JΣ → Σ, the lower horizontal arrow is the morphism of Proposition 2.8, and the
upper horizontal arrow is defined by (g, (h, s)) 7→ (ghg, gsg−1) (for g ∈ G, s ∈ Σ
and h ∈ ZG(s)). Using G-equivariance and the corresponding functors of points
one checks that this diagram is cartesian. Since the lower horizontal arrow is smooth
and surjective by Proposition 2.8, so is the upper horizontal arrow. And since the
left vertical arrow is smooth by the case treated above, using [SP, Tag 02K5] we
obtain that the right vertical arrow is smooth, as desired. �

Remark 2.18. Lemma 2.17 can also be deduced from [Co, Theorem 7.13(1)] applied
to the group scheme G×Greg over Greg and its “diagonal” section.

Given a separated scheme S and a separated scheme X → S endowed with an
action of G such that X → S is G-invariant, for any separated scheme S′ and any
morphism S′ → S we have a canonical identification

SG,X×SS′
∼−→ S′ ×S SG,X .

Applying this observation in our context, we obtain that the universal stabilizer for
the G-action on Groth′, resp. on St′, identifies with

T×T/Wf
J, resp. D×T/Wf

J.

In particular, the universal stabilizer for the G-action on Groth′reg, resp. on St′reg,
identifies with

T×T/Wf
Jreg, resp. D×T/Wf

Jreg.

Similarly, the universal stabilizer for the G-action on Groth′◦ identifies with

T◦ ×T◦/Wf
J◦.

Lemma 2.19. There exists a canonical morphism

T×T/Wf
Jreg → Groth′reg ×T

of group schemes over Groth′reg, which restricts to an isomorphism

T◦ ×T◦/Wf
J◦
∼−→ Groth′◦ ×T

over Groth′◦.

https://stacks.math.columbia.edu/tag/02K5
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Proof. As explained above, T×T/Wf
Jreg identifies with the universal stabilizer for

the action of G on Groth′reg = T ×T/Wf
Greg. On the other hand, by Proposi-

tion 2.13 we have a G-equivariant isomorphism Grothreg
∼−→ Groth′reg. In view of

the natural closed immersion Groth ↪→ G ×G/B, the universal stabilizer for the
G-action on Grothreg is contained in the subgroup of G×Grothreg whose fiber over
a point [g : u] ∈ Grothreg is gBg−1; moreover, since the torus T identifies canoni-
cally with the quotient of any Borel subgroup by its derived subgroup, there exists
a canonical morphism from the latter subgroup to T × Grothreg; we deduce the
desired morphism.

Over G◦, by Lemma 2.14 the natural morphism G ×T T → G ×B B induces
an isomorphism G/T × T◦

∼−→ Groth◦, which is G-equivariant if G acts on the
left-hand side via its action on G/T. The universal stabilizer for the action of G
on G/T×T◦ identifies naturally with

(G×T T)×T◦ ∼= G/T×T×T◦.

Under this identification, the restriction to G◦ of the morphism considered above
identifies with the natural isomorphism

G/T×T×T◦
∼−→ (G/T×T◦)×T,

which finishes the proof. �

We will set

ΣT := Σ×T/Wf
T, resp. ΣD := Σ×T/Wf

D,

so that we have a closed immersion ΣT → Groth′, resp. ΣD → St′, which factors
through Groth′reg, resp. St′reg, and whose composition with the natural morphism

Groth′ → T, resp. St′ → D, is an isomorphism. We will also consider the group
schemes

JT := T×T/Wf
JΣ, JD := D×T/Wf

JΣ.

Here JT identifies with the restriction of JD to the diagonal copy of T in D, and
also with the restriction of the universal stabilizer for the G-action on Groth′ to
ΣT. Restricting the morphism of Lemma 2.19 to the preimage of Σ we obtain a
canonical morphism

(2.12) JT → ΣT ×T

of group schemes over ΣT
∼= T, whose restriction to T◦ is an isomorphism.

2.9. Application to coherent sheaves. The universal stabilizers for the actions
of G on Greg, Grothreg and Streg encode the categories of equivariant coherent
sheaves on this schemes, as explained in the following proposition.

Proposition 2.20. Restriction to Σ, resp. to ΣT, resp. to ΣD, induces an equiv-
alence of abelian categories

CohG(Greg)
∼−→ Rep(JΣ),

resp. CohG(Grothreg)
∼−→ Rep(JT),

resp. CohG(Streg)
∼−→ Rep(JD).
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Proof. The proof is similar to that of [R2, Proposition 3.3.11]; the equivalences are
obtained by applying descent theory to the morphisms

G× Σ→ Greg, G× ΣT → Groth′reg, G× ΣD → St′reg,

which are smooth and surjective (hence faithfully flat and quasi compact) by
Proposition 2.8, and then identifying Groth′reg with Grothreg and St′reg with Streg,
see §2.7. �

Lemma 2.21. For any λ ∈ X∗(T), the image of the restriction of OGroth(λ) to
Grothreg under the equivalence

CohG(Grothreg)
∼−→ Rep(JT)

of Proposition 2.20 is the restriction along (2.12) of the (ΣT × T)-module OΣT
⊗

kT(λ).

Proof. The equivalence under consideration is induced by restriction to ΣT ⊂
Grothreg. Now ΣT identifies with T, hence any line bundle on this scheme is trivial
by [SP, Tag 0BDA]. In particular, there exists an isomorphism

OGroth(λ)|ΣT
∼= OΣT

;

we fix a choice for this isomorphism. Now this line bundle has a canonical structure
of representation of JT; in other words it is endowed with a coaction morphism

Γ(ΣT,OGroth(λ)|ΣT
)→ Γ(ΣT,OGroth(λ)|ΣT

)⊗O(ΣT) O(JT).

In view of our identification above there exists a group-like element % ∈ O(JT), or
in other words a morphism of group schemes

%′ : JT → ΣT ×Gm,

such that this coaction morphism is given by m 7→ m ⊗ %. To conclude the proof,
we have to show that %′ is the composition

JT
(2.12)−−−−→ ΣT ×T

id×λ−−−→ ΣT ×Gm.

Since JΣ is flat over Σ, to prove this claim it suffices to prove that the two morphisms
under consideration coincide on the open subscheme T◦ ×T/Wf

JΣ.
Consider the restriction OGroth◦(λ) of OGroth(λ) to Groth◦. Under the identifica-

tion G/T×T◦
∼−→ Groth◦ (see Lemma 2.14), this line bundle is the pullback of the

line bundle OG/T(λ) on the affine scheme G/T associated with λ. As in the proof
of Lemma 2.19, the universal stabilizer for the action of G on G/T identifies with
G/T×T; under this identification, the action of this group scheme on OG/T(λ) is
via λ, or in other words corresponds to the coaction morphism

Γ(G/T,OG/T(λ))→ Γ(G/T,OG/T(λ))⊗k O(T)

given by m 7→ m⊗λ. We deduce a similar claim for the pullback of this line bundle
to G/T×T◦, i.e. for OGroth◦(λ), and then for its restriction to

Groth◦ ∩ ΣT = T◦ ×T/Wf
Σ,

which finishes the proof. �

https://stacks.math.columbia.edu/tag/0BDA
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3. Some Hecke categories

We continue with the setting of Section 2, still assuming that Z(G) is smooth.
In §§3.1–3.3 we introduce some basic constructions that will be used in the proofs
of our main results. From §3.4 on we treat more technical constructions that will
be required only for the applications in Section 13. These subsections might be
skipped at first reading.

3.1. Affine and extended affine Weyl groups. The extended affine Weyl group
of (G,T) is the semidirect product

W := Wf nX∗(T).

The affine Weyl group of (G,T) is the subgroup

W′ := Wf n ZR.

For λ ∈ X∗(T), we will denote by t(λ) the associated element of W. It is a standard
fact that there exists a natural subset S ⊂W′ containing Sf and such that (W′,S)
is a Coxeter system; more precisely S consists of the elements of Sf together with
the products t(β)sβ where β is a maximal short root. By construction, Wf is then
a parabolic subgroup in W′.

If we set, for w ∈Wf and λ ∈ X∗(T),

(3.1) `(wt(λ)) =
∑
α∈R+

w(α)∈R+

|〈λ, α∨〉|+
∑
α∈R+

w(α)∈−R+

|〈λ, α∨〉+ 1|,

then it is well known that the restriction of ` to W′ is the length function associated
with our Coxeter generators S, and that if we set Ω = {w ∈ W | `(w) = 0} then
the natural morphism

Ω n W′ →W

is a group isomorphism. Moreover, in this semidirect product Ω acts on W′ by
Coxeter group automorphisms, i.e. it stabilizes S.

Lemma 3.1. For any s ∈ S r Sf , there exist s′ ∈ Sf and w ∈ W such that
`(ws′) = `(w) + 1 and s = ws′w−1.

Proof. This claim is well known in case G is semisimple (and simply connected); see
[R1, Lemma 6.1.2] or [BM, Lemma 2.1.1]. We deduce the general case as follows. Set
Wder := WnX∗(T∩DG). Then we have a surjective group morphism W�Wder

(induced by restriction of characters) which is injective on W′, and Wder is the
extended affine Weyl group of the semisimple group DG (and its maximal torus
T ∩DG). The formula recalled above for the lengths shows that this morphism is
compatible with the length functions. Using the known case of semisimple groups
we obtain that there exist s′ ∈ S and w ∈ W such that `(ws′) = `(w) + 1 and
the images of s and ws′w−1 in Wder coincide. Now W′ is normal in W, hence it
contains ws′w−1. Since the morphism W → Wder is injective on W′, we deduce
that s = ws′w−1. �

In the rest of the paper we will fix once and for all, for each s ∈ SrSf , elements
s′ ∈ Sf and w ∈W such that `(ws′) = `(w) + 1 and s = ws′w−1. (The condition
on lengths will not be needed in the present section, but will be used later.)
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3.2. Some representations of JD. Consider the group scheme JD over D =
T×T/Wf

T, and its category Rep(JD) of representations on coherent OD-modules,
see §2.8. This category identifies with the category of comodules over the O(D)-
Hopf algebra

O(JD) = O(JΣ)⊗O(Σ) O(D)

which are finitely generated as O(D)-modules. Since O(D) is finite as an O(Σ)-
module, it admits a natural monoidal structure defined by

M ~N = M ⊗O(T) N.

This bifunctor is right exact on each side, and the unit object for this monoidal
structure if O(T), seen as functions on the diagonal copy T ⊂ D, and endowed
with the trivial structure as a representation of JD.

We will now define objects (Mw : w ∈Wext) of Rep(JD) parametrized by W as
follows. First, if w ∈ Wf then Mw is defined as the structure sheaf of the closed
subscheme

{(w(t), t) : t ∈ T} ⊂ T×T/Wf
T,

endowed with the trivial structure as a representation. The projection on the first
component induces an isomorphism Mw

∼−→ O(T); under this isomorphism, the
action of O(T×T/Wf

T) = O(T)⊗O(T/Wf ) O(T) on Mw is given by (f ⊗ g) ·m =
fw(g)m for f, g,m ∈ O(T).

If λ ∈ X∗(T), then in Lemma 2.21 we have considered the pullback to JT of
the representation O(T) ⊗ kT(λ). Pushing this representation forward along the
diagonal embedding T→ D we obtain an object of Rep(JD), which will be denoted
Mt(λ).

It is clear that for w, y ∈Wf and λ, µ ∈ X∗(T) we have canonical isomorphisms

Mw ~My
∼−→Mwy,(3.2)

Mt(λ) ~Mt(µ)
∼−→Mt(λ+µ).(3.3)

Next we need to study the interplay between these two classes of objects.
We have a canonical action of Wf on Groth′ induced by the natural action on

T; this action commutes with the action of G and stabilizes Groth′reg; we deduce a
canonical action on the universal stabilizer T×T/Wf

Jreg, and then (by restriction)
on T×T/Wf

JΣ. (This action is simply induced by the action on T.)

Lemma 3.2. The morphism (2.12) is Wf-equivariant, where Wf acts on the right-
hand side diagonally.

Proof. By flatness it suffices to check this claim over T◦. Now, by Lemma 2.14 we
have an isomorphism G/T×T◦

∼−→ Groth′◦. Under this isomorphism the action of
Wf on G/T×T◦ is given by w ·(gT, t) = (gw−1T, w(t)), where we write gw−1T for
gẇ−1T where ẇ is any lift of w to NG(T). From this description the equivariance
is clear. �

From Lemma 3.2 we deduce that for w ∈Wf and λ ∈ X∗(T) we have a canonical
isomorphism

Mw ~Mt(λ) ~Mw−1
∼−→Mt(w(λ)).

Combining this with (3.2)–(3.3) we deduce that if for w = xt(λ) ∈Wf nX∗(T) =
W we set

Mw := Mx ~Mt(λ),
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then for any w, y ∈W we have a canonical isomorphism

Mw ~My
∼−→Mwy.

We next define some objects (Bs : s ∈ Saff) associated with simple reflections in
W. First, if s ∈ Sf we define Bs by

Bs := O(T×T/{1,s} T),

which we view as an O(D)-module via the closed embedding

T×T/{1,s} T ⊂ T×T/Wf
T,

and endow with the trivial structure as a representation. If s ∈ S r Sf , recall that
in §3.1 we have fixed s′ ∈ Sf and w ∈W such that s = ws′w−1; we then set

(3.4) Bs := Mw ~Bs′ ~Mw−1 .

It is easily seen (e.g. by reduction to the case s ∈ Sf) that for any s ∈ S there exist
exact sequences

Me ↪→ Bs �Ms, Ms ↪→ Bs �Me.

3.3. Completions. We will denote by I ⊂ O(D) the ideal of the point (e, e),
and by D∧ the spectrum of the completion of O(D) with respect to I. Let also
K ⊂ O(T) be the ideal of the point e ∈ T, and T∧ be the spectrum of the
completion of O(T) with respect to K. Note that

I = K ⊗O(T/Wf ) O(T) + O(T)⊗O(T/Wf ) K
where both summands are ideals in O(D) since O(T) is flat over O(T/Wf) (by
Theorem 2.1). Finally, we will denote by J ⊂ O(T/Wf) the ideal of the image of
e ∈ T in T/Wf , and by (T/Wf)

∧ the spectrum of the completion of O(T/Wf)
with respect to J .

Lemma 3.3. (1) There exist canonical isomorphisms of k-schemes

T∧ ∼= T×T/Wf
(T/Wf)

∧

and

D∧ ∼= T∧ ×T D ∼= D×T T∧ ∼= D×T/Wf
(T/Wf)

∧ ∼= T∧ ×(T/Wf )∧ T∧

where in the first, resp. second, fiber product the morphism D → T is
induced by projection on the first, resp. second, factor. Moreover, O(T∧)
is finite and free (in particular, flat) over O((T/Wf)

∧).
(2) The natural morphism O((T/Wf)

∧)→ O(T∧)Wf is an isomorphism.

Proof. (1) Since the morphism T→ T/Wf is finite, and since e is the only closed
point in the preimage of the point corresponding to J , by the structure theory of
artinian local rings (see in particular [SP, Tag 00J8]) the ideal J · O(T) contains
a power of K. On the other hand this ideal is contained in K; hence the comple-
tions of O(T) with respect to K and to J · O(T) are canonically isomorphic. By
definition the first of these completions is O(T∧), and since T is finite over T/Wf

the second completion identifies with O(T×T/Wf
(T/Wf)

∧), proving the first iso-
morphism. Combined with Theorem 2.1, this implies that O(T∧) is finite and free
over O((T/Wf)

∧).
Similar considerations using the morphism D → T/Wf prove the isomorphism

between the first and fourth schemes in the second series of isomorphisms. Since
the ideals K ⊗O(T/Wf ) O(T) and O(T) ⊗O(T/Wf ) K contain J · O(D) and are

https://stacks.math.columbia.edu/tag/00J8
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contained in I, the completions of O(D) with respect to these ideals (or, in other
words, the algebras of functions on the second and third schemes) also identify
with O(D∧). Finally, the last isomorphism follows from the isomorphism T∧ ∼=
T×T/Wf

(T/Wf)
∧.

(2) Using the first isomorphism in (1) we see that the canonical embedding
O(T/Wf) ↪→ O(T) induces an embedding

O((T/Wf)
∧) ↪→ O(T∧),

which of course factors through an embedding

(3.5) O((T/Wf)
∧) ↪→ O(T∧)Wf .

As explained above, any basis of O(T) over O(T/Wf) provides a basis of O(T∧)
over O((T/Wf)

∧). On the other hand, in [BR1, Theorem 8.1] it is proved that a
specific basis of O(T) over O(T/Wf) provides a basis of O(T∧) over O(T∧)Wf .
The embedding (3.5) is therefore an equality. �

We set
J∧D := D∧ ×D JD ∼= D∧ ×T/Wf

JΣ,

a smooth affine group scheme over the affine scheme D∧. We will consider the
category Rep(J∧D) of representations of this group scheme which are of finite type
over O(D∧). The isomorphisms in Lemma 3.3 show that an O(D∧)-module is
the same thing as an O(T∧)-bimodule on which the left and right actions of
O((T/Wf)

∧) = O(T∧)Wf coincide. (We will use this identification repeatedly
and without further notice below.) In particular the category of such modules
admits a natural monoidal product, induced by the tensor product for O(T∧)-
bimodules; moreover this product stabilizes the subcategory of finitely generated
O(D∧)-modules. Since J∧D is the pullback of a group scheme over (T/Wf)

∧, this
product induces a monoidal product on the category Rep(J∧D), which will again be
denoted ~.

Recall that a category is called Krull–Schmidt if any object admits a decompo-
sition as a (finite) direct sum of objects with local endomorphism ring.

Lemma 3.4. The category Rep(J∧D) is Krull–Schmidt.

Proof. By [CYZ, Theorem A.1], an additive category is Krull–Schmidt iff it is idem-
potent complete and the endomorphism ring of any object is semiperfect. Here
Rep(J∧D) is idempotent complete because it is abelian, and the endomorphism alge-
bra of any object is semiperfect because it is finite as a module over the noetherian
complete local ring O(D∧), see [La, Example 23.3]. �

Pulling back the representations (Mw : w ∈ W) and (Bs : s ∈ S) introduced
in §3.2 along the natural morphism D∧ → D we obtain objects (M∧

w : w ∈ W)
and (B∧s : s ∈ S) in Rep(J∧D). It is clear that for any w, y ∈W we have a canonical
isomorphism

(3.6) M∧
w ~M∧

y
∼−→M∧

wy,

and that for s ∈ S we have exact sequences

(3.7) M∧
e ↪→ B∧s �M∧

s , M∧
s ↪→ B∧s �M∧

e .

The following lemma will be proved in §3.5 below, using a different description
of (a subcategory of) Rep(J∧D). (In this statement we use the fact that ωsω−1 ∈ S
for any s ∈ S and ω ∈ Ω, see §3.1.)
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Lemma 3.5. For any s ∈ Sr Sf the object B∧s is independent of the choices of w
and s′ as in §3.1 up to canonical isomorphism. Moreover, for any ω ∈ Ω and s ∈ S
we have a canonical isomorphism

M∧
ω ~B∧s ~M∧

ω−1
∼= B∧ωsω−1 .

We will denote by BSRep(J∧D) the category with

• objects the collections (ω, s1, · · · , si) with ω ∈ Ω and s1, · · · , si ∈ S;
• morphisms from (ω, s1, · · · , si) to (ω′, s′1, · · · , s′j) given by

HomRep(J∧D)(M
∧
ω ~B∧s1 ~ · · ·~B∧si ,M

∧
ω′ ~B∧s′1 ~ · · ·~B∧s′j ).

By definition there exists a canonical fully faithful functor

(3.8) BSRep(J∧D)→ Rep(J∧D).

Using Lemma 3.5 we obtain, for any collections (ω, s1, · · · , si) and (ω′, s′1, · · · , s′j)
as above, a canonical isomorphism(

M∧
ω ~B∧s1 ~ · · ·~B∧si

)
~
(
M∧

ω′ ~B∧s′1 ~ · · ·~B∧s′j

)
∼= M∧

ωω′ ~B∧(ω′)−1s1ω′
~ · · ·~B∧(ω′)−1siω′

~B∧s′1 ~ · · ·~B∧s′j .

This allows us to define a monoidal product (again denoted ~) on BSRep(J∧D) which
is defined on objects by

(ω, s1, · · · , si)~ (ω′, s′1, · · · , s′j) = (ωω′, (ω′)−1s1ω
′, · · · , (ω′)−1siω

′, s′1, · · · , s′j)

and such that (3.8) is monoidal.
We will denote by

SRep(J∧D)

the Karoubian closure of the additive hull of the category BSRep(J∧D). By the Krull–
Schmidt property (see Lemma 3.4), this category identifies with the (monoidal) full
subcategory of Rep(J∧D) whose objects are direct sums of direct summands of objects
of the form

M∧
ω ~B∧s1 ~ · · ·~B∧si

with ω ∈ Ω and s1, · · · , si ∈ S. (In these notations, “BS” stands for “Bott–
Samelson,” and “S” for “Soergel,” since these constructions are very similar to
classical constructions related to Bott–Samelson resolutions and Soergel bimod-
ules.)

3.4. Hecke categories “à la Abe”. We now explain how to construct some
categories by following a pattern initiated by Abe [Ab1]. We consider a noetherian
domain R endowed with an action of W (by ring automorphisms), and denote by
Q the fraction field of R. We denote by K′(R) the category defined as follows. The
objects are the R-bimodules M together with a decomposition

(3.9) M ⊗R Q =
⊕
w∈W

Mw
Q

as (R,Q)-bimodules such that:

• there exist only finitely many w’s such that Mw
Q 6= 0;

• for any w ∈W, r ∈ R and m ∈Mw
Q we have m · r = w(r) ·m.
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Morphisms in this category are defined as morphisms of R-bimodules respecting
the decompositions (3.9). The category K′(R) has a natural monoidal structure,
with product denoted ? and induced by the tensor product over R. (To see this
one observes that the conditions above imply that the left R-action on M ⊗R Q
extends to an action of Q, see [Ab1, Remark 2.2].)

We will also denote by K(R) the full subcategory in K′(R) whose objects are those
whose underlying R-bimodule is finitely generated, and is flat as a right R-module.
The latter condition implies that the natural morphism M →M ⊗R Q is injective,
which (in view of the second condition above) implies in particular that the left
and right actions of RW on M coincide. The arguments in [Ab1, Lemma 2.6] show
that the underlying bimodule of any object in K(R) is in fact finitely generated as
a left R-module and as a right R-module. Using this property, it is easily seen that
K(R) is a monoidal subcategory of K′(R).

Remark 3.6. As explained in [Ab1, §2.2], for any M in K′(R) there exists a canonical

isomorphism Q ⊗R M
∼−→ M ⊗R Q. (In the examples we will consider below, the

action on W on R will factor through an action of the finite group Wf , so that
R will be finite over RW. In this case, both Q ⊗R M and M ⊗R Q identify with
M⊗RW Frac(RW).) As a consequence, switching the left and right R-actions defines
an autoequivalence of the category K′(R), where the w-graded part in the image of

M is Mw−1

Q with the actions switched. This equivalence is “antimonoidal” in the
sense that it swaps factors in a tensor product. It restricts to an autoequivalence of
the subcategory of K′(R) whose objects are finitely generated (as bimodules) and
flat both as a left and as a right R-module.

We have natural objects in K(R) attached to elements in W, and constructed
as follows. Given w ∈W, we denote by Fw the R-bimodule which is isomorphic to
R as an abelian group, and endowed with the structure of R-bimodule determined
by the rule

r ·m · r′ = rmw(r′)

for r, r′ ∈ R and m ∈ Fw. If we endow this bimodule with the decomposition of
Fw ⊗R Q such that this module is concentrated in degree w, we obtain an object
in K(R). It is clear that for any w, y ∈W we have a canonical isomorphism

Fw ? Fy
∼−→ Fwy.

Next, for s ∈ S we will denote by Rs ⊂ R the subring of s-invariants. Assume
that

(3.10) there exists δs ∈ R such that (1, δs) is a basis of R as an Rs-module.

Then we set

Bs := R⊗Rs R.
Our assumption ensures that Bs is finite and free (in particular, flat) as a right
R-module. Moreover this objects admits a canonical decomposition (3.9), hence
defines an object in K(R). In fact, since the action of s on R is nontrivial by our
assumption, the decomposition of Bs ⊗R Q = R ⊗Rs Q is uniquely determined by
the fact that it is concentrated in degrees {e, s} ⊂ W. More explicitly, using the
formula

δsδs = δs(δs + s(δs))− δss(δs)
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one checks that we have

(Bs)
e
Q = (δs ⊗ 1− 1⊗ s(δs)) ·Q, (Bs)

s
Q = (δs ⊗ 1− 1⊗ δs) ·Q.

The following lemma can be checked by explicit computation. (A similar claim
in a slightly different setting is proved in [BR2, Lemma 2.4].)

Lemma 3.7. Let s, s′ ∈ S, and assume that w ∈W satisfies s′ = wsw−1. If (3.10)
holds for s, then it also holds for s′, and moreover we have a canonical isomorphism

Fw ? Bs ? Fw−1
∼−→ Bs′ .

Remark 3.8. Recall that any element in S is conjugate (in W) to an element in Sf ,
see Lemma 3.1. In view of Lemma 3.7, to check condition (3.10) for all s ∈ S it
suffices to do so when s ∈ Sf .

We now assume that (3.10) is satisfied for any s ∈ S. We will then denote by
BSK(R) the category with

• objects the collections (ω, s1, · · · , si) with ω ∈ Ω and s1, · · · , si ∈ S;
• morphisms from (ω, s1, · · · , si) to (ω′, s′1, · · · , s′j) given by

HomK(R)(Fω ? Bs1 ? · · · ? Bsi , Fω′ ? Bs′1 ? · · · ? Bs′j ).

By definition there exists a canonical fully faithful functor

(3.11) BSK(R)→ K(R).

Using the isomorphism in Lemma 3.7 (when w ∈ Ω) one sees that there exists a
natural convolution product (still denoted ?) on BSK(R) which is defined on objects
by

(ω, s1, · · · , si) ? (ω′, s′1, · · · , s′j) = (ωω′, (ω′)−1s1ω
′, · · · , (ω′)−1siω

′, s′1, · · · , s′j),

and such that (3.11) is monoidal.

Remark 3.9. Instead of putting the element in Ω to the left, one can also put it to
the right, and define the monoidal category BSKr(R) with objects the collections
(s1, · · · , si, ω) and morphisms defined in the obvious way. The equivalence of Re-
mark 3.6 sends each Bs to itself, and each Fw to Fw−1 . It therefore induces an
equivalence of categories BSK(R)

∼−→ BSKr(R) which is antimonoidal and is given
on objects by

(ω, s1, · · · , si) 7→ (si, · · · , s1, ω
−1).

The following lemma is obvious.

Lemma 3.10. Let R and R′ be two noetherian domains endowed with actions of
W by ring automorphisms. Assume that condition (3.10) is satisfied for the ring

R (for any s ∈ S), and assume given a W-equivariant ring isomorphism R
∼−→ R′.

Then condition (3.10) is satisfied for the ring R′ (for any s ∈ S), and there exists
a natural equivalence of monoidal categories

K′(R)
∼−→ K′(R′)

which restricts to an equivalence

K(R)
∼−→ K(R′)
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sending each object Fw (w ∈W) or Bs (s ∈ S) in K(R) to the corresponding object
in K(R′). As a consequence, we deduce an equivalence of categories

BSK(R)
∼−→ BSK(R′)

which is the identity on objects.

The construction above admits a “graded variant” as follows. In this setting
we assume that R is a graded noetherian domain, and that the action of W is by
graded ring automorphisms. Then we have a “grading shift” functor (1) on graded
R-bimodules, defined in such a way that (M(1))i = M i+1. In this setting we define
the category K′gr(R) as above, but using graded R-bimodules and morphisms of
graded bimodules. One then defines the subcategory Kgr(R) in the same way as
above. In order to define Bs we assume that there exists a homogeneous element
δs ∈ R such that (1, δs) is a basis of R as an Rs-module. Moreover, we set

Bs := R⊗Rs R(1).

Finally, BSKgr(R) is defined as the category with

• objects the collections (ω, s1, · · · , si, n) with ω ∈ Ω and s1, · · · , si ∈ S and
n ∈ Z;
• morphisms from (ω, s1, · · · , si, n) to (ω′, s′1, · · · , s′j , n′) given by

HomKgr(R)(Fω ? Bs1 ? · · · ? Bsi(n), Fω′ ? Bs′1 ? · · · ? Bs′j (n
′)).

As above we have a canonical fully faithful functor BSKgr(R) → Kgr(R). Given
M,N in Kgr(R), we will set

Hom•Kgr(R)(M,N) =
⊕
n∈Z

HomKgr(R)(M,N(n)).

Again the category K′gr(R) admits a natural convolution product ?, which makes
it a monoidal category and stabilizes the subcategory Kgr(R), and which induces a
monoidal structure on BSKgr(R) given on objects by

(ω, s1, · · · , si, n) ? (ω′, s′1, · · · , s′j , n′) =

(ωω′, (ω′)−1s1ω
′, · · · , (ω′)−1siω

′, s′1, · · · , s′j , n+ n′).

Remark 3.11. In [Ab1], Abe studies an analogue of the category BSKgr(R) in the
setting where W is replaced by a Coxeter group (so that there are no nontrivial
elements of length 0) and for a specific choice of graded ring R. We do not claim
that the results of [Ab1] apply in the generality considered above, but only that
the main definition makes sense.

3.5. Completed Hecke category and representations of J∧D. The first ring
to which we will apply the construction of §3.4 is O(T∧), with the action of W
obtained from the natural action of Wf by pullback along the projection W →
Wf . To check conditions (3.10) in this case, it suffices to do so when s ∈ Sf

(see Remark 3.8). In this case the condition can be checked explicitly, or deduced
from Lemma 3.3 applied to the Levi factor of G associated with s. The resulting
categories K(O(T∧)) and BSK(O(T∧)) will be denoted

K∧ and BSK∧

respectively.
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Recall the category Rep(J∧D) considered in §3.3. We will denote by Repfl(J∧D)
the full subcategory of representations whose underlying coherent sheaf is flat with
respect to the projection D∧ → T∧ on the second component. It is not difficult
to check that Repfl(J∧D) is a monoidal subcategory in Rep(J∧D), and that it contains
the essential image of (3.8).

The following statement is an analogue of the statements [BR2, Proposition 2.7
and Lemma 2.9], and its proof is very similar.

Proposition 3.12. There exists a canonical fully faithful monoidal functor

Repfl(J∧D)→ K∧

sending M∧
w to Fw for any w ∈W and B∧s to Bs for any s ∈ Sf .

Proof. We start by constructing a functor

(3.12) Rep(J∧D)→ K′(O(T∧)).

Recall the open subscheme T◦ ⊂ T, which is defined by the function
∏
α(α − 1)

where α runs over the roots of (G,T), see §2.6. We have an open embedding
T◦/Wf ⊂ T/Wf and an isomorphism

(3.13) Wf ×T◦
∼−→ T◦ ×T◦/Wf

T◦,

see §2.11. Let us denote by JT,◦ the restriction of JT to T◦. Then it follows from
Lemma 2.19 that we have a canonical isomorphism of group schemes

(3.14) JT,◦
∼−→ T◦ ×T.

We are now ready to explain the construction of the functor (3.12). Starting
from an object M in Rep(J∧D), the underlying O(T∧)-bimodule of its image is
simply taken as M with its given O(D∧)-module structure. Next, using Lemma 3.3
and (3.13) we obtain a canonical isomorphism

D∧ ×T/Wf
T◦/Wf

∼= Wf ×
(
T∧ ×T T◦

)
.

This implies that M ⊗O(T/Wf ) O(T◦/Wf) has a canonical decomposition as a
direct sum parametrized by Wf . Moreover, each graded component has a natural
structure of representation of the group scheme

T∧ ×T JT,◦,

which by (3.14) identifies with (
T∧ ×T T◦

)
×T.

This component therefore admits a canonical grading by X∗(T). We can then
obtain a decomposition of M ⊗O(T/Wf ) O(T◦/Wf) parametrized by W by defining
the summand associated with t(λ)w (λ ∈ X∗(T), w ∈Wf) as the λ-graded part in
the summand associated with w. Now the morphism

O(T∧)→ Frac(O(T∧))

factors through the morphism O(T∧)→ O(T∧)⊗O(T/Wf ) O(T◦/Wf), and we have

M ⊗O(T∧) Frac(O(T∧)) =(
M ⊗O(T/Wf ) O(T◦/Wf)

)
⊗O(T∧)⊗O(T/Wf )O(T◦/Wf ) Frac(O(T∧)).
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From the decomposition of M ⊗O(T/Wf ) O(T◦/Wf) parametrized by W we there-
fore obtain a decomposition of M ⊗O(T∧) Frac(O(T∧)) parametrized by W, which
finishes the construction of the functor (3.12).

It is clear from construction that our functor (3.12) has a canonical monoidal
structure, and takes values in objects whose underlying O(T∧)-bimodule is finitely
generated and flat as a right O(T∧)-module. It therefore restricts to a monoidal
functor

Repfl(J∧D)→ K∧.

We now need to prove that this functor is fully faithful. Morphisms in both of
these categories are by definition certain morphisms of O(D∧)-modules; the functor
is therefore faithful. If M and N are in Repfl(J∧D), a morphism in K∧ from the image
of M to the image of N is a morphism f : M → N of O(D∧)-modules such that
the induced morphism

M ⊗O(T∧) Frac(O(T∧))→ N ⊗O(T∧) Frac(O(T∧))

is a morphism of representations of the group scheme

J∧D ×T∧ Spec(Frac(O(T∧)))

over D∧×T∧ Spec(Frac(O(T∧))). To check that f is a morphism of representations
of J∧D we need to check that the two natural morphisms

M → N ⊗O(D∧) O(J∧D)

constructed out of it coincide. Now since N is flat over O(T∧) (for the action on
the right) and O(J∧D) is flat over O(D∧), the right-hand side is flat over O(T∧) (for
the action on the right), so that to check this condition it suffices to prove that the
induced morphisms

M ⊗O(T∧) Frac(O(T∧))→
(
N ⊗O(D∧) O(J∧D)

)
⊗O(T∧) Frac(O(T∧))

coincide, which is exactly the condition given by the fact that f is a morphism in
K∧.

Finally we prove that our functor sends each M∧
w to Fw (for w ∈W) and each

B∧s to Bs (for s ∈ Sf). The case of the objects B∧s is clear. It is clear also that this
functor sends M∧

t(λ) to Ft(λ) for any λ ∈ X∗(T), and M∧
x to Fx for any x ∈ Wf .

By monoidality, it therefore sends M∧
w to Fw for any w ∈W. �

We can now give the proof of Lemma 3.5.

Proof of Lemma 3.5. If (w1, s
′
1) and (w2, s

′
2) are two pairs of elements as in §3.1 for

the same element s ∈ S r Sf , then by Lemma 3.7 the images under the functor of
Proposition 3.12 of the objects

M∧
w1
~B∧s′1 ~M∧

w−1
1

and M∧
w2
~B∧s′2 ~M∧

w−1
2

are canonically isomorphic. By fully faithfulness, this implies that these objects
are canonically isomorphic, proving that the definition of B∧s is independent of the
choice of (w, s′).

The proof of the second claim is similar. �

From the proof of Lemma 3.5 we see that the functor of Proposition 3.12 also
sends B∧s to Bs for any s ∈ SrSf ; as a consequence, by monoidality, for any ω ∈ Ω
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and s1, · · · , si ∈ S it sends M∧
ω ~B∧s1 ~ · · ·~B∧si to Fω ?Bs1 ? · · · ?Bsi . It follows

that this functor induces an equivalence of monoidal categories

(3.15) BSRep(J∧D)
∼−→ BSK∧

which is the identity on objects.

3.6. “Additive” Hecke categories. From now on, in addition to our running as-
sumptions we will assume that ` is good for G abd that there exists a G-equivariant
isomorphism g

∼−→ g∗. (We fix such an identification.) Of course this assumption
holds if G = GLn. It also holds if ` is very good for G, see [Let, Proposition 2.5.12].

We consider the ring O(t∗), endowed with the grading such that t ⊂ O(t∗) is
placed in degree 2, and with the action of W obtained from the natural action
of Wf by pullback along the projection W → Wf . Conditions (3.10) are again
satisfied in this case; indeed by Remark 3.8 we can assume that s ∈ Sf . In this
case, if α is the associated simple root, as explained in [EW, Claim 3.11] one can
take as δs any element x ∈ t such that d(α)(x) = 1 where d(α) is the differential of
α. (Such an element does exist thanks to our assumption that X∗(T)/ZR has no
`-torsion.) The categories Kgr(O(t∗)) and BSKgr(O(t∗)) will be denoted

Kadd and BSKadd.

These categories are (up to the subtleties related to length-0 elements) the cat-
egories denoted C and BS in [Ab1], for the following data:

• the underlying k-vector space is V = t;
• if s ∈ Sf , and if α is the simple root associated with s, then the “root”
αs ∈ t is the differential of α∨, and the “coroot” α∨s ∈ t∗ is the differential
of α;

• if β ∈ R+ is a maximal short root and s = t(β)sβ , then the “root” αs ∈ t
is the opposite of the differential of β∨, and the “coroot” α∨s ∈ t∗ is the
opposite of the differential of β.

(As explained in [BR1, §2.2], these data satisfy the technical assumptions imposed
in [Ab1].)

We will now denote by (t∗)∧ the spectrum of the completion of O(t∗) with respect
to the ideal t · O(t∗). We will consider a third family of categories as in §3.4, now
associated with the ring O((t∗)∧). To check that conditions (3.8) hold in this case,
one can e.g. use the following “additive” variant of Lemma 3.3 (applied to the Levi
factor of G associated with s). Here we denote by (t∗/Wf)

∧ the spectrum of the
completion of O(t∗/Wf) with respect to the ideal corresponding to the image of
0 ∈ t∗, we set

Dadd := t∗ ×t∗/Wf
t∗,

and we denote by D∧add the spectrum of the completion of O(Dadd) with respect to
the ideal corresponding to (0, 0) ∈ Dadd.

Lemma 3.13. (1) There exist canonical isomorphisms of k-schemes

(t∗)∧ ∼= t∗ ×t∗/Wf
(t∗/Wf)

∧

and

D∧add
∼= (t∗)∧ ×t∗ Dadd

∼= Dadd ×t∗ (t∗)∧

∼= Dadd ×t∗/Wf
(t∗/Wf)

∧ ∼= (t∗)∧ ×(t∗/Wf )∧ (t∗)∧
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where in the first, resp. second, fiber product the morphism Dadd → t∗ is
induced by projection on the first, resp. second, factor. Moreover, O((t∗)∧)
is finite and free (in particular, flat) over O((t∗/Wf)

∧).
(2) The natural morphism O((t∗/Wf)

∧)→ O((t∗)∧)Wf is an isomorphism.

Proof. The proof of (1) is similar to that of the corresponding claim in Lemma 3.3,
replacing the reference to Theorem 2.1 to a reference to the main result of [Dem]
(applied to the “precised” root system R∨ in X∗(T); our assumptions guarantee
that ` is not a torsion prime for this root system).

To prove (2), let us set Kadd := t · O(t∗) and Jadd := Kadd ∩ O(t∗/Wf), so that
O((t∗)∧) is the completion of O(t∗) with respect to Kadd and O((t∗/Wf)

∧) is the
completion of O(t∗/Wf) with respect to Jadd. It is easily seen that O((t∗)∧)Wf is
the completion of O(t∗/Wf) with respect to the (decreasing) family of ideals(

(Kadd)n ∩ O(t∗/Wf) : n ∈ Z≥1

)
.

Now for any n ≥ 1 we have (Jadd)n ⊂ (Kadd)n ∩O(t∗/Wf). On the other hand, as
in the proof of Lemma 3.3 there exists N such that (Kadd)N ⊂ Jadd · O(t∗). We
deduce that for any n ≥ 1 we have (Kadd)nN ⊂ (Jadd)n · O(t∗), and then since
the embedding O(t∗/Wf) ↪→ O(t∗) admits an O(t∗/Wf)-linear retraction (again
by the main result of [Dem]), we deduce that (Kadd)nN ∩O(t∗/Wf) ⊂ (Jadd)n, so
that our two completions are isomorphic. �

The categories K(O((t∗)∧)) and BSK(O((t∗)∧)) will be denoted

K∧add and BSK∧add

respectively.

3.7. Additive Hecke categories and representations of the (additive) uni-
versal centralizer. We begin with some generalities on (affine) group schemes
and their categories of representations. Given a commutative finitely generated
Z-graded k-algebra R (or, equivalently, an affine k-scheme X = Spec(R) of finite
type endowed with an action of the multiplicative group Gm over k) and a Z-graded
R-Hopf algebra A (or, equivalently, an affine group scheme H = Spec(A) over X
endowed with an action of Gm such that the structure morphism H → X, the
multiplication morphism H ×X H → H, the inversion morphism H → H and
the unit section X → H are Gm-equivariant), we will denote by RepGm(H) the
category of Gm-equivariant representations of H on coherent OX -modules, or in
other words the category of Z-graded A-comodules which are finitely generated as
R-modules. This category admits a “shift of grading” functor (1), defined with the
same convention as in §3.4.

We can also forget about the Gm-action, and consider simply the category
Rep(H) of A-comodules which are finitely generated as R-modules. We then have
a canonical forgetful functor

ForGm : RepGm(H)→ Rep(H)

which satisfies ForGm ◦ (1) = ForGm .
Finally, given an algebra morphism R → R′ where R′ is also commutative and

of finite type as a k-algebra, we can set X ′ := Spec(R′) and consider the group
scheme obtained by base change

X ′ ×X H = Spec(R′ ⊗R A)
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and its category of representations (finite over R′) Rep(X ′ ×X H). We then have a
canonical functor

R′ ⊗R (−) : Rep(H)→ Rep(X ′ ×X H).

Lemma 3.14. (1) For any M,M ′ in RepGm(H), the functor ForGm induces an
isomorphism⊕
n∈Z

HomRepGm (H)(M,M ′(n))
∼−→ HomRep(H)(For

Gm(M),ForGm(M ′)).

(2) Assume that the morphism R→ R′ is flat. Then for any M,M ′ in Rep(H),
the functor R′ ⊗R (−) induces an isomorphism

R′ ⊗R HomRep(H)(M,M ′)
∼−→ HomRep(X′×XH)(R

′ ⊗RM,R′ ⊗RM ′).

Proof. (1) We will prove this property when M ′ is more generally a Z-graded A-
comodule which is not necessarily finitely generated over R. (The category of

such objects will be denoted RepGm
∞ (H).) First, assume that M ′ = V ⊗R A for

some graded R-module V (with the coaction induced by the comultiplication in A).
Then by Frobenius reciprocity ([Ja, Proposition I.3.4]), for any n ∈ Z we have

HomRepGm
∞ (H)(M,M ′(n)) ∼= HomModZ(R)(M,V (n))

where ModZ(R) is the category of Z-graded R-modules, and

HomRep(H)(For
Gm(M),ForGm(M ′)) ∼= HomMod(R)(M,V ).

Now it is a classical fact that since M is finitely generated over R the forgetful
functor induces an isomorphism⊕

n∈Z
HomModZ(R)(M,V (n))

∼−→ HomMod(R)(M,V );

the desired claim follows in this case.
The case of a general Z-graded A-comodule M ′ follows from this special case

using the five lemma and the fact that for any such M ′ the coaction defines an
injective morphism of Z-graded A-comodules M ′ → M ′ ⊗R A, where in the right-
hand side M ′ is regarded as a graded R-module.

(2) As explained e.g. in [BR1, Lemma 3.8(2)], the R-module HomR(M,M ′)
admits a natural structure of A-comodule, and we have

HomRep(H)(M,M ′) =
(
HomR(M,M ′)

)H
,

where (−)H is the functor of H-fixed points. Similarly, HomR′(R
′⊗RM,R′⊗RM ′)

admits a natural structure of R′ ⊗R A-comodule, and we have

HomRep(X′×XH)(R
′ ⊗RM,R′ ⊗RM ′) =

(
HomR′(R

′ ⊗RM,R′ ⊗RM ′)
)X′×XH

where (−)X
′×XH is the functor of X ′ ×X H-fixed points. Now we have

HomR′(R
′ ⊗RM,R′ ⊗RM ′) = HomR(M,R′ ⊗RM ′),

and since R′ is flat over R we have

HomR(M,R′ ⊗RM ′) = R′ ⊗R HomR(M,M ′)

by [BR1, Lemma 3.8(1)]. Finally by [Ja, Equation I.2.10(3)], using again our flat-
ness assumption we have(

R′ ⊗R HomR(M,M ′)
)X′×XH

= R′ ⊗R
(
HomR(M,M ′)

)H
.
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Combining these isomorphisms we deduce the desired claim. �

From now on we fix a Kostant section S ⊂ g as in [BR1, §2.3], and denote by

S∗ its image under our identification g
∼−→ g∗. (A Kostant section is an “additive”

variant of the Steinberg section Σ; in particular the coadjoint quotient provides
an isomorphism S∗

∼−→ t∗/Wf .) The same considerations as in §2.8 lead to the
definition of the universal centralizer group scheme IS∗ over S∗, see [R2] and [BR1,
§2.3] for details. This is a smooth affine group scheme over S∗, endowed with
an action of Gm which is compatible (in the sense considered above Lemma 3.14)
with the action on t∗/Wf such that the quotient morphism t∗ → t∗/Wf is Gm-
equivariant, where t ∈ Gm acts on t∗ by multiplication by t−2. We can then consider
the group scheme

IDadd
:= t∗ ×t∗/Wf

IS∗ ×t∗/Wf
t∗

and the associated category

RepGm(IDadd
)

of Gm-equivariant representations on coherent sheaves. This category admits a
canonical convolution product defining a monoidal structure. If we denote by

RepGm

fl (IDadd
)

the full subcategory whose objects are the representations whose underlying coher-
ent sheaves are flat with respect to the second projection Dadd → t∗, then this full
subcategory is stable under convolution, hence a monoidal category.

On the other hand, set

I∧Dadd
:= D∧add ×Dadd

IDadd
.

Then once again the category Rep(I∧Dadd
) admits a canonical convolution product

which makes it a monoidal category. If we denote by Repfl(I∧Dadd
) the full subcate-

gory whose objects are the representations whose underlying coherent sheaves are
flat with respect to the second projection D∧add → (t∗)∧, then this subcategory is
stable under convolution, hence a monoidal category.

Proposition 3.15. (1) There exists a canonical fully faithful monoidal functor

(3.16) RepGm

fl (IDadd
)→ Kadd,

whose essential image contains the objects Bs (s ∈ S) and Fw (w ∈W).
(2) There exists a canonical fully faithful monoidal functor

(3.17) Repfl(I∧Dadd
)→ K∧add,

whose essential image contains the objects Bs (s ∈ S) and Fw (w ∈W).

Proof. (1) This statement is proved in [BR1, Proposition 2.7 and Lemma 2.9].
(2) The proof is similar to that of Proposition 3.12. �

More specifically, one can define canonical objects in RepGm

fl (IDadd
), resp. in

Repfl(I∧Dadd
), whose image under (3.16), resp. (3.17), are the corresponding objects

Bs and Fw. Using these objects one obtains that the functors (3.11) in these two
settings factor through (fully faithful) monoidal functors

BSKadd → RepGm

fl (IDadd
), BSK∧add → Repfl(I∧Dadd

).

Using the second of these functors one can define a category BSRep(I∧Dadd
) of “Bott–

Samelson type” representations of I∧Dadd
, with objects the collections (ω, s1, · · · , si)
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with ω ∈ Ω and s1, · · · , si ∈ S, and which is canonically equivalent to BSK∧add.
We can define the category SRep(I∧Dadd

) of “Soergel type” representations as the
Karoubian closure of the additive hull of BSRep(I∧Dadd

); equivalently, this category
identifies with the full subcategory of Repfl(I∧Dadd

) whose objects are direct sums of

direct summands of objects in the image of BSK∧add.
We deduce from Proposition 3.15 the following property. (We expect this propo-

sition to admit a direct algebraic proof, but the proof given below relies on geometry
and Proposition 3.15.)

Proposition 3.16. There exists a monoidal functor

F : Kadd → K∧add

which satisfies F ◦ (1) = F and sends each object Fw (w ∈ W) and Bs (s ∈ S) in
Kadd to the corresponding object in K∧add, and such that F induces an isomorphism

Hom•BSKadd
(M,M ′)⊗O(t∗) O((t∗)∧)

∼−→ HomBSK∧add
(F(M),F(M ′))

for any M,M ′ in BSKadd.

Proof. The functor F is defined by

F(M) = M ⊗O(t∗) O((t∗)∧),

where in the right-hand side we omit the functor forgetting the Z-grading. Let
us first explain why this indeed defines a functor from Kadd to K∧add. Here since
M is an object in Kadd, it admits in particular an action of O(Dadd). Hence
M ⊗O(t∗) O((t∗)∧) admits an action of

O(Dadd)⊗O(t∗) O((t∗)∧),

which identifies with O(D∧add) by Lemma 3.13. This object can therefore be re-
garded as a (finitely generated) O((t∗)∧)-bimodule. On the other hand, we have(

M ⊗O(t∗) O((t∗)∧)
)
⊗O((t∗)∧) Frac(O((t∗)∧)) ∼=(

M ⊗O(t∗) Frac(O(t∗))
)
⊗Frac(O(t∗)) Frac(O((t∗)∧)).

Here we are given a decomposition of M ⊗O(t∗) Frac(O(t∗)) parametrized by W,

which induces a decomposition of
(
M ⊗O(t∗) O((t∗)∧)

)
⊗O((t∗)∧) Frac(O((t∗)∧))

parametrized by W. Finally M ⊗O(t∗) O((t∗)∧) is flat over O((t∗)∧) for the action
on the right, hence it indeed admits a canonical structure of object in K∧add.

It is easily checked that F has a canonical monoidal structure, and the required
action on the objects Fw and Bs. To check that this functor has the required
property on morphism spaces, we consider the equivalences of Proposition 3.15, and
the functor of pullback under the natural morphism D∧add → Dadd (and forgetting
the grading). This defines a natural monoidal functor

(3.18) RepGm

fl (IDadd
)→ Repfl(I∧Dadd

)

and, in view of the identification O(D∧add) ∼= O(Dadd)⊗O(t∗) O((t∗)∧), the diagram

RepGm

fl (IDadd
)

(3.18)

��

(3.16) // Kadd

F

��
Repfl(I∧Dadd

)
(3.17) // K∧add
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commutes. The desired property of F therefore follows from the corresponding
property of the functor (3.18), which itself follows from Lemma 3.14 and the iden-
tification O(D∧add) ∼= O(Dadd)⊗O(t∗) O((t∗)∧). �

3.8. Relation between the “multiplicative” and “additive” Hecke cate-
gories. Finally we explain the relation between the (completed) “additive” and
“multiplicative” Hecke categories.

Lemma 3.17. Assume that there exists an étale isogeny G′ → G and a morphism
G′ → Lie(G′) which is G′-equivariant (for the adjoint actions), sends e to 0, and

is étale at e. Then there exists a Wf-equivariant isomorphism O((t∗)∧)
∼−→ O(T∧),

from which we obtain an equivalence of monoidal categories

K∧add
∼= K∧

sending each object Fw (w ∈W) or Bs (s ∈ S) in K∧add to the corresponding object
in K∧. As a consequence, we obtain an equivalence of monoidal categories

BSK∧add
∼= BSK∧

which is the identity on objects.

Proof. By assumption there exists a G-equivariant isomorphism g
∼−→ g∗; if one

identifies t∗ with the subspace of g∗ consisting of linear forms vanishing on each
root subspace, then this isomorphism must restrict to an isomorphism from t = gT

to t∗ = (g∗)T, which is Wf -invariant. To construct our isomorphism it therefore
suffices to construct a Wf -equivariant isomorphism from O(T∧) to the completion
of O(t) with respect to the ideal corresponding to 0.

Consider now an étale isogeny G′ → G as in the statement. If T′ ⊂ G′ is
the preimage of T, then T′ is a maximal torus in G′, and our isogeny restricts to
an étale morphism T′ → T sending e to e. It therefore induces an isomorphism
between O(T∧) and the completion O(T′)∧ of O(T′) with respect to the ideal
corresponding to e, and also an isomorphism from Lie(T′) to t. The Weyl group
of (G′,T′) canonically identifies with Wf , and both of our isomorphisms are Wf -
equivariant.

Our morphism G′ → Lie(G′) must restrict to a Wf -equivariant morphism from

T′ = (G′)T
′

to Lie(T′) = (Lie(G′))T
′
. Moreover, this morphism sends e to 0 and

is étale at e (e.g. by consideration of tangent spaces). It therefore induces a Wf -
equivariant isomorphism between O(T′)∧ and the completion of O(Lie(T′)) with
respect to the ideal corresponding to 0. Combining these isomorphisms we deduce
the desired isomorphism

O((t∗)∧)
∼−→ O(T∧).

Once this isomorphism is constructed, we deduce the desired equivalences using
Lemma 3.10. �

Lemma 3.17, together with the equivalence (3.15) and its analogue deduced from
Proposition 3.15(2), we obtain an equivalence of additive monoidal categories

(3.19) SRep(J∧D)
∼−→ SRep(I∧Dadd

).

Remark 3.18. The assumption in Lemma 3.17 holds at least in the following cases:

(1) G = GLn(k);
(2) ` is very good.



40 R. BEZRUKAVNIKOV AND S. RICHE

In fact, in the first case one can take G′ = G, with the morphism GLn(k)→ gln(k)
given by X 7→ X − In. For the second case one observes first that if ` is very
good and G is semisimple (and simply connected) then there exists a morphism

G → g sending e to 0 and étale at e: if G = SLn on can take X 7→ X − tr(X)
n In,

if G is quasi-simple and not of type A this is a standard consequence of results of
Springer–Steinberg (see e.g. [AR1, §5.3]), and the general case follows since G is
a product of such groups. The similar claim of course also holds if G is a torus.
Finally, for a general G, as explained in [Ja, §1.18] there exists a torus H and an
isogeny D(G)×H→ G (where D(G) is the derived subgroup of G) whose kernel
is a subgroup of the center of D(G). Since ` is very good this center is a discrete
group, hence this kernel is smooth, proving that the isogeny is étale. One can
therefore take G′ = D(G)×H.

4. Constructible sheaves on affine flag varieties

4.1. Affine flag varieties. Let F be an algebraically closed field of characteristic
p > 0, and let G be a connected reductive algebraic group over F. We fix a Borel
subgroup B ⊂ G, whose unipotent radical will be denoted U , and a maximal torus
T ⊂ B.

Recall that the loop group LG, resp. the positive loop group L+G, is the group
ind-scheme, resp. group scheme, over F which represents the functor

R 7→ G(R((z))), resp. R 7→ G(R[[z]]),

where z is an indeterminate. By definition L+G is a subgroup scheme of LG, hence
one can define the affine Grassmannian GrG as the fppf quotient

GrG =
(
LG/L+G

)
fppf

.

It is well known that GrG is an ind-projective ind-scheme over F.
There exists a canonical morphism of group schemes L+G→ G, induced by the

assignment z 7→ 0. The Iwahori subgroup I ⊂ L+G is defined as the inverse image
of B under this morphism. The pro-unipotent radical of I is the subgroup Iu ⊂ I
defined as the preimage of U . We can then define the affine flag variety FlG and

the canonical T -torsor F̃lG over FlG as the fppf quotients

FlG :=
(
LG/I

)
fppf

, F̃lG :=
(
LG/Iu

)
fppf

.

Once again these are ind-schemes of ind-finite type, and FlG is ind-projective. The
embeddings Iu ⊂ I ⊂ L+G induce natural morphisms

(4.1) F̃lG → FlG → GrG.

It is well known that the second morphism is a Zariski locally trivial fibration with

fibers G/B, and that the natural action of T on F̃lG (induced by right multiplication

on LG) exhibits F̃lG as a Zariski locally trivial T -torsor over FlG; this map will be

denoted π : F̃lG → FlG.
Consider the coweight lattice X∗(T ). The choice of the Borel subgroup B de-

termines a system of positive roots for (G,T ) (chosen as the set of T -weights in
Lie(G)/Lie(B)), which then define a subset X+

∗ (T ) ⊂ X∗(T ) of dominant weights.
We will denote by � the order on X∗(T ) such that λ � µ if and only if µ− λ is a
sum of positive coroots.
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Recall that the L+G-orbits on GrG (for the action induced by left multiplication
on LG) are parametrized by X+

∗ (T ). Namely, any λ ∈ X∗(T ) determines a point

zλ ∈ LG, and for λ ∈ X+
∗ (T ) we denote by GrλG the L+G-orbit of the image of zλ

in GrG (with its reduced subscheme structure). We then have

(GrG)red =
⊔

λ∈X+
∗ (T )

GrλG.

We will denote by Wf = NG(T )/T the Weyl group of (G,T ). The choice of B
determines a system Sf ⊂ Wf of simple reflections, such that (Wf , Sf) is a Coxeter
system. The orbits of I on FlG are naturally parametrized by the extended affine
Weyl group

W := Wf nX∗(T ).

Namely, let us fix for any v ∈Wf a lift v̇ ∈ NG(T ). Let w ∈W , and write w = t(λ)v
with v ∈Wf and λ ∈ X∗(T ). (Here and below, t(λ) denotes the image of λ in W .)
Then if we denote by FlG,w ⊂ FlG the I-orbit of the image in FlG of zλv̇ (again
with its reduced subscheme structure), we have

(4.2) (FlG)red =
⊔
w∈W

FlG,w.

It is well known also that each FlG,w is an Iu-orbit, isomorphic to an affine space
For w ∈W we will set

`(w) = dim(FlG,w), F̃lG,w = π−1(FlG,w).

For w ∈Wf , `(w) is the length of w for the Coxeter group structure onWf considered
above. We will also set Ω := {w ∈W | `(w) = 0}.

4.2. I-equivariant sheaves on the affine flag variety and convolution. Let k
be an algebraic closure of a finite field of characteristic ` 6= p. We can then consider
the I-equivariant derived category of étale sheaves on FlG with coefficients in k,
which we will denote by

DI,I.

(The definition of this category requires a little bit of care but is standard; see [BRR,
§§4.1–4.2] for some details. The complexes on ind-schemes that we consider will
always be supported on a finite-type subscheme. Similar comments apply to several
constructions below, where we will “pretend” that some group schemes of infinite
type are honest algebraic groups for notational simplicity.) This category admits a
natural perverse t-structure, whose heart will be denoted PI,I. For each w ∈ W , if
we denote by jw : FlG,w → FlG the (locally closed) embedding, then we will set

∆I
w := (jw)!kFlG,w

[`(w)], ∇I
w := (jw)∗kFlG,w

[`(w)].

These define objects in DI,I, which are in fact perverse sheaves since jw is an affine
morphism.

The simple objects in the category PI,I are naturally labelled by W . Namely, if
for w ∈W we denote by ICw the intersection cohomology complex associated with
the constant local system on FlG,w (in other words, the image of the unique—up
to scalar—nonzero morphism ∆I

w → ∇I
w) then the assignment w 7→ ICw induces

a bijection between W and the set of isomorphism classes of simple objects in PI,I.
The category DI,I also admits a natural convolution product, whose definition

we briefly recall. First we consider the ind-scheme FlG×̃FlG, defined as the (fppf)
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quotient of LG × FlG by the action of I defined by g · (h, x) = (hg−1, g · x). The
multiplication map in LG induces a proper morphism m : FlG×̃FlG → FlG. Then,

given F ,G in DI,I, there exists a unique object F �̃G in the I-equivariant derived

category of FlG×̃FlG whose pullback to LG × FlG is the exterior product of the
pullback of F to LG with G ; then we set

F ?I G := m!(F �̃G ).

With this construction the pair (DI,I, ?I) is a monoidal category, with unit object
δ := ICe.

Remark 4.1. Below, given X,Y some I-invariant subschemes in FlG, we will also
denote by X×̃Y the quotient of X ′×Y by the I-action induced by that on LG×FlG
considered above, where X ′ is the preimage of X in LG.

Similarly one can consider the Iu-equivariant derived category of étale k-sheaves
on FlG, which will be denoted

DIu,I.

This category admits a natural perverse t-structure, whose heart will be denoted
PIu,I. We have a canonical t-exact “forgetful” functor

(4.3) ForIIu : DI,I → DIu,I,

and the simple objects in the category PIu,I are (up to isomorphism) the objects

ForIIu(ICw). We also have a canonical right action of DI,I on DIu,I, defined by a
bifunctor

(4.4) DIu,I × DI,I → DIu,I

whose construction repeats exactly the definition of ?I; this bifunctor will also be
denoted ?I. With this definition we have

ForIIu(F ?I G ) ∼= ForIIu(F ) ?I G

for any F ,G in DI,I.
Since each Iu-orbit on FlG is isomorphic to an affine space, the methods of [BGS,

§§3.2–3.3] in the sense considered e.g. in [RW1, §2.1], with underlying poset W
(endowed with the Bruhat order) and standard, resp. costandard, object attached

to w the perverse sheaf ForIIu(∆I
w), resp. ForIIu(∇I

w). In particular we have a notion
of tilting object in this category (namely, objects which admit both a filtration with

subquotients of the form ForIIu(∆I
w), and a filtration with subquotients of the form

ForIIu(∆I
w)), and the isomorphism classes of indecomposable tilting objects are in

a natural bijection with W . The indecomposable tilting object associated with w
will be denoted Tw.

4.3. Central sheaves – properties. We now consider the action of L+G on GrG,
and denote by

DL+G,L+G

the L+G-equivariant derived category of étale sheaves on GrG with coefficients in
k. As for DI,I we have a convolution bifunctor ?L+G on this category. We also have
a perverse t-structure, whose heart will be denoted

PL+G,L+G.
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It is a standard but crucial fact that this subcategory is stable under the bifunctor
?L+G; one can therefore consider the monoidal category (PL+G,L+G, ?L+G). This
category is the main ingredient of the geometric Satake equivalence of [MV], which
provides a canonical connected reductive algebraic group G∨k over k with a maximal
torus T∨k such that the root datum of (G∨k , T

∨
k ) is dual to that of (G,T ), and a

canonical equivalence of monoidal categories

S : (PL+G,L+G, ?L+G)
∼−→ (Rep(G∨k ),⊗).

(See [BRR, §4.1] for more precise references.) The unit object in the category
PL+G,L+G will be denoted δGr. (This object is the skyscraper sheaf at the base
point of GrG.) We will also denote by B∨k the Borel subgroup of G∨k containing T∨k
such that the T∨k -weights in the Lie algebra of B∨k are the negative coroots.

Below we will apply the constructions of Sections 2–3 to the group G = G∨k ; in
that setting, the groups Wf and W identify with the groups Wf and W considered
in those sections, and their structures (in particular, the function `) also identify.
In this setting we will denote by S ⊂ W ′ ⊂ W the subsets corresponding to
S ⊂W′ ⊂W.

Recall that the main construction of [Ga1] (reviewed in detail in [AR4]) provides
a canonical monoidal functor

Z : DL+G,L+G → DI,I.

For A ,B in DL+G,L+G we will denote by

φA ,B : Z(A ?L+G B)
∼−→ Z(A ) ?I Z(B)

the associated “monoidality” isomorphism.
This functor has a number of favorable properties, which are listed in [BRR, §4].

Among these properties, we note the following for later use.

(1) The functor Z is t-exact with respect to the perverse t-structures.
(2) For any A in DL+G,L+G and F in DI,I, there exists a canonical isomorphism

σA ,F : Z(A ) ?I F
∼−→ F ?I Z(A ),

and Z, together with the isomorphisms φ and σ, define a central functor
from PL+G,L+G to DI,I in the sense of [B1]; in other words these data define
a braided monoidal functor from PL+G,L+G to the Drinfeld center of DI,I

(with respect to the commutativity constraint on PL+G,L+G and the natural
braiding on the Drinfeld center).

(3) Since it is defined by nearby cycles, the functor Z comes with a “mon-
odromy” automorphism m, such that for A ,B in DL+G,L+G the isomor-
phism φA ,B intertwines mA ?L+GG with mA ?I mB.

For simplicity, from now on we fix a total order ≤ on X∗(T ) compatible with the
dominance order, i.e. such that if λ, µ ∈ X∗(T ) are such that µ � λ then µ ≤ λ.
Recall that in DI,I we have the Wakimoto sheaves (Wλ : λ ∈ X∗(T )), see [BRR,
§4.5], which are perverse sheaves such that for any λ, µ ∈ X∗(T ) we have a canonical
isomorphism

(4.5) Wλ ?I Wµ
∼= Wλ+µ.

(The construction of these objects is due to Mirković, and appears in particular
in [AB].) Recall that an object F of PI,I (resp. PIu,I) is said to admit a Wakimoto
filtration if there exists a finite filtration on F such that each subquotient is of the
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form Wλ (resp. ForIIu(Wλ)) for some λ ∈ X∗(T ). In this case, there exists a unique
filtration (F≤λ : λ ∈ X∗(T )) on F such that F≤λ = {0} for some λ, F≤µ = F
for some µ, and F≤λ/F<λ is a direct sum of copies of Wλ for each λ ∈ X∗(T ).
(Here, F<λ means F≤λ′ where λ′ is the predecessor of λ.) Moreover this filtration
is functorial: if F ,G admit Wakimoto filtrations and f : F → G is any morphism,
then f(F≤λ) ⊂ G≤λ for any λ ∈ X∗(T ); this allows to define the functor grλ sending
an object F which admits a Wakimoto filtration to

grλ(F ) := F≤λ/F<λ.

This notion is relevant in the present context thanks to a result of Arkhipov
and the first author (see [AB, Theorem 4]; see also [AR4, §4.4] for the extension
to positive-characteristic coefficients) which claims that Z(A ) admits a Wakimoto
filtration for any A in PL+G,L+G, and that moreover the multiplicity of Wλ in
grλ(Z(A )) is the dimension of the λ-weight space of S(A ).

4.4. Central sheaves – construction. For later reference, we now briefly recall
how the functor Z and the relevant isomorphisms are constructed. This functor is
defined using nearby cycles associated with an ind-scheme

GrCen
G → A1

called the central affine Grassmannian, whose fiber over 0 identifies canonically
with FlG, and whose restriction to A1 r {0} identifies (again, canonically) with
GrG×(A1r{0}). We have a smooth affine group scheme G over A1 whose restriction
to A1 r {0} identifies with G × (A1 r {0}), and whose group of F[[z]]-points is
I. In [AR4, §2.2.3] the construction of this group scheme is explained (following
Zhu) using fpqc descent. Following [MRR], this group scheme also admits another
equivalent description, as the Néron blowup of G×A1 in B along the divisor {0} ⊂
A1; see in particular [MRR, Example 3.3]. Then GrCen

G is defined as the F-scheme
which represents the functor sending an F-algebra R to the set of isomorphism
classes of triples (y, E , β) where y ∈ A1(R), E is a principal G-bundle (over A1

R),
and β is a trivialization of E over A1

R r Γy (where Γy ⊂ A1
R is the graph of y).

Using the Beauville–Laszlo descent theorem (see [AR4, Remark 2.2.12] for details)

one sees that GrCen
G (R) also classifies isomorphism classes of triples (y, E ′, β′) where

y is as above, E ′ is a principal G-bundle over the completion Γ̂y of A1
R along Γy,

and β′ is a trivialization on Γ̂y r Γy. Using this description, the identification

{0} ×A1 GrCen
G = FlG

simply follows from the fact that FlG represents the functor sending R to isomor-
phism classes of pairs consisting of a principal G|Spec(F[[z]])-bundle over Spec(R[[z]])
together with a trivialization over Spec(R((z))); see [AR4, Proposition 2.2.6] for
details. (Here, G|Spec(F[[z]]) is the Iwahori group scheme attached to B.) The iden-
tification

(A1 r {0})×A1 GrCen
G = GrG × (A1 r {0})

is obtained using the similar moduli description of GrG (in terms of G-bundles,
see [AR4, Proposition 2.2.2]) and the additive structure on A1, which allows to

identify Γ̂y with Spec(R[[z]]).

The study of this functor also involves another scheme over A1, denoted GrBD
G

and called the Bĕılinson–Drinfeld affine Grassmannian. This ind-scheme represents
the functor sending an F-algebra R to isomorphism classes of triples (y, E , β) where
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y and E are as above, but now β is a trivialization on A1
R r (Γ0 ∪ Γy). (Here,

Γ0 = {0}×Spec(R) ⊂ A1
R is the graph of the constant point with value 0.) We still

have an identification

{0} ×A1 GrBD
G = FlG,

but now we have

(A1 r {0})×A1 GrCen
G = GrG × FlG × (A1 r {0}),

see [AR4, Lemma 2.3.16]. As explained in [AR4, §3.2.1], nearby cycles along

GrBD
G → A1 define a bifunctor

Y : DL+G,L+G × DI,I → DI,I.

By [AR4, Theorem 3.2.3], for A in DL+G,L+G and F in DI,I we have canonical
isomorphisms

(4.6) Z(A ) ?I F ∼= Y(A ,F ) ∼= F ?I Z(A );

in fact the composition of these isomorphisms is precisely the definition of σA ,F .
We will now explain how the functor Z, and its various structures, can be en-

tiredly described in terms of the bifunctor Y and some related structures. First,
applying (4.6) in case F = δ, we see that we have Z(A ) = Y(A , δ). This can also
be seen more directly (in particular, without using (4.6)) from the compatibility of
nearby cycles with proper pushforward, after we remark that there exists a closed
embedding GrCen

G ↪→ GrBD
G : in terms of functors this embedding is obtained by

sending a triple (y, E , β) to the triple (y, E , β′) where β′ is the restriction of β to
A1
R r (Γ0 ∪ Γy). The restriction of this embedding to A1 r {0} identifies with the

natural embedding

GrG × (A1 r {0}) = GrG × FlG,e × (A1 r {0}) ↪→ GrG × FlG × (A1 r {0}).

Now we consider the isomorphism φA ,B. The same arguments as for the con-
struction of this isomorphism (see [AR4, §3.4.1]) show that for A ,B in DL+G,L+G

and F ,G in DI,I we have a canonical isomorphism

(4.7) Y(A ,F ) ?I Y(B,G ) ∼= Y(A ?L+G B,F ?I G ).

Using this for F = G = δ and using the identification above we recover the iso-
morphism φA ,B.

Finally, we note that the isomorphisms in (4.6) can be reconstructed from (4.7),
using the fact that the functor Y(δGr,−) is the identity. To justify the latter claim

one remarks that there exists a natural closed embedding FlG × A1 ↪→ GrBD
G ,

obtained using restriction of trivializations as above, and the fact that FlG × A1

represents the functor sending an F-algebra R to isomorphism classes of triples
(y, E , β) where y ∈ A1(R), E is a G-bundle on A1

R, and β is a trivialization on
A1
R r Γ0. The restriction of this embedding to A1 r {0} identifies with the natural

embedding

FlG × (A1 r {0}) = Gr0
G × FlG × (A1 r {0}) ↪→ GrG × FlG × (A1 r {0}).

Since nearby cycles for a constant family identify with the identity functor, one
deduces the claim.

Then, applying the isomorphism (4.7) with F = δ and B = δGr one obtains the
first isomorphism in (4.6), and applying this isomorphism for A = δGr and G = δ
one obtains the second one.



46 R. BEZRUKAVNIKOV AND S. RICHE

Remark 4.2. In order to define the isomorphism σA ,F we need to consider objects
in DL+G,L+G and DI,I. But the definition of Y in terms of nearby cycles makes

sense without any equivariant structure. In particular, if we denote by Db
c (FlG,k)

the constructible derived category of k-sheaves on FlG, we have a natural bifunctor

DL+G,L+G × DIu,I → Db
c (FlG,k),

which will again be denoted Y, and which satisfies

Y(A ,ForIIu(F )) ∼= ForIIu(Y(A ,F ))

for A in DL+G,L+G and F in DI,I. In particular, this bifunctor therefore factors
through a bifunctor

DL+G,L+G × DIu,I → DIu,I,

which will again be denoted Y.

Below we will need the following standard property. Recall that we have a “loop
rotation” action of Gm on LG. (We normalize this action in such a way that for

t ∈ k× we have t · zλ = λ(t)−1 · zλ.) This action induces actions on F̃lG, FlG and
GrG such that the morphisms in (4.1) are equivariant.

Lemma 4.3. There exists a canonical action of Gm on GrCen
G such that the mor-

phism GrCen
G → A1 is Gm-equivariant with respect to the standard action on A1 (by

dilation), and whose restriction to A1 r {0}, resp. {0}, identifies (via the isomor-
phisms considered above) with the product of the standard action on A1 r {0} and
the loop rotation action on GrG, resp. with the loop rotation action on FlG.

Sketch of proof. First we note that there exists an action of Gm on G, compatible
with the group structure in the obvious way, such that the projection G → A1 is
Gm-equivariant (with respect to the standard action on A1), which restricts over
A1 r {0} to the action on G × (A1 r {0}) on the second factor, and such that
the induced action on F[[z]]-points is by loop rotation. This action can e.g. by
constructed using the formalism of [MRR] as follows. By compatibility of Néron
blowups with base change (see [MRR, Theorem 3.2(6)]), the fiber product

G ×A1 (Gm × A1),

where the morphism Gm × A1 → A1 is the action morphism, is the Néron blowup
of (G × A1) ×A1 (Gm × A1) in B × (Gm × {0}) along Gm × {0}. Now using the
Gm-action on A1 we obtain an identification of (G × A1) ×A1 (Gm × A1) with the
similar fiber product where the morphism Gm × A1 → A1 is the projection. Again
by compatibility of Néron blowups with base change, we deduce an isomorphism

G ×A1 (Gm × A1)
∼−→ Gm × G

as schemes over Gm × A1. Composing the inverse isomorphism with the natural
projection on G defines the desired action.

Once this action is constructed, the Gm-action on GrCen
G is obtained using pull-

back of torsors; details are left to the reader. �

For simplicity of notation, below we will set

Z := Z ◦ S−1 : Rep(G∨k )→ DI,I,

and write
mV := mS−1(V ) ∈ End(Z (V ))

for V in Rep(G∨k ).
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4.5. Extending the functor Z to coherent sheaves on G∨k . Below we will use
the following general construction. Let H be an affine k-group scheme of finite type.
We consider the category QCohH(H) of H-equivariant quasi-coherent sheaves on
H, where H acts on itself via the adjoint action. The latter category identifies with
the category of H-equivariant O(H)-modules. The identity functor of QCohH(H)
possesses a canonical automorphism mtaut

(−) , which can be described as follows. Any

H-equivariant O(H)-module M admits a canonical automorphism, defined as the
composition

M →M ⊗ O(H)→M

where the first morphism is the coaction (with respect to the H-module structure
on M) and the second one is the action morphism. It is easily checked that this
morphism is a morphism of H-equivariant O(H)-modules, and defines an automor-

phism of the object F corresponding to M in QCohH(H), which by definition is
mtaut

F .

The category QCohH(H) admits a monoidal structure, given by tensor product

of OH -modules. It is easily checked that for F ,G in QCohH(H) we have

mtaut
F⊗OH

G = mtaut
F ⊗OH mtaut

G .

Remark 4.4. As in §2.8 one can consider the universal stabiliser SH,H associated
with the adjoint H-action on itself, and we have a canonical (monoidal) functor

(4.8) QCohH(H)→ Rep∞(SH,H).

As in Remark 2.16, any object in Rep∞(SH,H) admits a tautological automor-
phism. It is easily checked that the functor (4.8) sends mtaut

F to the tautological
automorphism of its image.

Now, consider the full subcategory CohH(H) of H-equivariant coherent sheaves
on H, and the category Rep(H) of finite-dimensional representations of H. We
have a canonical monoidal functor

ı : Rep(H)→ CohH(H)

defined by V 7→ V ⊗OH , where the H-equivariant structure on V ⊗OH is diagonal.
For V in Rep(H) we will write mtaut

V for mtaut
ı(V ), so that mtaut

V is an automorphism

of V ⊗ OH which satisfies

mtaut
V1⊗V2

= mtaut
V1
⊗mtaut

V2

for V1, V2 ∈ Rep(H). We will denote by CohHfr (H) the full subcategory of CohH(H)
whose objects are the coherent sheaves V ⊗ OH for V in Rep(H), so that ı factors

through a functor Rep(H) → CohHfr (H) (still denoted ı) which is the obvious bi-

jection on objects. (Note that CohHfr (H) is defined as a full, but not strictly full,

subcategory of CohH(H).)
The following lemma is a variant of [AB, Proposition 4(a)], and follows from

similar arguments.

Lemma 4.5. Let A be an additive k-linear monoidal category, and let

F : Rep(H)→ A

be a k-linear monoidal functor. Let N(−) be an automorphism of F such that for
any V1, V2 in Rep(H) we have

NV1⊗V2
= NV1

⊗ NV2
,
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and the diagram

F (V1 ⊗ V2)

��

NV1⊗V2 // F (V1 ⊗ V2)

��
F (V2 ⊗ V1)

NV2⊗V1 // F (V2 ⊗ V1)

commutes, where the vertical arrows are the images under F of the commutativity
isomorphisms in Rep(H). Then there exists a unique k-linear monoidal functor

FCoh : CohHfr (H)→ A

such that FCoh ◦ ı = F , and such that

FCoh(mtaut
V ) = NV

for any V in Rep(H).

In more concrete terms, this lemma says that the datum of N(−) allows to “ex-
tend” in a canonical way the morphisms

HomRep(H)(V1, V2)→ HomA(F (V1), F (V2))

to morphisms

HomCohH(H)(V1 ⊗ OH , V2 ⊗ OH)→ HomA(F (V1), F (V2)),

for any V1, V2 ∈ Rep(H). (Here, the left-hand side identifies with (V ∗1 ⊗V2)H in the
first case, and with (V ∗1 ⊗ V2 ⊗ O(H))H in the second case.)

Remark 4.6. If K ⊂ H is a closed subgroup scheme and if h ∈ H commutes with K,
then we can apply Lemma 4.5 to the restriction functor ForHK : Rep(H)→ Rep(K),
and its automorphism induced by h. In this case, the functor

CohHfr (H)→ Rep(K)

is induced by restriction of coherent sheaves to h ∈ H.

Applying Lemma 4.5 to the monoidal functor Z : Rep(G∨k ) → DI,I and its
automorphism m(−), we obtain a canonical monoidal functor

Z Coh : Coh
G∨k
fr (G∨k )→ DI,I.

In particular, this provides for any V in Rep(G∨k ) a canonical algebra morphism

(4.9) End
CohG

∨
k (G∨k )

(V ⊗ OG∨k )→ EndPI,I
(Z (V )).

The G∨k -module O(G∨k ) (endowed with the action induced by left multiplica-
tion of G∨k on itself) defines an ind-object in Rep(G∨k ) (namely, the functor V 7→
HomG∨k

(V,O(G∨k ))); therefore, applying Z we deduce an ind-object Z (O(G∨k )) in

PI,I. As a special case of (4.9) we have a canonical algebra morphism

End
Ind-CohG

∨
k (G∨k )

(O(G∨k )⊗ OG∨k )→ EndInd-PI,I(Z (O(G∨k ))).

Note that given a ring object X in a k-linear monoidal category (A,�), with
unit object 1, the vector space

HomA(1, X)
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admits a natural structure of k-algebra, where the product of two morphisms f, g :
1→ X is the composition

1 = 1� 1
f�g−−−→ X �X → X,

where the right morphism is the multiplication map for X. Moreover, there exists
an algebra morphism

HomA(1, X)→ EndA(X)op

sending a morphism f : 1→ X to the morphism

X = X � 1
id�a−−−→ X �X → X,

where again the rightmost morphism is induced by multiplication in X; this mor-
phism in fact takes values in endomorphisms of X seen as a left module over itself.

Let us apply this construction to the ring-object O(G∨k )⊗OG∨k in Ind-CohG
∨
k (G∨k ).

Then we have
Hom(OG∨k ,O(G∨k )⊗ OG∨k ) ∼= O(G∨k ×G∨k )G

∨
k ,

where G∨k acts on G∨k × G∨k via g · (h1, h2) = (gh1, gh2g
−1). Now the morphism

G∨k ×G∨k → G∨k defined by (g, h) 7→ g−1hg defines an algebra isomorphism

O(G∨k )
∼−→ O(G∨k ×G∨k )G

∨
k ,

which therefore provides a canonical algebra morphism

O(G∨k )→ End(O(G∨k )⊗ OG∨k ),

hence finally an algebra morphism

(4.10) O(G∨k )→ EndInd-PI,I(Z (O(G∨k ))).

In this way, Z (O(G∨k )) becomes an O(G∨k )-module in the category Ind-PI,I, in the
sense recalled in §B.1.

4.6. The regular quotient: definition. The next considerations will make in-
tensive use of the notions of Serre quotient of an abelian category and of Verdier
quotient of a triangulated category; for a brief reminder on these notions, and
references, see §A.1.

The main player of [BRR] is the abelian category

P0
I,I,

defined as the Serre quotient of the abelian category PI,I by the Serre subcategory
P+

I,I generated by the simple objects ICw for w ∈ W such that `(w) > 0. If we

denote by D+
I,I the full triangulated subcategory of DI,I generated by P+

I,I, and by D0
I,I

the Verdier quotient of DI,I by D+
I,I, then by Lemma A.2 (applied using the perverse

t-structure on DI,I) there exists a unique t-structure on D0
I,I such that the quotient

functor Π0
I,I : DI,I → D0

I,I is t-exact, and moreover this t-structure is bounded, and

its heart identifies canonically with P0
I,I. This t-structure will be called the perverse

t-structure, and the associated cohomology functors will be denoted pH n(−). Since
PI,I is a finite-length category, so is P0

I,I, and its simple objects are the objects

δ0
ω := Π0

I,I(ICω)

for ω ∈ Ω. (In case ω = e is the unit, we will write δ0 for δ0
e .)

Consider the bifunctor DI,I ×DI,I → D0
I,I sending a pair (F ,G ) to Π0

I,I(F ?I G ).

By [BRR, Lemma 5.1(1)] we have Π0
I,I(F ?I G ) = 0 if either F or G belongs to
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D+
I,I. By the general properties of Verdier quotients (see §A.1), it follows that there

exists a unique bifunctor

?0
I : D0

I,I × D0
I,I → D0

I,I

such that

Π0
I,I(F ) ?0

I Π0
I,I(G ) = Π0

I,I(F ?I G )

for any F ,G in DI,I. It is easily seen that this bifunctor equips D0
I,I with the

structure of a monoidal category, with monoidal unit δ0.
From the fact that ICω ?I ICω′ ∼= ICωω′ for ω, ω′ ∈ Ω one sees that ?0

I is
t-exact on both sides with respect to the perverse t-structure; it therefore restricts
to a bifunctor P0

I,I × P0
I,I → P0

I,I which equips P0
I,I with a monoidal structure. It is

clear that the functor

Z 0 := Π0
I,I ◦Z : Rep(G∨k )→ P0

I,I

has a canonical monoidal structure.

4.7. Another convolution bifunctor. For later use, we now explain a variant of
the constructions of §4.6 where I-equivariance is replaced by Iu-equivariance.

Recall the category DIu,I, its perverse t-structure, and the heart PIu,I of this
t-structure (see §4.2). Let us denote by P+

Iu,I
, resp. D+

Iu,I
, the Serre subcategory

of PIu,I, resp. the full triangulated subcategory of DIu,I, generated by the simple

perverse sheaves ForIIu(ICw) with w ∈ W such that `(w) > 0. We will denote by

P0
Iu,I

the Serre quotient of PIu,I by P+
Iu,I

, and by D0
Iu,I

the Verdier quotient of DIu,I

by D+
Iu,I

. Then by Lemma A.2 there exists a unique t-structure on D0
Iu,I

such that
the quotient functor

Π0
Iu,I : DIu,I → D0

Iu,I

is t-exact; moreover, this t-structure is bounded, and its heart identifies with P0
Iu,I

.
This t-structure will be called the perverse t-structure, and the associated coho-
mology functors will be denoted pH n(−).

By the universal property of the Verdier quotient, the composition

PI,I

ForIIu−−−→ PIu,I

Π0
Iu,I−−−→ P0

Iu,I

factors through a triangulated functor

ForI,0Iu
: D0

I,I → D0
Iu,I.

This functor is easily seen to be t-exact with respect to the perverse t-structures,
and its restriction to the hearts identifies with the functor provided by the universal
property of the Serre quotient. Recall that ForIIu is fully faithful on perverse sheaves;
from the standard description of morphisms in a Serre quotient category (see [Gab]),
and since PI,I is closed under subquotients in PIu,I, one sees that the restriction of

ForI,0Iu
to the heart of the perverse t-structure is fully faithful.

Consider the bifunctor

DIu,I × DI,I → D0
Iu,I

sending a pair (F ,G ) to Π0
Iu,I

(F ?I G ), where ?I is as in (4.4). It follows again

from [BRR, Lemma 5.1(1)] and the general properties of the Verdier quotient
(see §A.1) that there exists a unique triangulated bifunctor

?0
I : D0

Iu,I × D0
I,I → D0

Iu,I
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such that for F in DIu,I and G in DI,I we have

Π0
Iu,I(F ) ?0

I Π0
I,I(G ) = Π0

Iu,I(F ?0
I G ).

This bifunctor defines a right action of the monoidal category (D0
I,I, ?

0
I ) on D0

Iu,I
;

for F ,G in D0
I,I we also have a canonical isomorphism

(4.11) ForI,0Iu
(F ?0

I G ) ∼= ForI,0Iu
(F ) ?0

I G .

As in the I-equivariant setting in §4.6 one sees that the bifunctor ?0
I is t-exact on

both sides; its restriction to the hearts of the perverse t-structures defines a right
action of the monoidal category P0

I,I on P0
Iu,I

, by exact autoequivalences.

4.8. The regular quotient: coherent description. In this subsection we make
the following assumptions:

(1) the quotient of X∗(T ) by the root lattice of (G,T ) is free;
(2) the quotient of X∗(T ) by the coroot lattice of (G,T ) has no `-torsion;
(3) for any indecomposable factor in the root system of (G,T ), ` is strictly

bigger than the corresponding value in Figure 1.1.

Here the first assumption is equivalent to requiring that G∨k has simply connected
derived subgroup, and the second one that its scheme-theoretic center is smooth.
The third assumption can most probably be weakened; it implies in particular that
` is good for G.

By [BRR, Theorem 5.4], there exists a regular unipotent element u ∈ G∨k and an
equivalence of monoidal categories

ΦI,I : (P0
I,I, ?

0
I )
∼−→ (Rep(ZG∨k (u)),⊗)

such that

Z 0 ◦ ΦI,I
∼= For

G∨k
ZG∨k

(u)

as monoidal functors, where ZG∨k (u) is the centralizer of u and

For
G∨k
ZG∨k

(u) : Rep(G∨k )→ Rep(ZG∨k (u))

is the restriction functor. (Note that by Lemma 2.6 the scheme-theoretic centralizer
of u is smooth, so the structure we consider on ZG∨k (u) is unambiguous.) This
equivalence furthermore satisfies the property that the automorphism

ΦI,I(Π
0
I,I(mV ))

identifies with the action of u on V , for any V in Rep(G∨k ).
Below we will need a more explicit description on this equivalence than what

is provided in [BRR], which we now explain. This description will make use of
the notion of tensor product with an R-module in a category, whose definition is
recalled in §B.1.

We first recall the structure of the main construction in [BRR]. As explained
in §4.5 the G∨k -module O(G∨k ) defines an ind-object in Rep(G∨k ), which is moreover
a ring ind-object. The image Z 0(O(G∨k )) therefore defines a ring ind-object in the
category P0

I,I. As explained in [BRR, §3.3] (following [B1]) any left ideal subobject

in Z 0(O(G∨k )) is automatically a two-sided ideal; in particular if we fix a maximal
left ideal subobject J ⊂ Z 0(O(G∨k )) then the quotient

R0 := Z 0(O(G∨k ))/J
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has a canonical structure of ring ind-object such that the surjection Z 0(O(G∨k ))→
R0 is a ring morphism. One then checks that the assignment

ΨI,I : F 7→ HomInd-P0
I,I

(δ0,R0 ?0
I F )

defines a functor from P0
I,I to the category Vectk of finite-dimensional k-vector

spaces, that this functor admits a canonical monoidal structure (induced in an
appropriate way by the ring structure on R0), and that its composition with Z 0

identifies with the forgetful functor ForG
∨
k : Rep(G∨k ) → Vectk. Using this functor

we invoke Tannakian formalism to obtain a closed subgroup scheme H ⊂ G∨k and
an equivalence of monoidal categories

(P0
I,I, ?

0
I )
∼−→ (Rep(H),⊗)

whose pre-composition with Z 0 is the restriction functor For
G∨k
H , and whose post-

composition with the forgetful functor ForH is ΨI,I. From the automorphism m of

the functor Z 0 we obtain an automorphism of the functor ForG
∨
k , which defines an

element u ∈ G∨k . Most of the content of [BRR] is then devoted to showing that u
is unipotent regular, and that H = ZG∨k (u).2

A posteriori, the ind-object Z 0(O(G∨k )) identifies with O(G∨k ) seen as a ZG∨k (u)-
representation; its maximal left ideals are therefore parametrized by the cosets in
ZG∨k (u)\G∨k . We claim that, if we still denote by ΦI,I the induced equivalence on
ind-objects, we have a canonical identification

ΦI,I(R
0) ∼= O(ZG∨k (u)).

In fact the ring surjection Z 0(O(G∨k ))→ R0 induces a ring map

(4.12) O(G∨k ) = ΦI,I

(
Z 0(O(G∨k ))

)
→ ΦI,I(R

0),

which as explained above identifies the right-hand side with functions on a certain
coset in ZG∨k (u)\G∨k ; what remains to be justified is that this coset is ZG∨k (u). To
check this it suffices to prove that our coset contains the unit element e, i.e. that
the augmentation morphism O(G∨k )→ k factors through our morphism (4.12). For
that we consider the commutative diagram

HomG∨k
(k,O(G∨k )⊗ O(G∨k )) //

��

HomG∨k
(k,O(G∨k ))

��
HomInd-P0

I,I
(δ0,Z 0(O(G∨k )) ?0

I Z 0(O(G∨k ))) //

++WWWW
WWWWW

WWWWW
WWWWW

WWW
HomInd-P0

I,I
(δ0,Z 0(O(G∨k )))

��
HomInd-P0

I,I
(δ0,R0)

where the upper vertical arrows are induced by Z 0, the lower vertical arrow by the
quotient morphism Z 0(O(G∨k )) → R0, and the horizontal ones by multiplication
in O(G∨k ). (The G∨k -action on each copy of O(G∨k ) is the left regular action.) Here
the diagonal arrow factors through ΦI,I(R0), and the upper line identifies with the
augmentation morphism O(G∨k )→ k, via the morphism O(G∨k )⊗O(G∨k )→ O(G∨k )

2In fact the equivalence we initially obtain concerns only a full subcategory of P0
I,I, which is

then shown to coincide with P0
I,I. This subtlety is irrelevant for the present discussion.
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induced by f ⊗ g 7→ f(e)g and Frobenius reciprocity. Moreover the composi-
tion of the right vertical arrows is an isomorphism in view of the isomorphism
Hom(δ0,R0) ∼= ΦI,I(δ

0) = k. The desired claim follows.
Recall from (4.10) that Z (O(G∨k )) is an O(G∨k )-module; hence Z 0(O(G∨k )) has

the same structure, and the corresponding morphism

O(G∨k )→ EndInd-Rep(ZG∨k
(u))(O(G∨k ))

(obtained by applying ΦI,I) is induced by the morphism G∨k → G∨k given by g 7→
g−1ug. It is easily seen from definitions that restriction induces an isomorphism

O(G∨k )⊗O(G∨k ) O({u}) ∼−→ O(ZG∨k (u)),

from which we deduce a canonical isomorphism

Z 0(O(G∨k ))⊗O(G∨k ) O({u}) ∼−→ R0.

Here, since O(G∨k ) acts on Z 0(O(G∨k )) by endomorphisms of left modules, the
left-hand side is naturally a left Z 0(O(G∨k ))-module, and this identification is com-
patible with this structure; it follows that the multiplication map on R0 can be
recovered from this description.

The comultiplication morphism of O(G∨k ) defines a morphism of G∨k -modules

(4.13) O(G∨k )→ O(G∨k )⊗ O(G∨k )

(where the action on the right term in the tensor product is trivial) which we use
to obtain a morphism

O(G∨k )⊗k OG∨k →
(
O(G∨k )⊗k OG∨k

)
⊗ O(G∨k )

in Ind-Coh
G∨k
fr (G∨k ). Here the right-hand side has an action of O(G∨k ) ⊗ O(G∨k )

obtained from the O(G∨k )-action on the first term (as in §4.5) and the obvious
O(G∨k )-action on the second term. If we restrict this action to O(G∨k ) via the
morphism induced by (g, h) 7→ h−1gh, then explicit computation shows that our
morphism is O(G∨k )-linear. We now consider the morphism

Z (O(G∨k ))→ Z (O(G∨k ))⊗ O(G∨k )

in Ind-PI,I obtained by applying (the extension to ind-objects of) Z Coh. This
morphism is again O(G∨k )-linear; as a consequence the composition

Z (O(G∨k ))→ Z (O(G∨k ))⊗ O(G∨k )

→
(
Z (O(G∨k ))⊗O(G∨k ) O({u})

)
⊗ O(ZG∨k (u))

factors (uniquely) through a morphism(
Z (O(G∨k ))⊗O(G∨k ) O({u})

)
→
(
Z (O(G∨k ))⊗O(G∨k ) O({u})

)
⊗ O(ZG∨k (u)).

Applying Π0
I,I, we deduce a morphism

(4.14)
(
Z 0(O(G∨k ))⊗O(G∨k )O({u})

)
→
(
Z 0(O(G∨k ))⊗O(G∨k )O({u})

)
⊗O(ZG∨k (u)).

These considerations show that the functor

(4.15) ΦI,I : P0
I,I
∼−→ Rep(ZG∨k (u))

can be reconstructed a posteriori as the functor

F 7→ Hom
(
δ0, (Z 0(O(G∨k ))⊗O(G∨k ) O({u})) ?0

I F ),
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with the monoidal structure induced by the product on Z 0(O(G∨k ))⊗O(G∨k ) O({u})
induced by the product on Z 0(O(G∨k )), and the ZG∨k (u)-action defined by the

coaction induced by (4.14). With this description, the regular unipotent element u
can in fact be chosen a priori, and arbitrarily, and the induced functor (4.15) will
be an equivalence in all cases. (As explained above, this choice is equivalent to the
choice of a left ideal ideal subobject in Z 0(O(G∨k )).)

Remark 4.7. (1) We do not claim that we know how to prove that ΦI,I is an
equivalence using the description as above, but only that we can give this
description a posteriori, once we know that it provides an equivalence.

(2) These considerations show that the ind-object R0 is in fact the image under
Π0

I,I of a canonical ind-object in PI,I, namely the tensor product

(4.16) R := Z (O(G∨k ))⊗O(G∨k ) O({u}).

Moreover, the same arguments as for R0 show that R has a natural struc-
ture of ring ind-object. As explained above, the morphism (4.14) defining
the ZG∨k (u)-action is also defined at the level of this object.

(3) One can also describe a variant of the equivalence ΦI,I which does not re-
quire any choice; namely, if Ureg denotes the unique open orbit in the unipo-
tent cone U of G∨k , then as explained in [BRR, §2.4] the map hZG∨k (u) 7→
huh−1 induces an isomorphism of varieties

G∨k /ZG∨k (u)
∼−→ Ureg,

hence an equivalence of categories CohG
∨
k (Ureg)

∼−→ Rep(ZG∨k (u)). One can
check that the composition of ΦI,I with the inverse of this equivalence de-
fines an equivalence

P0
I,I
∼−→ CohG

∨
k (Ureg)

which is independent of the initial choice of the ideal J (or, equivalently,
of the element u).

5. Construction of the monodromic regular quotient

In this section we provisionally come back to the general setting of §4.1.

5.1. Iu-monodromic sheaves on the extended affine flag variety, convo-

lution, and monodromy. Recall the ind-scheme F̃lG defined in §4.1. This ind-
scheme admits an action of Iu, and we can consider the associated equivariant

derived category Db
Iu

(F̃lG,k). We will denote by

DIu,Iu

the full triangulated subcategory of Db
Iu

(F̃lG,k) generated by the essential image of

the pullback functor π∗ : Db
Iu

(FlG,k) → Db
Iu

(F̃lG,k). (In other words DIu,Iu is the

Iu-equivariant derived category of sheaves on F̃lG, constructible with respect to the
stratification given by inverse images of I-orbits on FlG.) The perverse t-structure

on Db
Iu

(F̃lG,k) restricts to a t-structure (pD≤0
Iu,Iu

, pD≥0
Iu,Iu

) on DIu,Iu , whose heart will
be denoted PIu,Iu . Since π is smooth with connected fibers the functor

π† := π∗[dim(T )] ∼= π![−dim(T )] : DIu,I → DIu,Iu
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is t-exact, and the simple objects in the category PIu,Iu are the object π†ForIIu(ICw)
with w ∈W .

We define a natural convolution product − ?Iu − on the category Db
Iu

(F̃lG,k) as

follows. We denote by F̃lG×̃F̃lG the fppf quotient of LG× F̃lG by the action of Iu

defined by g · (h, x) = (hg−1, g · x); it is easily seen that this functor is represented
by an ind-scheme, which we denote in the same way. The multiplication map in

LG defines a (non proper!) morphism m̃ : F̃lG×̃F̃lG → F̃lG. Then, given F ,G

in Db
Iu

(F̃lG,k), there exists a unique complex F �̃G in Db
Iu

(F̃lG ×̃ F̃lG,k) whose

pullback to LG× F̃lG is the exterior product of the pullback of F to LG with G .
We set

F ?Iu G := m̃!(F �̃G )[dim(T )].

It is not difficult to check that this operation admits a natural associativity con-
straint. (In this definition we use the !-pushforward, which differs from the ∗-
pushforward since m̃ is not proper.)

Remark 5.1. As in Remark 4.1, given Iu-stable subschemes X,Y in F̃lG, we will
also denote by X×̃Y the quotient of X ′ × Y by the Iu-action induced by that on

LG× F̃lG, where X ′ is the preimage of X in LG.

Lemma 5.2. For any F ,G in DI,I we have(
π†ForIIu(F )

)
?Iu

(
π†ForIIu(G )

) ∼= (π†ForIIu(F ?I G )
)
⊗k H

[•]
c (T ;k)[2 dim(T )],

where we write H
[•]
c (T ;k) for

⊕
i∈Z H

i
c(T, k)[−i].

Proof. If we denote by Db
I (F̃lG,k) the I-equivariant derived category of F̃lG, the

same definition as for the convolution product ?I defines a canonical bifunctor

DIu,I ×Db
I (F̃lG,k)→ Db

Iu(F̃lG,k),

which will also be denoted ?I. Let us again denote by

ForIIu : Db
I (F̃lG,k)→ Db

Iu(F̃lG,k)

the natural forgetful functor; then by the same considerations as for [BGMRR,

Lemma 2.5], for F ′ in Db
Iu

(F̃lG,k) and G ′ in Db
I (F̃lG,k) we have a canonical iso-

morphism
F ′ ?Iu ForIIu(G ′) ∼= (π!F

′) ?I G ′[dim(T )].

With F ,G as in the statement, we deduce an isomorphism(
π†ForIIu(F )

)
?Iu

(
π†ForIIu(G )

) ∼= (π∗ForIIu(F )
)
?Iu

(
ForIIu ◦ π

∗(G )
)
[2 dim(T )]

∼=
(
π!π
∗ForIIu(F )

)
?I

(
π∗G

)
[3 dim(T )].

Now we have (
π!π
∗ForIIu(F )

)
?I

(
π∗G

) ∼= π∗ForIIu
(
(π!π

∗F ) ?I G
)
.

If we denote by X ⊂ FlG a closed union of I-orbits over which F is supported, and

by X̃ its preimage in F̃lG, then by the projection formula we have π!π
∗F ∼= F ⊗k

π!kX̃ . Since X̃ is a T -torsor over X, we have a canonical isomorphism X̃ ×X X̃ ∼=
T × X̃; the base change theorem then implies that π∗π!kX̃ ∼= kX̃ ⊗k H

[•]
c (T ;k), and

using this (and the definition of the convolution product) we obtain an isomorphism

(π!π
∗F ) ?I G ∼= (F ?I G )⊗k H

[•]
c (T ;k).
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The desired isomorphism follows. �

The formula in Lemma 5.2 shows in particular that the bifunctor ?Iu restricts to
a bifunctor

DIu,Iu × DIu,Iu → DIu,Iu .

A similar construction provides a bifunctor

?Iu : DIu,Iu × DIu,I → DIu,I

such that

π†(F ?Iu G ) ∼= F ?Iu π
†(G )

for F in DIu,Iu and G in DIu,I.
Verdier’s monodromy construction (see [Ve]; see also [BR1, Go1] for additional

comments) with respect to the action of T × T on F̃lG via (t1, t2) · gIu = t1gt2Iu

provides, for any F in DIu,Iu , a canonical algebra morphism

µF : O(T∨k × T∨k )→ EndDIu,Iu
(F ),

which is unipotent in the sense that it vanishes on a power of the kernel of the
natural augmentation morphism O(T∨k × T∨k )→ k. (Here we use the identification
O(T∨k ) = k[X∗(T )].) This construction satisfies various forms of functoriality; in
particular, for any F ,G in DIu,Iu and any morphism f : F → G we have

f ◦ µF (x) = µG (x) ◦ f
for all x ∈ O(T∨k × T∨k ). With this structure, DIu,Iu becomes an O(T∨k × T∨k )-linear
category.

Remark 5.3. Recall that each I-orbit on FlG is stable under the loop rotation action,

as well as each pullback of such an orbit to F̃lG. As a consequence, for every object
F in DI,I, resp. G in DIu,Iu , we have a canonical monodromy morphism

µrot
F : k[x, x−1]→ EndDI,I

(F ), resp. µrot
G : k[x, x−1]→ EndDIu,Iu

(G ).

These morphisms possess the same functoriality properties as those considered
above.

Recall also that any object of PL+G,L+G is automatically equivariant with respect
to the loop rotation action, see [MV, Proposition 2.2]. As explained in [AB, §5.2]
(see also [AR4, Proposition 2.4.6 and its proof]), as a consequence of Lemma 4.3
and this property, for any A in PL+G,L+G we have

(5.1) mA = µrot
Z(A )(x

−1).

5.2. The monodromic regular quotient. The main player in this paper will be
the abelian category

P0
Iu,Iu

defined as the Serre quotient of PIu,Iu by the Serre subcategory P+
Iu,Iu

generated

by the simple objects π†ForIIu(ICw) for w ∈ W such that `(w) > 0. Let us also

denote by D+
Iu,Iu

the full triangulated subcategory of DIu,Iu generated by the perverse

sheaves π†ForIIu(ICw) for w ∈ W such that `(w) > 0, and by D0
Iu,Iu

the Verdier

quotient of DIu,Iu by D+
Iu,Iu

. By Lemma A.2 once again, there exists a unique

t-structure on D0
Iu,Iu

such that the quotient functor

Π0
Iu,Iu : DIu,Iu → D0

Iu,Iu
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is t-exact; moreover this t-structure is bounded, and its heart identifies with P0
Iu,Iu

.
This t-structure will be called the perverse t-structure, and the corresponding co-
homology functors will be denoted pH n(−).

Lemma 5.4. (1) If F belongs to D+
Iu,Iu

and G is any object of DIu,Iu , then the

objects F ?Iu G and G ?Iu F belong to D+
Iu,Iu

.

(2) For F ,G in pD≤0
Iu,Iu

and n ∈ Z>0, the object pH n(F ?Iu G ) belongs to P+
Iu,Iu

.

Sketch of proof. The proof reduces to the case F and G are simple perverse sheaves,
which reduces to the claims in [BRR, Lemma 5.1] using Lemma 5.2. �

As a consequence of Lemma 5.4 we obtain that the bifunctor

DIu,Iu × DIu,Iu → D0
Iu,Iu

defined by
(F ,G ) 7→ Π0

Iu,Iu(F ?Iu G )

factors through a bifunctor

?0
Iu : D0

Iu,Iu × D0
Iu,Iu → D0

Iu,Iu ,

which is triangulated and defines a structure of monoidal category (without unit
object) on D0

Iu,Iu
. This bifunctor is moreover “right t-exact” in the sense that if

F ,G belong to the nonpositive part of the perverse t-structure on D0
Iu,Iu

, then so

does F ?0
Iu

G . (This bifunctor is not t-exact if G is nontrivial, contrary to the

situation for D0
I,I.)

We also define the bifunctor

(−) p?0
Iu (−) : P0

Iu,Iu × P0
Iu,Iu → P0

Iu,Iu

by setting, for F ,G in P0
Iu,Iu

,

F p?0
Iu G := pH 0(F ?0

Iu G ).

The right t-exactness of ?0
Iu

implies that the bifunctor (−) p?0
Iu (−) is right exact on

both sides, and also that for F ,G ,H in P0
Iu,Iu

we have

(F p?0
Iu G ) p?0

Iu H ∼= pH 0
(
(F ?0

Iu G ) ?0
Iu H

)
,

F p?0
Iu (G p?0

Iu H ) ∼= pH 0
(
F ?0

Iu (G ?0
Iu H )

)
;

in particular, the associativity constraint on ?0
Iu

induces an associativity constraint

on p?0
Iu , so that we obtain a monoidal category

(P0
Iu,Iu ,

p?0
Iu)

(again, without unit object).

5.3. Relation with the regular quotient. It follows from the definitions and
the universal property of the Verdier quotient that the composition

Π0
Iu,Iu ◦ π

† ◦ ForIIu : DI,I → D0
Iu,Iu

factors through a triangulated functor

π†0 : D0
I,I → D0

Iu,Iu .

From the t-exactness of π† we deduce that π†0 is t-exact with respect to the perverse
t-structures.
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Lemma 5.5. The restriction of π†0 to the hearts of the perverse t-structures admits
a natural structure of monoidal functor

π†0 : (P0
I,I, ?

0
I )→ (P0

Iu,Iu ,
p?0

Iu).

Proof. From Lemma 5.2 we obtain for F ,G in D0
I,I a canonical isomorphism

π†0(F ) ?0
Iu π
†
0(G ) ∼= π†0(F ?0

I G )⊗k H
[•]
c (T ;k)[2 dim(T )].

If F and G belong to the heart of the perverse t-structure, we deduce a canonical
isomorphism

π†0(F ) p?0
Iu π
†
0(G ) ∼= π†0(F ?0

I G )⊗ H2 dim(T )
c (T ;k).

Now the vector space H
2 dim(T )
c (T ;k) is canonically isomorphic to k since T is con-

nected, which provides an isomorphism of bifunctors defining a monoidal structure
on our functor. �

Similar considerations show that the composition

Π0
Iu,Iu ◦ π

† : DIu,I → D0
Iu,Iu

factors through a triangulated functor

π†,0 : D0
Iu,I → D0

Iu,Iu ,

which is t-exact for the perverse t-structures and satisfies

(5.2) π†0
∼= π†,0 ◦ ForI,0Iu

where ForI,0Iu
is defined in §4.7.

6. Free-monodromic perverse sheaves

We continue to consider the general setting of §4.1.

6.1. Yun’s completed category. Following Yun (see [BY, Appendix A]; see
also [BR1] for additional comments) we consider the “completed” category

D∧Iu,Iu

associated with the T -torsor π : F̃lG → FlG and the Iu-action on these ind-schemes.
Recall that this category is defined as the full subcategory of the category of pro-
objects in DIu,Iu whose objects are the systems

“ lim←−
n∈Z≥0

”Fn

which are

• π-constant, in the sense that the pro-object “ lim←− ”π!(Fn) is isomorphic to
an object in DIu,I;

• uniformly bounded in degrees, in the sense that we have an isomorphism
“ lim←− ”Fn

∼= “ lim←− ”F ′n and some N ∈ Z≥0 such that each F ′n satisfies
pH i(F ′n) = 0 unless i ∈ [−N,N ].
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It is proved in [BY, Appendix A] that this category admits a triangulated structure,
for which the distinguished triangles are the diagrams isomorphic to one of the form

“ lim←− ”Fn

“ lim←− ”αn
−−−−−−→ “ lim←− ”Gn

“ lim←− ”βn
−−−−−→ “ lim←− ”Hn

“ lim←− ”γn
−−−−−→ “ lim←− ”Fn[1]

where each

Fn
αn−−→ Gn

βn−−→Hn
γn−→ Fn[1]

is a distinguished triangle in DIu,Iu . In particular we have a canonical fully faithful
triangulated functor

(6.1) DIu,Iu → D∧Iu,Iu

sending an object F to the constant projective system with value F . The functor
π† = π![dim(T )] defines a functor D∧Iu,Iu → DIu,I, which will also be denoted π†,

and which can be shown to be triangulated. This functor is conservative by [BY,
Lemma A.3.5]. By [BR1, Corollary 5.5], the category D∧Iu,Iu is Krull–Schmidt.

It is clear that in this definition one can replace the ind-scheme F̃lG by the inverse
image of any locally closed union X of I-orbits in FlG; in this setting the completed
category will be denoted D∧Iu(X,k).

Recall the local systems LT,n on T considered in [BR1, §10.1], and the associated
pro-object

L ∧T := “ lim←−
n

”LT,n

on T . (Here, each LT,n is an extension of copies of the constant local system kT .)

We have F̃lG,e = B/U ∼= T . The pro-object L ∧T therefore defines a pro-local system

on F̃lG,e; taking the pushforward under the embedding in F̃lG of its shift by dim(T )
we obtain an object in D∧Iu,Iu , which will be denoted δ∧. By [BR1, Equation (3.3)],
we have a canonical isomorphism

π†(δ
∧) ∼= ForIIu(δ).

The arguments of [BY, §4.3] (see also [BR1, §7.3] for the analoguous case of
G/U) show that the monoidal product ?Iu extends to a bifunctor

?̂ : D∧Iu,Iu × D∧Iu,Iu → D∧Iu,Iu

which is triangulated on both sides. More specifically, the bifunctor ?Iu extends in
a canonical way to a bifunctor ?̂ on pro-objects, so that for pro-objects “ lim←−i∈I ”Fi

and “ lim←−j∈J ”Gj we have(
“ lim←−
i∈I

”Fi

)
?̂

(
“ lim←−
j∈J

”Gj

)
= “ lim←−

(i,j)∈I×J
”Fi ?Iu Gj .

Now if these pro-objects belong to D∧Iu,Iu (so that, in particular, we can assume

I = J = Z≥0) we have(
“ lim←−

n

”Fn

)
?̂

(
“ lim←−
m

”Gm

)
= “ lim←−

m

”

(
“ lim←−

n

”Fn ?Iu Gm

)
where for each m the pro-object “ lim←−n ”Fn ?Iu Gm is representable by an object of

DIu,Iu . It is explained in [BY, §4.3] that this formal inverse limit of objects in DIu,Iu
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belongs to D∧Iu,Iu . In fact we also have(
“ lim←−

n

”Fn

)
?̂

(
“ lim←−
m

”Gm

)
= “ lim←−

n

”

(
“ lim←−
m

”Fn ?Iu Gm

)
where for each n the pro-object “ lim←−m ”Fn ?Iu Gm belongs to DIu,Iu .

The bifunctor ?̂ on D∧Iu,Iu admits a natural associativity constraint and a unit

object (namely, δ∧), which equips D∧Iu,Iu with the structure of a monoidal category.

It restricts to (triangulated) bifunctors

?̂ : D∧Iu,Iu × DIu,Iu → DIu,Iu , ?̂ : DIu,Iu × D∧Iu,Iu → DIu,Iu

which define left and right actions of the monoidal category (D∧Iu,Iu , ?̂) on the cate-
gory DIu,Iu respectively. These two actions commute, and are compatible in various
ways; in particular, for F1,F2 in D∧Iu,Iu and G1,G2 in DIu,Iu we have canonical
isomorphisms

(G1 ?̂F1) ?Iu (F2 ?̂ G2) ∼= G1 ?Iu

(
(F1 ?̂F2) ?̂ G2

) ∼= (G1 ?̂ (F1 ?̂F2)
)
?Iu G2,

(6.2)

(F1 ?̂ G1) ?Iu G2
∼= F1 ?̂ (G1 ?Iu G2).(6.3)

Remark 6.1. As explained above, the convolution product on D∧Iu,Iu extends that

on DIu,Iu , and there exists a unit object for this product. The construction of D∧Iu,Iu
can be seen as a way to “complete” the category DIu,Iu so that it admits a unit
object, while staying in the world of triangulated monoidal categories.

We similarly have an action on the category DIu,I, defined by a bifunctor

?̂ : D∧Iu,Iu × DIu,I → DIu,I

whose definition is similar to that considered above, and which is also triangulated
on both sides. These functors satisfy the following relations (see [BR1, Equa-
tions (7.2) and (7.6), Lemma 7.2]):

π†(F ?̂ G ) ∼= F ?̂ π†(G )(6.4)

F ?̂ ForIIu(H ) ∼= π†(F ) ?I H(6.5)

F ?̂ π†(K ) ∼= π†(F ?̂K )(6.6)

for F ,G in D∧Iu,Iu , H in DI,I and K in DIu,I.
The monodromy constructions of §5.1 pass to the completion, and provide for

any F in D∧Iu,Iu canonical algebra morphisms

µF : O(T∨k × T∨k )→ EndD∧Iu,Iu
(F ), µrot

F : k[x, x−1]→ EndD∧Iu,Iu
(F )

which commute with all morphisms. In particular, with the morphisms µF , D∧Iu,Iu
becomes an O(T∨k × T∨k )-linear category. These operations are compatible with
convolution, in the sense that for F ,G in D∧Iu,Iu and f, g ∈ O(T∨k ) we have

µF ?̂G (f ⊗ g) = µF (f ⊗ 1) ?̂ µG (1⊗ g)(6.7)

µF (1⊗ f) ?̂ idG = idF ?̂ µG (f ⊗ 1).(6.8)

(The proof is similar to that given for sheaves on G/U in [BR1, Lemma 7.3].) It is
not difficult to check that for F ,G in D∧Iu,Iu we also have

(6.9) µrot
F ?̂G (x) = µrot

F (x) ?̂ µrot
G (x).
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The following claim follows from [BR1, Remark 5.1].

Lemma 6.2. Let F in D∧Iu,Iu . Then F belongs to the essential image of the

functor (6.1) iff the restriction of µF to k ⊗k O(T∨k ) ⊂ O(T∨k × T∨k ) vanishes on
some power of the maximal ideal corresponding to e ∈ T∨k .

6.2. The perverse t-structure. Another important feature of the “completed”
(or “free monodromic”) category D∧Iu,Iu is that it admits a “perverse” t-structure

(pD∧,≤0
Iu,Iu

, pD∧,≥0
Iu,Iu

), whose heart will be denoted P∧Iu,Iu . (For the definition of this

t-structure, see [BR1, §5.2]; for an earlier and slightly different construction of this
t-structure, see [BY, §A.6].) From the construction it is clear that the functor (6.1)
is t-exact. One can check also that the functor π† of §6.1 is right t-exact, see [BR1,
Corollary 5.8].

For any w ∈ W , the quotient Iu\F̃lG,w is a T -torsor over Spec(k) for the action
induced by right multiplication on LG (but this torsor does not admit any canonical

trivialization in general). After choosing a T -equivariant isomorphism Iu\F̃lG,w
∼−→

T , we can then define

∆∧w := “ lim←−
n

”(̃w)!p
∗
wL ∧T,n[dim(T ) + `(w)],

∇∧w := “ lim←−
n

”(̃w)∗p
∗
wL ∧T,n[dim(T ) + `(w)],

where pw is the composition F̃lG,w → Iu\F̃lG,w
∼−→ T , and ̃w : F̃lG,w → F̃lG is the

embedding. These objects are perverse sheaves, and do not depend on the choice
of trivialization up to (noncanonical) isomorphism. They also satisfy

(6.10) π†(∆
∧
w) ∼= ForIIu(∆I

w), π†(∇∧w) ∼= ForIIu(∇I
w),

see [BR1, Equation (5.3)]. With these objects at hand, one can describe the non-

positive part pD∧,≤0
Iu,Iu

of the perverse t-structure on D∧Iu,Iu as the subcategory gen-

erated under extensions by the objects ∆∧w[n] with w ∈ W and n ≥ 0, see [BR1,
Lemma 5.6]. (The similar statement for the nonnegative part of the t-structure
does not hold.)

Lemma 6.3. (1) For any w ∈W , there exist isomorphisms

∆∧w ?̂∇∧w−1
∼= δ∧, ∇∧w−1 ?̂∆∧w

∼= δ∧.

(2) If w, y ∈W are such that `(wy) = `(w)+`(y), then there exist isomorphisms

∆∧w ?̂∆∧y
∼= ∆∧wy, ∇∧w ?̂∇∧y ∼= ∇∧wy.

(3) For any w, y ∈W , the objects

∆∧w ?̂∇∧y and ∇∧w ?̂∆∧y

belong to P∧Iu,Iu .

Proof. For (1)–(2), the proof is similar to that of the corresponding statements on
G/U , treated in detail in [BR1, Lemma 7.7]. For (3), the proof is again based on
the same idea: by (6.4)–(6.5) and (6.10) we have

π†(∆
∧
w ?̂∇∧y ) ∼= ∆∧w ?̂ For

I
Iu(∇I

y) ∼= ForIIu(∆I
w) ?I ∇I

y.

Now it is well known that the right-hand side is a perverse sheaf, see e.g. [AR4,
Lemma 4.1.7]. Since an object whose image under π† is perverse is itself perverse
(see [BR1, Lemma 5.3(1)]), the claim follows. �
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Remark 6.4. Lemma 6.3(1) implies in particular that the functor of left (resp. right)
convolution with ∆∧w is an equivalence of categories, with quasi-inverse given by left
(resp. right) convolution with ∇∧w−1 .

Corollary 6.5. For any w ∈W :

(1) the functors

∇∧w ?̂ (−), (−) ?̂∇∧w : D∧Iu,Iu → D∧Iu,Iu

are right t-exact;
(2) the functors

∆∧w ?̂ (−), (−) ?̂∆∧w : D∧Iu,Iu → D∧Iu,Iu

are left t-exact

Proof. Since the nonpositive part of the perverse t-structure on D∧Iu,Iu is generated

under extensions by the objects ∆∧y [n] for y ∈ W and n ≥ 0 (see above), (1) is
a consequence of Lemma 6.3(3). We deduce (2) using the fact that the functor
∇∧w−1 ?̂ (−), resp. (−) ?̂ ∇∧w−1 is left adjoint to ∆∧w ?̂ (−), resp. (−) ?̂ ∆∧w, see
Remark 6.4. �

Below we will also need to consider the monodromy morphisms for the objects
∆∧w and ∇∧w. The following lemma is the analogue in our present setting of [BR1,
Lemma 5.4, Lemma 6.1]. Here we denote by (T∨k )∧ the spectrum of the completion
of O(T∨k ) with respect to the ideal corresponding to e ∈ T∨k . For λ ∈ X∗(T ), we
will also denote by eλ the corresponding morphism T∨k → Gm, seen as an element
in O(T∨k ).

Lemma 6.6. Let w ∈W , and write w = vt(λ) with v ∈Wf and λ ∈ X∗(T ).

(1) The restriction of µ∆∧w
to the subalgebra

O(T∨k ) = k⊗ O(T∨k ) ⊂ O(T∨k )⊗ O(T∨k ) = O(T∨k × T∨k )

factors (in the natural way) through an isomorphism

O((T∨k )∧)
∼−→ EndD∧Iu,Iu

(∆∧w),

and any nonzero endomorphism of ∆∧w is injective. Moreover, for any f ∈
O(T∨k ) we have

µ∆∧w
(f ⊗ 1) = µ∆∧w

(1⊗ v−1(f)),

and we have
µrot

∆∧w
(x) = µ∆∧w

(1⊗ e−λ).

(2) The restriction of µ∇∧w to the subalgebra

O(T∨k ) = k⊗ O(T∨k ) ⊂ O(T∨k )⊗ O(T∨k ) = O(T∨k × T∨k )

factors (in the natural way) through an isomorphism

O((T∨k )∧)
∼−→ EndD∧Iu,Iu

(∇∧w).

Moreover, for any f ∈ O(T∨k ) we have

µ∇∧w(f ⊗ 1) = µ∇∧w(1⊗ v−1(f)),

and we have
µrot
∇∧w(x) = µ∇∧w(1⊗ e−λ).
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Proof. The claims about the right monodromy and the injectivity of nonzero mor-
phisms are general facts in completed derived categories, see [BR1, Lemma 5.4].

Since Iu is normal in I, the left action of T on F̃lG,w induces an action on the quo-

tient Iu\F̃lG,w, and it is easily seen that this action is the twist of the action consid-

ered above on Iu\F̃lG,w by v−1, which implies the claim about left monodromy by
basic properties of the monodromy construction, see [BR1, Lemma 2.5]. Similarly,

the loop rotation action on F̃lG,w induces an action on the quotient Iu\F̃lG,w, which
is deduced from the T -action via −λ : Gm → T ; this implies the claims about the
loop rotation monodromy. �

6.3. Tilting perverse sheaves. Recall that an object F in P∧Iu,Iu is said to be

tilting if it admits a filtration (in the abelian category P∧Iu,Iu) with subquotients of

the form ∆∧w (w ∈ W ) and a filtration with subquotients of the form ∇∧w (w ∈
W ). The full subcategory of P∧Iu,Iu whose objects are the tilting perverse sheaves

will be denoted T∧Iu,Iu . As explained in [BY, §A.7] (see also [BR1, §5.5]), the

isomorphism classes of indecomposable objects in T∧Iu,Iu are in a canonical bijection

with W ; more specifically, for any w ∈W there exists a unique (up to isomorphism)
object T ∧w in D∧Iu,Iu such that π†(T ∧w ) ∼= Tw (where the right-hand side is defined

in §4.2); then T ∧w is an indecomposable tilting object in P∧Iu,Iu , and the assignment

w 7→ T ∧w provides the desired bijection. (We insist that T ∧w is defined only up to
isomorphism.)

The same arguments as in [BR1, Remark 7.9] show that T∧Iu,Iu is a monoidal

subcategory in D∧Iu,Iu . Note also that we have natural equivalences of categories

(6.11) KbT∧Iu,Iu
∼−→ DbP∧Iu,Iu

∼−→ D∧Iu,Iu ,

see [BR1, Proposition 5.11], and that the composition of these two equivalences has
a natural monoidal structure.

Using tilting objects one obtains the following property of monodromy.

Lemma 6.7. For any F in P∧Iu,Iu , the monodromy morphism µF factors through
the surjection

O(T∨k × T∨k )→ O(T∨k ×T∨k /Wf
T∨k ).

Proof. Let us first note that for w, y ∈W we have

(6.12) HomP∧Iu,Iu
(∆∧w,∆

∧
y ) = 0 if w 6= y.

In fact, write w = vt(λ) and y = v′t(λ′) with v, v′ ∈ Wf and λ, λ′ ∈ X∗(T ). If
f : ∆∧w → ∆∧y is a nonzero morphism and F is its image, then for any r ∈ O(T∨k )

we have µF (r ⊗ 1) = µF (1 ⊗ v−1(r)) by Lemma 6.6(1) and the fact that F is a
quotient of ∆∧w, and µF (r ⊗ 1) = µF (1 ⊗ (v′)−1(r)) by the same lemma and the
fact that F is a subobject of ∆∧y . Hence µF (1⊗ (v−1(r)− (v′)−1(r))) = 0 for any

r. The injectivity claim in Lemma 6.6(1) then implies that v−1(r) = (v′)−1(r) for
any r, so that v = v′. The same considerations using µrot

F show that λ = λ′, which
finishes the proof of (6.12).

Once this claim is proved, using the fact that µ∆∧w
factors through the surjection

O(T∨k × T∨k ) → O(T∨k ×T∨k /Wf
T∨k ) (see once again Lemma 6.6(1)) one obtains as

in [BR1, §§6.3–6.4] or in §7.3 below (using a faithful associated graded functor) that
this property holds for any object of T∧Iu,Iu . Finally, the first equivalence in (6.11)
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shows that any object in P∧Iu,Iu is a subquotient of a tilting object, which implies
our claim. �

We will still denote by µF the morphism

O(T∨k ×T∨k /Wf
T∨k )→ End(F )

induced by the map previously denoted µF . In concrete terms, Lemma 6.7 means
that the actions of O(T∨k ) on an object of P∧Iu,Iu defined by monodromy for the

left and right actions of T on F̃lG coincide on the subalgebra O(T∨k /Wf). We can
therefore speak unambiguously of the monodromy action of O(T∨k /Wf) on such an
object. In view of (6.7) the same comment will apply to any object of the form
F ?̂ G with F ,G in P∧Iu,Iu , and moreover the action on F ?̂ G identifies with both
the action induced by that on F and the action induced by that on G .

6.4. Actions of D∧Iu,Iu on D0
Iu,Iu

. Recall from §6.1 that the monoidal category

(D∧Iu,Iu , ?̂) acts on DIu,Iu , via a bifunctor

?̂ : D∧Iu,Iu × DIu,Iu → DIu,Iu .

Lemma 6.8. For F ∈ D∧Iu,Iu and G ∈ D+
Iu,Iu

, the object F ?̂ G belongs to D+
Iu,Iu

.

Proof. As for Lemma 5.4, it suffices to prove the claim when G = π†ForIIu(ICw)
for some w ∈W with `(w) > 0. Now using (6.5)–(6.6) we see that

F ?̂ π†ForIIu(ICw) ∼= π†((π†F ) ?I ICw).

Here π†F is an object of DIu,I, and the bifunctor we consider is that of (4.4). Then
the claim follows once again from [BRR, Lemma 5.1]. �

With this lemma at hand, the universal property of the Verdier quotient implies
that for any F in D∧Iu,Iu , the functor

DIu,Iu → D0
Iu,Iu

defined by G 7→ Π0
Iu,Iu

(F ?̂G ) factors canonically through a functor D0
Iu,Iu
→ D0

Iu,Iu
,

and one checks easily that this operation defines a triangulated bifunctor

?̂
0

: D∧Iu,Iu × D0
Iu,Iu → D0

Iu,Iu

defining a left action of the monoidal category (D∧Iu,Iu , ?̂) on D0
Iu,Iu

. Similar consid-

erations starting with the right action of (D∧Iu,Iu , ?̂) on DIu,Iu (by convolution on the

right) leads to the construction of a triangulated bifunctor

?̂
0

: D0
Iu,Iu × D∧Iu,Iu → D0

Iu,Iu

defining a right action of the monoidal category (D∧Iu,Iu , ?̂) on D0
Iu,Iu

. These two

actions commute, and are related in various ways; in particular, from (6.2)–(6.3) we
deduce that for F1,F2 in D∧Iu,Iu and G1,G2 in D0

Iu,Iu
we have canonical isomorphisms

(G1 ?̂
0 F1) ?0

Iu (F2 ?̂
0 G2) ∼= G1 ?

0
Iu

(
(F1 ?̂F2) ?̂

0 G2

) ∼= (G1 ?̂
0

(F1 ?̂F2)
)
?0

Iu G2,

(6.13)

(F1 ?̂
0 G1) ?0

Iu G2
∼= F1 ?̂

0
(G1 ?

0
Iu G2).(6.14)

We will also consider the bifunctors

p?̂
0

: P∧Iu,Iu × P0
Iu,Iu → P0

Iu,Iu ,
p?̂

0
: P0

Iu,Iu × P∧Iu,Iu → P0
Iu,Iu
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defined by

F p?̂
0 G := pH 0(F ?̂

0 G ).

Lemma 6.9. If F ∈ D∧Iu,Iu and G ∈ DIu,Iu belong to the nonpositive parts of the

perverse t-structures, then so does Π0
Iu,Iu

(F ?̂G ). In particular, for F in P∧Iu,Iu the
functor

F p?̂
0

(−) : P0
Iu,Iu → P0

Iu,Iu

is right exact, and for G in P0
Iu,Iu

the functor

(−) p?̂
0 G : P∧Iu,Iu → P0

Iu,Iu

is right exact.

Proof. The first claim will follow in general if we prove it when G is a simple
perverse sheaf, i.e. is of the form π†(ForIIu(ICw)) for some w ∈W . In this case, as
in the proof of Lemma 6.8 we have

F ?̂ π†(ForIIu(ICw)) ∼= π†(π†(F ) ?I ICw).

Now if `(w) > 0, Lemma 6.8 implies that Π0
Iu,Iu

(π†(π†(F ) ?I ICw)) = 0, and if

`(w) = 0 the object π†(F ) ?I ICw belongs to the nonpositive part of the perverse
t-structure by right exactness of π† (see §6.2) and exactness of (−) ?I ICw.

To prove the second claim, we fix F in P∧Iu,Iu . An exact sequence in P0
Iu,Iu

is
given by a distinguished triangle

G1 → G2 → G3
[1]−→

in D0
Iu,Iu

where each Gi belongs to P0
Iu,Iu

. Applying the triangulated functor F ?̂
0
(−)

we deduce a distinguished triangle

F ?̂
0 G1 → F ?̂

0 G2 → F ?̂
0 G3

[1]−→ .

Now G1 = Π0
Iu,Iu

(G ′1) for some G ′1 in PIu,Iu (by essential surjectivity and t-exactness

of Π0
Iu,Iu

), and then F ?̂
0G1 = Π0

Iu,Iu
(F ?̂G ′1) is concentrated in nonpositive perverse

degrees by the first claim; taking the long exact sequence of perverse cohomology
associated with the above distinguished triangle we deduce an exact sequence

pH 0(F ?̂
0 G1)→ pH 0(F ?̂

0 G2)→ pH 0(F ?̂
0 G3)→ 0,

showing the right exactness of F p?̂
0

(−). The proof that (−) p?̂
0 G is right exact

is similar, and left to the reader �

6.5. Truncation of completed perverse sheaves. Recall that the monodromy

morphism for the right action of T on F̃lG (see §6.1) provides for any F in P∧Iu,Iu
a canonical k-algebra morphism

O(T∨k )→ EndP∧Iu,Iu
(F ),

which is compatible in the obvious way with all morphisms in P∧Iu,Iu ; in the language
of §B.1, this means that the monodromy constructions provides a functor

(6.15) P∧Iu,Iu → Mod
(
O(T∨k ),P∧Iu,Iu

)
whose composition with the obvious forgetful functor

Mod
(
O(T∨k ),P∧Iu,Iu

)
→ P∧Iu,Iu



66 R. BEZRUKAVNIKOV AND S. RICHE

is the identity. Composing (6.15) with the bifunctor (B.2), we therefore obtain a
bifunctor

(−)⊗O(T∨k ) (−) : Modfg(O(T∨k ))× P∧Iu,Iu → P∧Iu,Iu .

We will denote by J ⊂ O(T∨k /Wf) the ideal of the image of e ∈ T∨k in T∨k /Wf ,
and for m ≥ 1 we set

(T∨k )(m) := Spec
(
O(T∨k )/Jm · O(T∨k )

)
.

Below we will make use of the “truncation” functor

Cm := O((T∨k )(m))⊗O(T∨k ) (−) : P∧Iu,Iu → P∧Iu,Iu .

In view of Lemma 6.2, this functor in fact takes values in PIu,Iu , which allows us to
also consider the composition

C0
m := Π0

Iu,Iu ◦ Cm : P∧Iu,Iu → P0
Iu,Iu .

6.6. The case of the finite flag variety. Recall that the action of G on the base

point of F̃lG provides a canonical closed embedding G/U ↪→ F̃lG, which identifies

G/U with the closure of F̃lG,w◦ , where w◦ ∈Wf is the longest element (or, in other

words, the union of the orbits F̃lG,w with w ∈ Wf). Under this identification, the

action of Iu on the closure of F̃lG,w◦ corresponds to the action on G/U induced by
the natural U -action (by left multiplication) via the projection Iu → U .

The same construction as for DIu,Iu and D∧Iu,Iu above provides a category DU,U of

sheaves on G/U , and a “completed” triangulated category D∧U,U , with a monoidal

product ?̂U . There is also a perverse t-structure on D∧U,U , whose heart will be

denoted P∧U,U , and a notion of tilting perverse sheaves; the full subcategory of

P∧U,U whose objects are the tilting perverse sheaves will be denoted T∧U,U . The

pushforward functor associated with the closed embedding G/U ↪→ F̃lG provides a
t-exact, monoidal, fully faithful functor

(D∧U,U , ?̂U )→ (D∧Iu,Iu , ?̂),

which sends tilting perverse sheaves to tilting perverse sheaves. (This functor will
usually be omitted from notation; similarly, objects of D∧Iu,Iu supported on G/U

will be considered as objects in D∧U,U whenever convenient.) The tilting perverse
sheaves in the essential image of this functor are those which are direct sums of
objects T ∧w with w ∈Wf .

The study of the category T∧U,U is the main subject of [BR1]. In the course of

this study, we in particular construct explicit representatives for the objects T ∧w◦
and T ∧s (s ∈ Sf), as follows. Let us denote by U+ the unipotent radical of the
Borel subgroup of G opposite to B with respect to T , so that the T -weights in the
Lie algebra of U+ are the positive roots. Fix, for any s ∈ Sf , a trivialization of the
root subgroup Us ⊂ U+ associated with the simple root corresponding to s. Then
we obtain a group morphism χ : U+ → Ga as the following composition:

U+ → U+/D(U+)
∼←−
∏
s∈Sf

Us ∼=
∏
s∈Sf

Ga
+−→ Ga.

(Here we denote by D(U+) the derived subgroup of U+.) Let us also fix a non-
trivial p-th root of unity in k, and denote by LAS the associated Artin–Schreier
local system on Ga. Then as in [BR1, §10.3] one can consider the (U+, χ∗(LAS))-
equivariant derived category of k-sheaves on G/B, which will be denoted DWh,B ,
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and the full triangulated subcategory DWh,U in the (U+, χ∗(LAS))-equivariant de-
rived category of k-sheaves on G/U generated by complexes obtain by pullback
from DWh,B . We have “averaging” functors

AvWh : DU,U → DWh,U , AvU,∗,AvU,! : DWh,U → DU,U ,

which form adjoint pairs (AvU,!,AvWh) and (AvWh,AvU,∗). One can also consider a
“completed” category D∧Wh,U using the same procedure as above (based on [BY]),
and the averaging functors induce triangulated functors

AvWh : D∧U,U → D∧Wh,U , AvU,∗,AvU,! : D∧Wh,U → D∧U,U ,

which have the same adjointness properties as above.
We set

Ξ∧! := AvU,! ◦ AvWh(δ∧e ), Ξ∧∗ := AvU,∗ ◦ AvWh(δ∧e ).

It is proved in [BR1, Lemma 10.1] (following standard arguments taken from [BBM,
BY]) that Ξ∧! and Ξ∧∗ are (noncanonically) isomorphic, and representatives for the
object T ∧w◦ . We will also set

Ξ! := π†(Ξ
∧
! ), Ξ∗ := π†(Ξ

∧
∗ ),

so that we have Ξ!
∼= Ξ∗ ∼= Tw◦ .

In the following lemma we gather some standard properties of this object that
will be used later.

Lemma 6.10. For w ∈Wf and n ∈ Z we have

HomD∧U,U
(Ξ∧! , π

†ForIIu(ICw)[n]) ∼=

{
k if w = e and n = 0;

0 otherwise.

In particular, the object Ξ∧! is projective in P∧U,U .

Proof. Let us denote by DU,B the U -equivariant derived category of constructible
k-sheaves on G/B, and by PU,B the heart of its perverse t-structure. Then the
realization functor DbPU,B → DU,B is an equivalence by the formalism of high-
est weight categories, see [BGS], and π†(Ξ

∧
! ) ∼= Tw◦ is the projective cover of

ForIIu(ICe) in PU,B . We deduce the desired isomorphism using adjunction. This
implies in particular that

HomD∧U,U
(Ξ∧! ,F ) = 0

for any F in pD≤−1
U,U . By Proposition D.4, any object F in pD∧,≤−1

U,U can be written

as “ lim←−n ”Fn where each Fn belongs to pD≤−1
U,U ; we then have

HomD∧U,U
(Ξ∧! ,F ) = lim←−

n

HomD∧U,U
(Ξ∧! ,Fn) = 0,

which proves that Ξ∧! is projective in P∧U,U . �

Using the fact that convolution on the left and on the right commute with each
other, one sees that the functors

Ξ∧! ?̂U (−), Ξ∧∗ ?̂U (−) : D∧U,U → D∧U,U

are canonically isomorphic to the functors AvU,! ◦ AvWh and AvU,∗ ◦ AvWh respec-
tively. In particular, the adjunction morphisms for the pairs (AvU,!,AvWh) and
(AvWh,AvU,∗) provide canonical morphisms

(6.16) Ξ∧! ?̂U Ξ∧∗ → δ∧e , δ∧e → Ξ∧∗ ?̂U Ξ∧!
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which satisfy the appropriate zigzag relations, so that the functor Ξ∧! ?̂U (−) is left
adjoint to Ξ∧∗ ?̂U (−). The same holds for any category which admits an action of
D∧U,U , e.g. D∧Iu,Iu .

Lemma 6.11. The functor

Ξ∧! ?̂ (−) : D∧Iu,Iu → D∧Iu,Iu

is t-exact for the perverse t-structure.

Proof. The subcategory pD∧,≤0
Iu,Iu

is generated under extensions by the objects ∆∧w[n]

for w ∈ W and n ∈ Z≥0, see [BR1, Lemma 5.6]. Now Ξ∧! ?̂ ∆∧w is perverse for any
w by Lemma 6.3(3), since Ξ∧! admits a costandard filtration. This implies that our
functor is right t-exact. As explained above this functor is isomorphic to Ξ∧∗ ?̂ (−),
which admits as a left adjoint the right t-exact functor Ξ∧! ?̂ (−). It is therefore left
t-exact, hence finally t-exact. �

Remark 6.12. One can check (using essentially the same arguments) that in fact
the functor F ?̂ (−) is t-exact for any F in T∧Iu,Iu .

If now s ∈ Sf is a simple reflection in Wf , let us denote by ıs the embedding of

the closure of F̃lG,s in F̃lG. We set

Ξ∧s,! := (ıs)∗(ıs)
∗Ξ∧! , Ξ∧s,∗ := (ıs)∗(ıs)

!Ξ∧∗ .

As explained in [BR1, Remark 9.5], these objects are (noncanonically) isomorphic,
and are representatives for the object T ∧s . Moreover, there exists a surjection
Ξ∧! � Ξ∧s,! whose kernel admits a standard filtration, and there exists an embedding

Ξ∧s,∗ ↪→ Ξ∧∗ whose cokernel admits a costandard filtration.

7. Free-monodromic central sheaves and Wakimoto sheaves

As in Sections 5–6 we continue with the general setting of §4.1.

7.1. Free-monodromic Wakimoto sheaves – definition. Recall the Wakimoto
sheaves mentioned in §4.3. In this subsection we explain (following [B2]) how these
objects can be “lifted” to the completed category D∧Iu,Iu .

Recall that for λ ∈ X∗(T ) we have a point zλ ∈ LG(F) whose image in F̃lG
belongs to F̃lG,t(λ). This point defines a point in the quotient Iu\F̃lG,w, hence
a trivialization of this T -torsor. In case w ∈ X∗(T ) ⊂ W , the objects ∆∧w and
∇∧w therefore admit canonical representatives ∆∧,can

w and ∇∧,can
w , defined using this

trivialization. With this definition, we have canonical isomorphisms

(7.1) π†(∆
∧,can
w ) ∼= ForIIu(∆I

w), π†(∇∧,can
w ) ∼= ForIIu(∇I

w).

We will also denote by pcan
w : FlG,w → T the associated morphism (for w ∈ X∗(T )).

Lemma 7.1. If λ, µ ∈ X+
∗ (T ), then there exist canonical isomorphisms

∆∧,can
t(λ) ?̂∆∧,can

t(µ)

∼−→ ∆∧,can
t(λ+µ), ∇∧,can

t(λ) ?̂∇∧,can
t(µ)

∼−→ ∇∧,can
t(λ+µ).

Moreover these isomorphisms are compatible with associativity, in the sense that
for λ, µ, ν ∈ X+

∗ (T ) the two natural isomorphisms between

∆∧,can
t(λ) ?̂∆∧,can

t(µ) ?̂∆∧,can
t(ν) and ∆∧,can

t(λ+µ+ν),

resp. between
∇∧,can

t(λ) ?̂∇∧,can
t(µ) ?̂∇∧,can

t(ν) and ∇∧,can
t(λ+µ+ν),
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which can be constructed by combining these isomorphisms coincide.

Proof. The proof is similar to that of [B2, Lemma 4].
Namely, let us first consider the case of the objects ∆∧,can

t(λ) . Recall that for

λ, µ ∈ X+
∗ (T ) we have `(t(λ)) + `(t(µ)) = `(t(λ + µ)); the morphism m therefore

induces an isomorphism

(7.2) FlG,t(λ)×̃FlG,t(µ)
∼−→ FlG,t(λ+µ).

Let us denote by

m̃λ,µ : F̃lG,t(λ)×̃F̃lG,t(µ) → F̃lG,t(λ+µ)

the morphism induced by m̃, by

̃t(λ)×̃̃t(µ) : F̃lG,t(λ)×̃F̃lG,t(µ) → F̃lG×̃F̃lG

the (locally closed) embedding, and by

pcan
t(λ)×̃p

can
t(µ) : F̃lG,t(λ)×̃F̃lG,t(µ) → T × T

the morphism induced by pcan
t(λ) and pcan

t(µ). These morphisms fit in a diagram

F̃lG,t(λ)×̃F̃lG,t(µ)

m̃λ,µ //

pcan
t(λ)×̃p

can
t(µ)

��

F̃lG,t(λ+µ)

pcan
t(λ+µ)

��
T × T mT // T

(where the lower horizontal arrow is multiplication in T ), which is easily seen to
be commutative. Moreover, the isomorphism (7.2) implies that this diagram is
cartesian.

Using the isomorphism

m̃! ◦ (̃t(λ)×̃̃t(µ))!
∼= (̃t(λ+µ))! ◦ (m̃λ,µ)!

and the definition of ?̂ we obtain an isomorphism

∆∧,,can
t(λ) ?̂∆∧,can

t(µ)
∼=

“ lim←−
m

”“ lim←−
n

”(̃t(λ+µ))!(m̃λ,µ)!(p
can
t(λ)×̃p

can
t(µ))

∗(LT,n�LT,m)[`(t(λ+µ))+3 dim(T )].

Using the base change theorem we deduce an isomorphism

∆∧,can
t(λ) ?̂∆∧,can

t(µ)
∼=

“ lim←−
m

”“ lim←−
n

”(̃t(λ+µ))!(p
can
t(λ+µ))

∗(mT )!(LT,n �LT,m)[`(t(λ+ µ)) + 3 dim(T )].

Now by [BR1, Lemma 3.4], for any m there is a canonical isomorphism

“ lim←−
n

”(mT )!(LT,n �LT,m) ∼= LT,m[−2 dim(T )],

which provides the desired isomorphism. The verification that this isomorphism is
compatible with associativity in the sense above is straightforward, and left to the
reader.

The proof for the objects ∇∧,can
t(λ) will be similar, once we construct a canonical

isomorphism

m̃! ◦ (̃t(λ)×̃̃t(µ))∗F
∼−→ (̃t(λ+µ))∗ ◦ (m̃λ,µ)!F
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for each F of the form (pcan
t(λ)×̃p

can
t(µ))

∗(LT,n �LT,m) with n,m ≥ 0. We obtain a

morphism from the left-hand side to the right-hand side as the composition

m̃!(̃t(λ)×̃̃t(µ))∗F → (̃t(λ+µ))∗(̃t(λ+µ))
∗m̃!(̃t(λ)×̃̃t(µ))∗F

∼−→ (̃t(λ+µ))∗(m̃λ,µ)!(̃t(λ)×̃̃t(µ))
∗(̃t(λ)×̃̃t(µ))∗F → (̃t(λ+µ))∗(m̃λ,µ)!F

where the first and third morphisms are induced by adjunction, and the middle
isomorphism is given by the base change theorem. Since the objects we have to
consider are all extensions of constant local systems, to prove that this morphism
is invertible on these objects it suffices to prove this property when F is constant.
In this case, Lemma 5.2 shows that the left-hand side identifies with

(̃t(λ+µ))∗k⊗k H
•
c(T, k),

and the same holds for the right-hand side since m̃λ,µ is a trivial T -torsor. It is
easily seen that our morphism identifies with the identity of this objects, which
concludes the proof. �

This lemma will allow us to define the free-monodromic Wakimoto sheaves as
follows. Given λ ∈ X∗(T ), for F in D∧Iu,Iu and µ, ν ∈ X+

∗ (T ) and such that λ = µ−ν
we consider the k-vector space

HomD∧Iu,Iu
(∇∧,can

t(µ) ,∇∧,can
t(ν) ?̂F ).

If (µ′, ν′) is another pair of elements of X+
∗ (T ) such that λ = µ′ − ν′, and if

µ′ − µ ∈ X+
∗ (T ), then there is a canonical isomorphism

HomD∧Iu,Iu
(∇∧,can

t(µ) ,∇∧,can
t(ν) ?̂F )

∼−→ HomD∧Iu,Iu
(∇∧,can

t(µ′) ,∇
∧,can
t(ν′) ?̂F )

induced by left convolution with ∇∧,can
t(µ′−µ) and the isomorphisms of Lemma 7.1.

Moreover, the compatibility with associativity implies that this collection of spaces
and isomorphisms is an inductive system for the order on pairs (µ, ν) of elements
of X+

∗ (T ) such that λ = µ − ν given by (µ, ν) ≤ (µ′, ν′) iff µ′ − µ ∈ X+
∗ (T ). One

can therefore consider the functor

F 7→ lim−→
(µ,ν)

HomD∧Iu,Iu
(∇∧,can

t(µ) ,∇∧,can
t(ν) ?̂F ).

This functor is representable, since each transition morphism is an isomorphism
and for any given choice of pair (µ, ν) we have an isomorphism

HomD∧Iu,Iu
(∇∧,can

t(µ) ,∇∧,can
t(ν) ?̂F ) ∼= HomD∧Iu,Iu

(∆∧,can
t(−ν) ?̂∇

∧,can
t(µ) ,F ),

see Lemma 6.3. One can therefore define W ∧
λ as the object representing this functor.

From the construction, we see that for any pair (µ, ν) ∈ (X+
∗ (T ))2 such that λ =

µ− ν we have a noncanonical isomorphism

W ∧
λ
∼= ∆∧,can

t(−ν) ?̂∇
∧,can
t(µ) .

Using Lemma 6.3, it is also not difficult to check that the right-hand side is (again,
noncanonically) isomorphic to ∇∧,can

t(µ) ?̂∆∧,can
t(−ν).
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7.2. Free-monodromic Wakimoto sheaves – properties. The following state-
ment gathers the main properties of free-monodromic Wakimoto sheaves that we
will need below.

Lemma 7.2. (1) If λ ∈ X∗(T ), and if µ ∈ X+
∗ (T ) is such that λ+µ ∈ X+

∗ (T ),
then there exists a canonical isomorphism

W ∧
λ ?̂∇∧,can

t(µ)
∼= ∇∧,can

t(λ+µ).

(2) For λ, µ ∈ X∗(T ) and n ∈ Z, we have

HomD∧Iu,Iu
(W ∧

λ ,W
∧
µ [n]) = 0

unless µ � λ.
(3) For any λ ∈ X∗(T ), we have a canonical isomorphism

π†(W
∧
λ ) ∼= ForIIu(Wλ).

Moreover, W ∧
λ is a perverse sheaf.

(4) For λ, µ ∈ X∗(T ) there exists a canonical isomorphism

W ∧
λ ?̂W ∧

µ
∼= W ∧

λ+µ.

(5) For any λ ∈ X∗(T ), the restriction of µW ∧λ
to

O(T∨k ) = k⊗ O(T∨k ) ⊂ O(T∨k × T∨k )

factors (in the canonical way) through an isomorphism

O((T∨k )∧)
∼−→ EndD∧Iu,Iu

(W ∧
λ ),

and we have
HomD∧Iu,Iu

(W ∧
λ ,W

∧
λ [1]) = 0.

(6) For any λ ∈ X∗(T ) and f ∈ O(T∨k ) we have

µW ∧λ
(f ⊗ 1) = µW ∧λ

(1⊗ f),

and moreover
µrot

W ∧λ
(x) = µW ∧λ

(1⊗ e−λ).

Proof. (1) The proof is identical to that of its counterpart in DI,I, see [AR4,
Lemma 4.2.5].

(2) Let ν ∈ X+
∗ (T ) be such that λ+ ν ∈ X+

∗ (T ) and µ+ ν ∈ X+
∗ (T ). Since the

functor (−) ?̂∇∧,can
t(ν) is an equivalence of categories (see Remark 6.4), using (1) we

obtain an isomorphism

HomD∧Iu,Iu
(W ∧

λ ,W
∧
µ [n]) ∼= HomD∧Iu,Iu

(∇∧,can
t(λ+ν),∇

∧,can
t(µ+ν)[n]).

Now the right-hand side vanishes unless FlG,t(µ+ν) ⊂ FlG,t(λ+ν). It is well known
that this condition is satisfied if and only if µ+ ν � λ+ ν, which implies the claim.

(3) If µ ∈ X+
∗ (T ) is such that λ+ µ ∈ X+

∗ (T ), then by (1) we have a canonical
isomorphism

W ∧
λ ?̂∇∧,can

t(µ)
∼= ∇∧,can

t(λ+µ).

Now we have

π†(W
∧
λ ?̂∇∧,can

t(µ) )
(6.4)∼= W ∧

λ ?̂ π†(∇∧,can
t(µ) )

(7.1)∼= W ∧
λ ?̂ ForIIu(∇I

t(µ))

(6.5)∼= π†(W
∧
λ ) ?I ∇I

t(µ).
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Using again (7.1), we deduce a canonical isomorphism

π†(W
∧
λ ) ?I ∇I

t(µ)
∼= ForIIu(∇I

t(λ+µ)).

By [AR4, Lemma 4.2.7] the right-hand side is canonically isomorphic to ForIIu(Wλ)?I

∇I
t(µ). Since the functor (−) ?I ∇I

t(µ) is an equivalence of categories (with quasi-

inverse (−) ?I ∆I
t(−µ)), this defines an isomorphism

π†(W
∧
λ ) ∼= ForIIu(Wλ).

One can easily check that this isomorphism does not depend on the choice of µ,
hence is indeed canonical. Finally, since Wλ is perverse this isomorphism implies
that W ∧

λ is perverse by [BR1, Lemma 5.3(1)].
(4) If ν ∈ X+

∗ (T ) is such that µ + ν ∈ X+
∗ (T ) and λ + µ + ν ∈ X+

∗ (T ), then
using (1) we obtain canonical isomorphisms

W ∧
λ ?̂W ∧

µ ?̂∇∧,can
t(ν)

∼= W ∧
λ ?̂∇∧,can

t(µ+ν)
∼= ∇∧,can

t(λ+µ+ν)
∼= W ∧

λ+µ ?̂∇
∧,can
t(ν) .

Since the functor (−) ?̂∇∧,can
t(ν) is an equivalence of categories (see Remark 6.4), we

deduce an isomorphism
W ∧
λ ?̂W ∧

µ
∼= W ∧

λ+µ.

It can be checked that this isomorphism does not depend on ν, hence is indeed
canonical.

(5) Let µ ∈ X+
∗ (T ) be such that λ + µ ∈ X+

∗ (T ). Then as above, using (1) we
obtain that the functor (−) ?̂∇∧,can

t(µ) induces an isomorphism

HomD∧Iu,Iu
(W ∧

λ ,W
∧
λ [n])

∼−→ HomD∧Iu,Iu
(∇∧,can

t(λ+µ),∇
∧,can
t(λ+µ)[n])

for any n ∈ Z. When n = 1, it follows from [BR1, Corollary 4.6] and adjunction that
the right-hand side vanishes, so that the left-hand side vanishes as well. For n = 0,
it follows from (6.7)–(6.8) and Lemma 6.6 that the composition of this isomorphism
with µW ∧λ

is µ∇∧,can
t(λ+µ)

; the desired claim therefore follows from Lemma 6.6.

(6) Let us fix µ, ν ∈ X+
∗ (T ) such that λ = µ − ν, and an isomorphism W ∧

λ
∼=

∆∧,can
t(−ν) ?̂∇

∧,can
t(µ) . Identifying these objects via this isomorphism and using (6.7)–(6.8)

and Lemma 6.6 we obtain that for f ∈ O(T∨k ) we have

µW ∧λ
(f ⊗ 1) = µ∆∧,can

t(−ν)
(f ⊗ 1) ?̂ id = µ∆∧,can

t(−ν)
(1⊗ f) ?̂ id

= id ?̂ µ∇∧,can
t(µ)

(f ⊗ 1) = id ?̂ µ∇∧,can
t(µ)

(1⊗ f) = µW ∧λ
(1⊗ f),

which proves the first claim. To prove the second claim, we observe that by (6.7)–
(6.8)–(6.9) and Lemma 6.6 we have

µrot
W ∧λ

(x) = µrot
∆∧,can

t(−ν)

(x) ?̂ µrot
∇∧,can

t(µ)

(x) = µ∆∧,can
t(−ν)

(1⊗ eν) ?̂ µ∇∧,can
t(µ)

(1⊗ e−µ)

= id ?̂ µ∇∧,can
t(µ)

(1⊗ e−λ) = µW ∧λ
(1⊗ e−λ),

which finishes the proof. �

Below we will also need the following property, which has no counterpart in the
nonmonodromic setting.

Lemma 7.3. If λ, µ ∈ X∗(T ) are distinct, then we have

HomP∧Iu,Iu
(W ∧

λ ,W
∧
µ ) = 0.
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Proof. Let ν ∈ −X+
∗ (T ) be such that λ + ν and µ + ν belong to −X+

∗ (T ). Then
we have

W ∧
λ ?̂∆∧,can

t(ν)
∼= W ∧

λ ?̂W ∧
ν
∼= W ∧

λ+ν
∼= ∆∧,can

t(λ+ν),

and similarly for µ. Since the functor (−) ?̂ ∆∧,can
t(ν) is an equivalence of categories

(see Remark 6.4), we deduce an isomorphism

HomP∧Iu,Iu
(W ∧

λ ,W
∧
µ ) ∼= HomP∧Iu,Iu

(∆∧,can
t(λ+ν),∆

∧,can
t(µ+ν)).

The claim then follows from (6.12). �

7.3. Wakimoto filtrations of free-monodromic perverse sheaves. The no-
tion of objects admitting a Wakimoto filtration (see §4.3) has an obvious analogue
in the category P∧Iu,Iu : we will say that an object F admits a Wakimoto filtra-
tion if there exists a finite filtration on F such that each subquotient is a free-
monodromic Wakimoto sheaf W ∧

λ with λ ∈ X∗(T ). As in the case of PI,I and PIu,I,
the properties of free-monodromic Wakimoto sheaves stated in Lemma 7.2(2)–(5)
imply that if F admits a Wakimoto filtration, then there exists a unique filtration
(F≤λ : λ ∈ X∗(T )) on F such that F≤λ = {0} for some λ, F≤µ = F for some
µ, and F≤λ/F<λ is a direct sum of copies of W ∧

λ for each λ ∈ X∗(T ). Moreover,
this filtration is functorial in the same sense as for its “traditional” counterpart
in §4.3, which allows to define the functor gr∧λ sending an object F which admits
a free-monodromic Wakimoto filtration to

gr∧λ(F ) := F≤λ/F<λ.

For such F , we will also set

gr∧• (F ) =
⊕

λ∈X∗(T )

gr∧λ(F ).

Proposition 7.4. If F ,G in P∧Iu,Iu admit Wakimoto filtrations, then the morphism

HomP∧Iu,Iu
(F ,G )→ HomP∧Iu,Iu

(gr∧• (F ), gr∧• (G ))

induced by the functor gr∧• is injective.

Proof. The claim is an easy consequence of Lemma 7.3, following the same argu-
ments as in [BR1, Corollary 6.3]. �

From this proposition we deduce in particular the following claim.

Corollary 7.5. For any F in P∧Iu,Iu which admits a Wakimoto filtration, the mor-
phism

µF : O(T∨k × T∨k )→ End(F )

factors through the morphism O(T∨k × T∨k ) → O(T∨k ) induced by the diagonal em-
bedding T∨k ↪→ T∨k × T∨k ; in other words, for any f in O(T∨k ) we have

µF (f ⊗ 1) = µF (1⊗ f).

Proof. The functoriality of monodromy implies that the composition

O(T∨k × T∨k )
µF−−→ End(F )→ End(gr∧• (F ))

(where the second morphism is induced by the functor gr∧• ) coincides with µgr∧• (F).
This reduces the proof to the case F is a free-monodromic Wakimoto sheaf, in
which case the claim was proved in Lemma 7.2(6). �



74 R. BEZRUKAVNIKOV AND S. RICHE

We finish this subsection with a criterion for the existence of Wakimoto filtra-
tions.

Lemma 7.6. Let F in D∧Iu,Iu . Then F belongs to P∧Iu,Iu and admits a Wakimoto

filtration iff π†(F ) belongs to PIu,I and admits a Wakimoto filtration. Moreover,
in this case the multiplicity of W ∧

λ in gr∧λ(F ) equals the multiplicity of Wλ in
grλ(π†(F )).

Proof. If F belongs to P∧Iu,Iu and admits a Wakimoto filtration, then Lemma 7.2(3)

implies that π†(F ) belongs to P∧Iu,I and admits a Wakimoto filtration.

Now, assume that π†(F ) belongs to P∧Iu,I and admits a Wakimoto filtration.

Choose µ ∈ X+
∗ (T ) such that λ + µ is dominant for any λ ∈ X∗(T ) such that

grλ(π†(F )) 6= 0. We have

π†(F ?̂∇∧,can
t(µ) )

(6.4)∼= F ?̂ π†(∇∧,can
t(µ) )

(7.1)∼= F ?̂ ForIIu(∇I
t(µ))

(6.5)∼= π†(F ) ?I ∇I
t(µ).

Our assumption, (4.5) and the choice of µ imply that π†(F ) ?I ∇I
t(µ) is perverse

and admits a filtration with subquotients of the form ∇I
ν with ν ∈ X+

∗ (T ). The
arguments in the proof of [BR1, Lemma 5.9(1)] (see also [B2, Proposition 9]) show
that this condition implies that F ?̂∇∧,can

t(µ) is perverse and admits a filtration with

subquotients of the form ∇∧,can
t(ν) with ν ∈ X∗(T ). Applying the functor (−) ?̂∆∧,can

t(−µ)

we deduce that F is perverse and admits a Wakimoto filtration, as desired.
The proof of the claim about multiplicities is immediate for these considerations.

�

7.4. Free-monodromic central sheaves. We now explain how to “upgrade”
Gaitsgory’s functor Z (see §4.3) to a functor with values in D∧Iu,Iu , following the

case of Q`-coefficients treated in [B2, §3.5]. (This construction is based on the
point of view explained in §4.4).

We start with the group scheme H defined as the Néron blowup of G × A1

in U along the divisor {0} ⊂ A1, in the sense of [MRR]. Then H is a smooth

group scheme over A1, and the ind-scheme F̃lG represents the functor sending an
F-algebra R to isomorphism classes of pairs consisting of a principal H-bundle over
Spec(R[[z]]) together with a trivialization over Spec(R((z))). One can then define

the ind-scheme G̃r
BD

G by simply replacing G by H in the definition of GrBD
G . In this

way we have canonical identifications

{0} ×A1 G̃r
BD

G = F̃lG,

and

(A1 r {0})×A1 G̃r
BD

G = GrG × F̃lG × (A1 r {0}).
Using nearby cycles we therefore obtain a bifunctor

Ỹ : DL+G,L+G × DIu,Iu → Db
c (F̃lG,k).

We have a smooth morphism G̃r
BD

G → GrBD
G which restricts to the morphism π :

F̃lG → FlG over 0, and to the induced morphism GrG × F̃lG × (A1 r {0}) →
GrG×FlG×(A1r{0}) over A1r{0} under the identifications above; by compatibility
of nearby cycles with smooth pullback we deduce a canonical isomorphism

(7.3) Ỹ(A , π∗ForIIu(F )) ∼= π∗ForIIu(Y(A ,F ))
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for any A in DL+G,L+G and F in DI,I. In particular, this shows that the functor

Ỹ factors through a bifunctor

DL+G,L+G × DIu,Iu → DIu,Iu ,

which will also be denoted Ỹ.
In the following statement, we use the variant of the bifunctor Y considered in

Remark 4.2.

Lemma 7.7. For any A in DL+G,L+G and F in DIu,Iu , we have a canonical
isomorphism

π!Ỹ(A ,F ) ∼= Y(A , π!F ).

Proof. By general properties of nearby cycles (see [Del, §2.1.7]), there exists a
canonical morphism

π!Ỹ(A ,F )→ Y(A , π!F ).

Since DIu,Iu is generated, as a triangulated category, by the objects of the form

π∗ForIIu(G ) with G in DI,I, to prove that our morphism is an isomorphism it suffices
to do so for such objects. Now by the projection formula we have

π!π
∗G ∼= G ⊗k π!kF̃lG

,

so that

Y(A , π!π
∗G ) ∼= Y(A ,G )⊗k π!kF̃lG

.

On the other hand, using (7.3) and again the projection formula we see that

π!Ỹ(A , π∗G ) ∼= π!π
∗Y(A ,G ) ∼= Y(A ,G )⊗k π!kF̃lG

.

One can check that under these identifications our morphism identifies with the
identity morphism of Y(A ,G )⊗k π!kF̃lG

; in particular it is indeed an isomorphism,
which finishes the proof. �

For A in DL+G,L+G, the functor Ỹ(A ,−) extends to a functor from D∧Iu,Iu to
pro-objects in DIu,Iu . Using Lemma 7.7 one sees that this functor in fact takes
values in D∧Iu,Iu ; we have therefore obtained a bifunctor

Ỹ : DL+G,L+G × D∧Iu,Iu → D∧Iu,Iu

which satisfies

(7.4) π†Ỹ(A ,F ) ∼= Y(A , π†F )

for any A in DL+G,L+G and F in D∧Iu,Iu .
The same considerations as in §4.4 show that for A ,B in DL+G,L+G and F ,G

in DIu,Iu we have a canonical isomorphism

Ỹ(A ,F ) ?Iu Ỹ(B,G ) ∼= Ỹ(A ?L+G B,F ?Iu G ).

(The proof of this isomorphism involves the compatibility of nearby cycles with
respect to pushforward along a nonproper map; this compatibility does not follow
from a general result, but can be obtained using considerations similar to those
encountered in the proof of Lemma 7.7.) Once this is proved, one obtains more
generally that for A ,B in DL+G,L+G and F ,G in D∧Iu,Iu we have a canonical
isomorphism

(7.5) Ỹ(A ,F ) ?̂ Ỹ(B,G ) ∼= Ỹ(A ?L+G B,F ?̂ G ).
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We now define the functor

Ẑ : DL+G,L+G → D∧Iu,Iu

by setting

Ẑ(A ) := Ỹ(A , δ∧).

Since this morphism is defined by nearby cycles, it comes with a canonical mon-
odromy automorphism m̂. These data possess properties similar to those of the
“traditional” functor Z of §4.3, as explained in the following statement.

Theorem 7.8. (1) There exists a canonical isomorphism of functors

π† ◦ Ẑ ∼= ForIIu ◦ Z

which identifies π†m̂ with ForIIu(m).

(2) The functor Ẑ restricts to an exact functor from PL+G,L+G to P∧Iu,Iu .

(3) There exist canonical isomorphisms

φ̂A ,B : Ẑ(A ?L+G B)
∼−→ Ẑ(A ) ?̂ Ẑ(B)

for A ,B in DL+G,L+G and Ẑ(δGr) ∼= δ∧ which endow Ẑ with a monoidal
structure. Moreover, via the identification

π†(Ẑ(A ) ?̂ Ẑ(B))
(6.4)∼= Ẑ(A ) ?̂ π†(Ẑ(B))

(1)∼= Ẑ(A ) ?̂ ForIIu(Z(B))

(6.5)∼= π†(Ẑ(A )) ?I Z(B)
(1)∼= Z(A ) ?I Z(B)

we have π†(φ̂A ,B) = φA ,B, and φ̂A ,B intertwines the automorphisms

m̂A ?L+GB of Ẑ(A ?L+G B) and m̂A ?̂ m̂B of Ẑ(A ) ?̂ Ẑ(B).
(4) For any A in DL+G,L+G and F in D∧Iu,Iu , there exists a canonical isomor-

phism

σ̂A ,F : Ẑ(A ) ?̂F
∼−→ F ?̂ Ẑ(A )

which identifies m̂A ?̂ idF and idF ?̂ m̂A . Moreover the functor Ẑ, to-

gether with the isomorphisms σ̂A ,F and φ̂A ,B, define a central functor
from PL+G,L+G to D∧Iu,Iu in the sense of [B1]; in other words these data
define a braided monoidal functor from PL+G,L+G to the Drinfeld center of
D∧Iu,Iu .

(5) For any A in PL+G,L+G, the functor

Ẑ(A ) ?̂ (−) : D∧Iu,Iu → D∧Iu,Iu

is t-exact.
(6) For any A in PL+G,L+G we have

m̂A = µrot
Ẑ(A )

(x−1).

(7) For any A in PL+G,L+G, the perverse sheaf Ẑ(A ) admits a Wakimoto fil-

tration. Moreover, for any λ ∈ X∗(T ) the multiplicity of W ∧
λ in gr∧λ(Ẑ(A ))

equals the dimension of the λ-weight space of S(A ).
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Proof. (1) Using (7.4), for A in DL+G,L+G we obtain a canonical isomorphism

π†Ẑ(A ) = π†Ỹ(A , δ∧) ∼= Y(A , π†δ
∧) ∼= Y(A , δ).

Now by (4.6) the right-hand side identifies with Z(A ), which provides the desired
isomorphism. The compatibility with monodromy automorphisms follows from
general properties of nearby cycles functors.

(2) The isomorphism in (1) and the exactness of Z show that π†Ẑ(A ) is perverse

for any A in PL+G,L+G. By [BR1, Lemma 5.3], this implies that Ẑ(A ) is perverse.

Hence Ẑ sends PL+G,L+G to P∧Iu,Iu . Exactness of the restriction is automatic since
this functor is obtained from a triangulated functor.

(3) The isomorphism φ̂A ,B is obtained by applying (7.5) in the case F = G = δ∧

and using the canonical isomorphism δ∧ ?̂ δ∧ ∼= δ∧. The compatibility with φA ,B

follows from the comments in §4.4. The proof of the compatibility with monodromy
is similar to that in the case of Z.

To justify that Z(δGr) = δ∧, we remark that more generally we have

(7.6) Ỹ(δGr,F ) ∼= F

for any F in D∧Iu,Iu . In fact this follows from considerations analogous to those

for the isomorphism Y(δGr,−) ∼= id in §4.4, using the natural closed embedding

F̃lG × A1 ↪→ G̃r
BD

G .

The fact that these data define a monoidal structure on Ẑ is easy, and left to the
reader.

(4) As in the case of the functor Z in §4.4, the isomorphism σ̂A ,F is constructed
from (7.5) and the isomorphism (7.6). Namely, these isomorphisms imply that we
have

Ẑ(A ) ?̂F ∼= Ỹ(A , δ∧) ?̂ Ỹ(δGr,F ) ∼= Ỹ(A ?L+G δGr, δ
∧ ?̂F ) ∼= Ỹ(A ,F )

on the one hand, and that

F ?̂ Ẑ(A ) ∼= Ỹ(δGr,F ) ?̂ Ỹ(A , δ∧) ∼= Ỹ(δGr ?L+G A ,F ?̂ δ∧) ∼= Ỹ(A ,F )

on the other hand. The proof that these data define a central functor can be copied
from the case of Z (see [Ga2] or [AR4]).

(5) First we prove that our functor is right exact. For that, since the nonpositive
part of the perverse t-structure is generated under extensions by the objects ∆∧w
(w ∈ W ), it suffices to prove that for any such w the object Ẑ(A ) ?̂ ∆∧w has no
perverse cohomology in positive degrees. In fact we will prove that this object is
perverse. Indeed, using (6.4)–(6.5) and (1) we obtain that

π†(Ẑ(A ) ?̂∆∧w) ∼= Ẑ(A ) ?̂ ForIIu(∆I
w) ∼= ForIIu

(
Z(A ) ?I ∆I

w

)
.

Now Z(A ) ?I ∆I
w is perverse by “convolution exactness” of usual central sheaves

(see [BRR, Theorem 4.2(2)]). Using [BR1, Lemma 5.3(1)] we deduce that Ẑ(A )?̂∆∧w
is perverse, as desired.

To prove left exactness of our functor, we consider the rigid dual A ∨ of A in the

rigid tensor category PervL+G(GrG,k). By monoidality of Ẑ (see (3)), the functor

Ẑ(A ∨) ?̂ (−) is left adjoint to Ẑ(A ) ?̂ (−). Since the former functor is right exact,
we deduce that the latter is left exact, which finishes the proof.

(6) The proof is similar to that of the corresponding claim for Z, see (5.1).
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(7) The claim follows from Lemma 7.6, in view of (1) and the property that
Z(A ) admits a Wakimoto filtration, see §4.3. �

For simplicity of notation, below we will set

Ẑ := Ẑ ◦ S−1 : Rep(G∨k )→ D∧Iu,Iu ,

and write

m̂V := m̂S−1(V ) ∈ End(Ẑ (V )).

Theorem 7.8(7) and Corollary 7.5 imply that for any V in Rep(G∨k ) the morphism
µ

Ẑ (V )
factors through a canonical morphism

(7.7) µV : O(T∨k )→ End(Ẑ (V )).

Let us note for later use that from Theorem 7.8(4)–(5) we also deduce, for any
V ∈ Rep(G∨k ) and F in D0

Iu,Iu
, a canonical isomorphism

(7.8) Ẑ (V ) ?̂
0 F

∼−→ F ?̂
0 Ẑ (V ),

and that these objects belong to the heart of the perverse t-structure if F does.

7.5. Some tilting perverse sheaves. In this subsection we assume that the con-
ditions in §4.8 are satisfied. Under this assumption, the free-monodromic central
sheaves, together with the object Ξ∧! introduced in §6.6, allow to describe a family
of tilting objects in P∧Iu,Iu , as follows.

Proposition 7.9. For any V ∈ Rep(G∨k ) which is tilting, the perverse sheaf Ξ∧! ?̂

Ẑ (V ) is tilting.

Proof. In view of [BR1, Lemma 5.9], to prove the claim it suffices to prove that the

object π†(Ξ
∧
! ?̂Ẑ (V )) of DIu,I is a tilting perverse sheaf. Now, using Theorem 7.8(1)

we have

π†
(
Ξ∧! ?̂ Ẑ (V )

) (6.4)∼= Ξ∧! ?̂ π†
(
Ẑ (V )

) ∼= Ξ∧! ?̂ For
I
Iu(Z (V ))

(6.5)∼= π†(Ξ
∧
! ) ?I Z (V ) ∼= Ξ! ?I Z (V ).

Let I+
u be the inverse image of U+ under the evaluation morphism L+G → G,

and consider the composition

χI : I+
u → U+ χ−→ Ga,

where the first morphism is the obvious projection adn χ is as in §6.6. Let us denote
by DIW,I the (I+

u , χ
∗
I (LAS))-equivariant derived category of k-sheaves on FlG. (This

category is denoted Db
IW(FlG,k) in [BRR].) This category has a natural perverse

t-structure, whose heart PIW,I has a canonical structure of highest weight category.
As in the case of G/U in §6.6, standard constructions provide t-exact “averaging”

functors

AvIW : DIu,I → DIW,I, AvIu,! : DIW,I → DIu,I, AvIu,∗ : DIW,I → DIu,I

such that AvIu,! is left adjoint to AvIW and AvIu,∗ is right adjoint to AvIW . Standard
considerations (see e.g. [AR6, Lemma 3.6]) show that AvIu,!, resp. AvIu,∗, sends
objects admitting a standard, resp. costandard, filtration to objects admitting a
standard, resp. costandard, filtration.
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It follows from the definition of Ξ! that we have a canonical isomorphism of
functors

Ξ! ?I (−) ∼= AvIu,! ◦ AvIW ◦ For
I
Iu ;

in particular we deduce that

π†
(
Ξ∧! ?̂ Ẑ (V )

) ∼= AvIu,! ◦ AvIW ◦ For
I
Iu(Z (V )).

Now by [BRR, Theorem 8.1] the perverse sheaf AvIW ◦ForIIu(Z (V )) is tilting, from

which we deduce that AvIu,! ◦ AvIW ◦ For
I
Iu(Z (V )) is a perverse sheaf admitting a

standard filtration.
Using the isomorphism Ξ!

∼= Ξ∗ we similarly obtain that

π†
(
Ξ∧! ?̂ Ẑ (V )

) ∼= AvIu,∗ ◦ AvIW ◦ For
I
Iu(Z (V )),

which implies that π†
(
Ξ∧! ?̂ Ẑ (V )

)
admits a costandard filtration and finishes the

proof. �

7.6. Quantum trace of monodromy. Recall (see e.g. [EGNO, §2.10]) that if
(A,�) is a monoidal category with unit object 1, and if X is an object of A, a left
dual of X is the data of an object X∨ together with morphisms

evX : X∨ �X → 1, coevX : 1→ X �X∨

such that the compositions

X
coevX�id−−−−−−→ X �X∨ �X id�evX−−−−−→ X,

X∨
id�coevX−−−−−−→ X∨ �X �X∨ evX�id−−−−−→ X∨

are the identity morphisms of X and X∨, respectively. (Here, we omit the unit and
associativity isomorphisms.) Similarly, a right dual of X is the data of an object
∨X together with morphisms

ev′X : X � ∨X → 1, coev′X : 1→ ∨X �X

such that the compositions

∨X
coev′X�id−−−−−−→ ∨X �X � ∨X id�ev′X−−−−−→ ∨X,

X
id�coev′X−−−−−−→ X � ∨X �X ev′X�id−−−−−→ X

are the identity morphisms of ∨X and X, respectively. The object X is called left
dualizable, resp. right dualizable, if a left dual, resp. right dual, exists; in this case
such a dual is unique up to unique isomorphism, see [EGNO, Proposition 2.10.5].
This notion is functorial is the following sense: if X,Y are left, resp. right, dualiz-
able, then there exists a canonical isomorphism

HomA(X,Y )
∼−→ HomA(Y ∨, X∨), resp. HomA(X,Y )

∼−→ HomA(∨Y, ∨X),

denoted f 7→ f∨, resp. f 7→ ∨f . Here, given f : X → Y , the morphism f∨ is the
composition

Y ∨
id�coevX−−−−−−→ Y ∨ �X �X∨ id�f�id−−−−−→ Y ∨ � Y �X∨ evY �id−−−−−→ X∨,

and the morphism ∨f is the composition

∨Y
coev′X�id−−−−−−→ ∨X �X � ∨Y id�f�id−−−−−→ ∨X � Y � ∨Y id�ev′Y−−−−−→ ∨X.
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Below we will also use the fact that if X is left dualizable, resp. right dualizable,
then the functor X∨ � (−) is left adjoint to X � (−) and the functor (−) � X is
left adjoint to (−)�X∨, resp. the functor X � (−) is left adjoint to ∨X � (−) and
the functor (−)� ∨X is left adjoint to (−)�X; see [EGNO, Proposition 2.10.8].

The application of this notion that will be relevant for us is to the definition
of quantum traces, see [EGNO, §4.7]. Namely, consider an object X which is left
dualizable, and assume that X∨ is itself left dualizable (with left dual denoted
X∨∨). Then for any a ∈ HomA(X,X∨∨) the left quantum trace trL(a) of a is
defined as the endomorphism of 1 obtained as the composition

1
coevX−−−−→ X �X∨ a�id−−−→ X∨∨ �X∨ evX∨−−−→ 1.

A similar definition leads to the notion of the right quantum trace of a morphism
a : X → ∨∨X, in case X and ∨X are right dualizable.

In our present setting, since a monoidal functor sends dualizable objects to du-
alizable objects, and their duals to the corresponding duals (see [EGNO, Exer-
cise 2.10.6]), and since every object V in Rep(G∨k ) is left and right dualizable with
left and right duals V ∗ (together with the obvious evaluation and coevaluation

maps), for any V the object Z (V ), resp. Ẑ (V ), is left and right dualizable in DI,I,

resp. D∧Iu,Iu , with left and right dual Z (V ∗), resp. Ẑ (V ∗). Hence the (left) quantum

trace trL(a) is defined for any a ∈ EndDI,I
(Z (V )), resp. a ∈ EndD∧Iu,Iu

(Ẑ (V )). The

case of DI,I is not very rich, since the endomorphisms of δ are k. But in D∧Iu,Iu we

have End(δ∧) = O((T∨k )∧) (see Lemma 6.6); the left quantum trace of a morphism
is therefore an element in O((T∨k )∧).

The following lemma will play a technical role in the construction of a functor
in Section 10. Its proof will occupy the rest of the section. (No detail of this proof
will be used in later sections, so that these subsections can be safely skipped.)

Lemma 7.10. For any V in Rep(G∨k ) we have

trL(m̂V ) =
∑

µ∈X∗(T )

dim(Vµ) · eµ

where Vµ is the µ-weight space of V . In other words, trL(m̂V ) is the image of the
character of V (seen as a function on T∨k ) in O((T∨k )∧).

7.7. Description of duals. The proof of Lemma 7.10 will use the free-monodromic

Wakimoto filtration on Ẑ (V ). For this we will need to show that each subquotient
in this filtration is dualizable, and describe its dual.

For the next lemma, we will have to assume that the order ≤ on X∗(T ) chosen
in §4.3 satisfies the following property:

for λ, µ ∈ X∗(T ), λ ≤ µ if and only if −µ ≤ −λ.

(Of course, there exists an order with the desired properties.)

Lemma 7.11. Consider some V in Rep(G∨k ), and let λ, µ ∈ X∗(T ) be such that
λ ≤ µ.

(1) The object Z (V )≤µ/Z (V )≤λ is left and right dualizable, with left and right
dual Z (V ∗)<−λ/Z (V ∗)<−µ.

(2) The object Ẑ (V )≤µ/Ẑ (V )≤λ is left and right dualizable, with left and right

dual Ẑ (V ∗)<−λ/Ẑ (V ∗)<−µ.
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Remark 7.12. It can be checked that in a monoidal category (A,�) where A is
abelian and � is exact, the kernel (resp. cokernel) of a morphism between du-
alizable objects is dualizable, with dual the cokernel (resp. kernel) of the dual
morphism. This statement does not apply here, since we do not have an obvious
abelian subcategory of D∧Iu,Iu or DI,I containing the central sheaves and stable under
the convolution product; however the proof below repeats arguments close to those
required to prove this property.

Proof of Lemma 7.11. We will treat the two cases in parallel, and work with left
duals; the proof for right duals is similar. First, let us assume that λ satisfies λ < ν
for any ν ∈ X∗(T ) such that Vν 6= 0, so that Z (V )≤λ = 0 and Z (V ∗)<−λ =

Z (V ∗) (and similarly for Ẑ (V ) and Ẑ (V ∗)). In this case we will proceed by
downward induction on µ, and prove (in addition to the fact that Z (V )≤µ and

Ẑ (V )≤µ are dualizable with the duals given in the statement) that the dual of

the embedding Z (V )≤µ ↪→ Z (V ), resp. Ẑ (V )≤µ ↪→ Ẑ (V ), is the projection

Z (V ∗)� Z (V ∗)/Z (V ∗)<−µ, resp. Ẑ (V ∗)� Ẑ (V ∗)/Ẑ (V ∗)<−µ.
If µ ≥ ν for any ν ∈ X∗(T ) such that Vν 6= 0 we have Z (V )≤µ = Z (V ) and

Z (V ∗)<−µ = 0 (and similarly for Ẑ (V ) and Ẑ (V ∗)); in this case the claim has
already been justified above Lemma 7.10. Now we fix µ ∈ X∗(T ), and assume the

claim is known for the successor µ′ of µ, i.e. that Z (V )≤µ′ and Ẑ (V )≤µ′ are left
dualizable, with left duals

Z (V ∗)/Z (V ∗)<−µ′ and Ẑ (V ∗)/Ẑ (V ∗)<−µ′

respectively, and that the dual of the embedding in Z (V ), resp. Ẑ (V ), is the

projection from Z (V ∗), resp. Ẑ (V ∗). We now consider the exact sequence

(7.9) Z (V )≤µ ↪→ Z (V )≤µ′ � grµ′(Z (V )).

Here the right-hand side is isomorphic to W ⊕r
µ′ for some r ≥ 0; we fix an isomor-

phism grµ′(Z (V )) ∼= W ⊕r
µ′ and therefore identify the second morphism in (7.9)

with a surjection f : Z (V )≤µ′ � W ⊕r
µ′ . By assumption Z (V )≤µ′ is left dualizable,

and since Wµ′ is invertible it is also left dualizable (with left dual W−µ′); hence so
is W ⊕r

µ′ . We can therefore consider the dual morphism

f∨ : (W ⊕r
µ′ )∨ → (Z (V )≤µ′)

∨,

which we interpret as a morphism from W ⊕r
−µ′ to Z (V ∗)/Z (V ∗)<−µ′ . By functori-

ality of Wakimoto filtrations this morphism factors through a morphism

(7.10) f̃∨ : W ⊕r
−µ′ → gr−µ′(Z (V ∗)).

We claim that f̃∨ is an isomorphism. In fact we have gr−µ′(Z (V ∗)) ∼= W ⊕r
−µ′ since

dim((V ∗)−µ′) = dim(Vµ′). Since End(W−µ′) ∼= k (see [BRR, §4.5]), the morphism

f̃∨ can be represented by an r×r-matrix, and saying that it is invertible is equivalent
to this matrix being invertible. If this were not the case, then there would exist an
embedding W−µ′ ↪→ W ⊕r

−µ′ as a direct summand such that the composition

W−µ′ → W ⊕r
−µ′

f∨−−→ Z (V ∗)/Z (V ∗)<−µ′
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vanishes. However, by adjunction we have

Hom(W−µ′ ,W
⊕r
−µ′)

∼= Hom(W−µ′ ?I W ⊕r
µ′ , δ),

Hom(W−µ′ ,Z (V ∗)/Z (V ∗)<−µ′) ∼= Hom(W−µ′ ?I Z (V )≤µ′ , δ),

and through this identification the morphism f∨◦(−) corresponds to the morphism

(−) ◦ (id ? f) : Hom(W−µ′ ?I W ⊕r
µ′ , δ)→ Hom(W−µ′ ?I Z (V )≤µ′ , δ),

which is injective since id ? f is surjective. This provides a contradiction, proving

therefore that f̃∨ indeed is an isomorphism.
We have now obtained an isomorphism(

grµ′(Z (V ))
)∨ ∼−→ (W ⊕r

µ′ )∨
∼−→ W ⊕r

−µ′
∼−→ gr−µ′(Z (V ∗)),

which is easily seen not to depend on our initial choice of isomorphism grµ′(Z (V )) ∼=
W ⊕r
µ′ ; it is therefore canonical. Moreover, through this identification the dual

of the projection Z (V )≤µ′ � grµ′(Z (V )) is the embedding gr−µ′(Z (V ∗)) ↪→
Z (V ∗)/Z (V ∗)<−µ′ .

Let us consider the composition

δ
coev−−−→ Z (V )≤µ′ ?I (Z (V ∗)/Z (V ∗)<−µ′)� Z (V )≤µ′ ?I (Z (V ∗)/Z (V ∗)<−µ).

The preceding considerations show that its composition with the surjection

Z (V )≤µ′ ?I (Z (V ∗)/Z (V ∗)<−µ)� grµ′(Z (V )) ?I (Z (V ∗)/Z (V ∗)<−µ)

vanishes; this morphism therefore factors through a morphism

(7.11) δ
coev−−−→ Z (V )≤µ ?I (Z (V ∗)/Z (V ∗)<−µ).

Similarly, the composition

(Z (V ∗)/Z (V ∗)<−µ′) ?I Z (V )≤µ ↪→ (Z (V ∗)/Z (V ∗)<−µ′) ?I Z (V )≤µ′
ev−→ δ

factors through a morphism

(7.12) (Z (V ∗)/Z (V ∗)<−µ) ?I Z (V )≤µ → δ.

It is then not difficult to check that (7.11) and (7.12) exhibit Z (V ∗)/Z (V ∗)<−µ
as the left dual of Z (V )≤µ. Moreover from the construction of the evaluation
and coevaluation morphisms one sees that the dual of the embedding Z (V )≤µ ↪→
Z (V )≤µ′ is the projection Z (V ∗)/Z (V ∗)<−µ′ � Z (V ∗)/Z (V ∗)<−µ; by com-
pability of duality with composition and the induction hypothesis, it follows that
the dual of the embedding Z (V )≤µ ↪→ Z (V ) is the natural projection Z (V ∗) �
Z (V ∗)/Z (V ∗)<−µ.

Next, we consider the free-monodromic setting, and more specifically the exact
sequence

Ẑ (V )≤µ ↪→ Ẑ (V )≤µ′ � gr∧µ′(Ẑ (V )).

Here again, by induction the middle term is left dualizable, and the right-hand side
is dualizable because it is isomorphic to a direct sum of invertible objects. If we fix

an isomorphism gr∧µ′(Ẑ (V )) ∼= (W ∧
µ′ )
⊕r, the dual of the surjection f : Ẑ (V )≤µ′ �

(W ∧
µ′ )
⊕r is a morphism

f∨ : (W ∧
−µ′)

⊕r → Ẑ (V ∗)/Ẑ (V ∗)<−µ′ ,

which has to factor through a morphism

(W ∧
−µ′)

⊕r → gr∧−µ′(Ẑ (V ∗)).
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It is clear that the image of this morphism under π† is the isomorphism

W ⊕r
−µ′ → gr−µ′(Z (V ∗))

considered in (7.10); since the functor π† is conservative (see §6.1) this implies that
our morphism is also invertible, and as in the I-equivariant setting we deduce a
canonical isomorphism (

gr∧µ′(Ẑ (V ))
)∨ ∼= gr−µ′(Ẑ (V ∗)).

Once this is established, the same arguments as above allow to prove that Ẑ (V )≤µ

is left dualizable, with left dual Ẑ (V ∗)/Ẑ (V ∗)<−µ, and that the dual of the em-

bedding Ẑ (V )≤µ ↪→ Ẑ (V ) is the surjection Ẑ (V ∗)� Ẑ (V ∗)/Ẑ (V ∗)<−µ.
Now we fix µ, and prove by upward induction on λ that the object

Z (V )≤µ/Z (V )≤λ, resp. Ẑ (V )≤µ/Ẑ (V )≤λ,

is left dualizable, with left dual

Z (V ∗)<−λ/Z (V ∗)<−µ, resp. Ẑ (V ∗)<−λ/Ẑ (V ∗)<−µ.

The two cases are similar, so we only treat the second one. We consider the exact
sequence

Ẑ (V )≤λ ↪→ Ẑ (V )≤µ � Ẑ (V )≤µ/Ẑ (V )≤λ.

We now know that the first two terms here are left dualizable; moreover the dual

of the composition of the first map with the embedding Ẑ (V )≤µ ↪→ Ẑ (V ) is

the surjection Ẑ (V ∗) � Z (V ∗)/Z (V ∗)<−λ, with the dual of the latter map

being the surjection Ẑ (V ∗) � Z (V ∗)/Z (V ∗)<−µ; by compatibility of duality
with composition this implies that the dual of this first map is the surjection
Z (V ∗)/Z (V ∗)<−µ � Z (V ∗)/Z (V ∗)<−λ. From this claim we deduce that the
composition

δ∧
coev−−−→ Ẑ (V )≤µ ?̂

(
Ẑ (V ∗)/Ẑ (V ∗)<−µ

)
→
(
Ẑ (V )≤µ/Ẑ (V )≤λ

)
?̂
(
Ẑ (V ∗)/Ẑ (V ∗)<−µ

)
�
(
Ẑ (V )≤µ/Ẑ (V )≤λ

)
?̂
(
Ẑ (V ∗)/Ẑ (V ∗)<−λ

)
vanishes; it follows that the composition of the first two maps factors through a
morphism

δ∧ →
(
Ẑ (V )≤µ/Ẑ (V )≤λ

)
?̂
(
Ẑ (V ∗)<−λ/Ẑ (V ∗)<−µ

)
.

Similarly, from the evaluation morphism(
Ẑ (V ∗)/Ẑ (V ∗)<−µ

)
?̂ Ẑ (V )≤µ → δ∧

we obtain a morphism(
Ẑ (V ∗)<−λ/Ẑ (V ∗)<−µ

)
?̂
(
Ẑ (V )≤µ/Ẑ (V )≤λ

)
→ δ∧.

It is easily seen that, taken together, these maps exhibit Ẑ (V ∗)<−λ/Ẑ (V ∗)<−µ as

the left dual of Ẑ (V )≤µ/Ẑ (V )≤λ, which finishes the proof. �
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Remark 7.13. From the proof of Lemma 7.11 we see that if λ ≤ λ′ ≤ µ′ ≤ µ, the
dual of the embedding

Ẑ (V )≤µ′/Ẑ (V )≤λ ↪→ Ẑ (V )≤µ/Ẑ (V )≤λ

is the projection

Ẑ (V ∗)<−λ/Ẑ (V ∗)<−µ � Ẑ (V ∗)<−λ/Ẑ (V ∗)<−µ′ ,

and the dual of the projection

Ẑ (V )≤µ/Ẑ (V )≤λ � Ẑ (V )≤µ/Ẑ (V )≤λ′

is the embedding

Ẑ (V ∗)<−λ′/Ẑ (V ∗)<−µ ↪→ Ẑ (V ∗)<−λ/Ẑ (V ∗)<−µ.

7.8. Proof of Lemma 7.10. In order to give the proof of Lemma 7.10 we need
another lemma.

Lemma 7.14. For any λ ∈ X∗(T ), we have

trL(µrot
W ∧λ

(x−1)) = eλ.

Proof. By definition, trL(µrot
W ∧λ

(x−1)) is the composition

δ∧
coev−−−→
∼

W ∧
λ ?̂W ∧

−λ

µrot
W∧
λ

(x−1)?̂id

−−−−−−−−−→ W ∧
λ ?̂W ∧

−λ
ev−→
∼

δ∧.

Here by Lemma 7.2(6) we have µrot
W ∧λ

(x−1) = µW ∧λ
(eλ ⊗ 1), so that the middle map

is µW ∧λ ?̂W
∧
−λ

(eλ ⊗ 1) by (6.7). By functoriality of monodromy this implies that the

composition above is µδ∧(eλ ⊗ 1), which implies the desired claim. �

A general result about monoidal categories states that in an abelian monoidal
category with exact monoidal product, the quantum trace is additive on short
exact sequences (for morphisms compatible with the exact sequence), see [EGNO,
Proposition 4.7.5]. As in Remark 7.12 this statement does not apply directly in our
setting, but our proof of Lemma 7.10 will consist of repeating its proof3 and using
Lemma 7.14 to compute the appropriate trace by induction.

Proof of Lemma 7.10. By Theorem 7.8(6) we have

m̂V = µrot
Ẑ (V )

(x−1).

We will prove by induction on λ that

trL
(
µrot

Ẑ (V )≤λ
(x−1)

)
=
∑
µ≤λ

dim(Vµ) · eµ;

this will imply the desired equality by taking λ such that ν ≤ λ for any ν such that
Vν 6= 0.

If λ satisfies λ < ν for any ν such that Vν 6= 0, then this equality holds since
both sides vanish. Now let λ ∈ X∗(T ), and assume the equality is known for the
predecessor λ′ of λ. We consider the exact sequence

Ẑ (V )≤λ′ ↪→ Ẑ (V )≤λ � grλ(Ẑ (V )).

3This proof was kindly explained to us by P. Etingof.
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By functoriality of monodromy, the automorphism µrot
Ẑ (V )≤λ

(x−1) of Ẑ (V )≤λ pre-

serves Ẑ (V )≤λ′ , and restricts to µrot
Ẑ (V )≤λ′

(x−1) on this subobject. Moreover, the

induced automorphism of grλ(Ẑ (V )) is µrot
grλ(Ẑ (V ))

(x−1).

The object

Ẑ (V )≤λ ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ) = Ẑ (V )≤λ ?̂ (Ẑ (V )≤λ)∨

admits a canonical 3-step filtration

M1 ⊂M2 ⊂ Ẑ (V )≤λ ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ)

with successive associated subquotients given by

Ẑ (V )≤λ′ ?̂ gr−λ(Ẑ (V ∗)),

Ẑ (V )≤λ′ ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ′)⊕ grλ(Ẑ (V )) ?̂ gr−λ(Ẑ (V ∗))

and grλ(Ẑ (V )) ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ′).

We have

Hom(δ∧, grλ(Ẑ (V )) ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ′))

∼= Hom(gr−λ(Ẑ (V ∗)), Ẑ (V ∗)/Ẑ (V ∗)<−λ′) = 0,

since (Ẑ (V ∗)/Ẑ (V ∗)<−λ′)≤−λ = 0; it follows that the coevaluation map

δ∧ → Ẑ (V )≤λ ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ)

factors through a map δ∧ →M2. For similar reasons, the evaluation map

Ẑ (V )≤λ ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ)→ δ∧

vanishes on M1, hence factors through a morphism(
Ẑ (V )≤λ ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ)

)
/M1 → δ∧.

It follows that our trace is the composition

δ∧ → Ẑ (V )≤λ′ ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ′)⊕ grλ(Ẑ (V )) ?̂ gr−λ(Ẑ (V ∗))

→ Ẑ (V )≤λ′ ?̂ (Ẑ (V ∗)/Ẑ (V ∗)<−λ′)⊕ grλ(Ẑ (V )) ?̂ gr−λ(Ẑ (V ∗))→ δ∧

where the first, resp. third, map is the sum of the coevaluation, resp. evaluation,

morphisms for Ẑ (V )≤λ′ and grλ(Ẑ (V )), and the middle arrow is the map induced
by µrot

Ẑ (V )≤λ
(x−1) ?̂ id, i.e. the direct sum

µrot
Ẑ (V )≤λ′

(x−1) ?̂ id⊕ µrot
grλ(Ẑ (V ))

(x−1) ?̂ id.

We deduce that

trL(µrot
Ẑ (V )≤λ

(x−1)) = trL(µrot
Ẑ (V )≤λ′

(x−1)) + trL(µrot
grλ(Ẑ (V ))

(x−1)),

which implies the desired formula by the induction hypothesis and Lemma 7.14. �
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8. Perverse sheaves on G/U

We continue with the setting of Sections 4–7, and consider also the constructions
of Section 2 in the case G = G∨k (with the Borel subgroup B∨k and the maximal
torus T∨k ). It is clear that in this case the Coxeter system (Wf ,Sf) of Section 2
identifies with the Coxeter system (Wf , Sf) of Section 4. We will assume in this
section that G∨k has simply connected derived subgroup, or in other words that the
quotient of X∗(T ) by the root lattice is free.

Before constructing the main equivalence of the paper, we explain a similar
construction for perverse sheaves on the “finite” flag variety G/B (or, in fact, on
the basic affine space G/U). This construction is essentially a reinterpretation of
the main result of [BR1]; it will serve as a “toy example” to illustrate our methods,
but will also play a role in the proof of the theorem.

Remark 8.1. As explained above, the proofs in this section rely on the results
of [BR1]. In this reference it is assumed that the group G is semisimple of adjoint
type, but all the proofs apply more generally under the present assumption that the
dual group has simply connected derived subgroup. (In fact, the main ingredient
that requires some assumption is Theorem 2.1, which holds under our assumption
by Remark 2.1.)

8.1. Categories of sheaves on G/U . Recall the categories DU,U and D∧U,U con-
sidered in §6.6. These categories admit perverse t-structures, whose hearts are
denoted PU,U and P∧U,U respectively. In fact, pushforward along the closed em-

bedding G/U ↪→ F̃lG identifies PU,U , resp. DU,U with the Serre subcategory of
PIu,Iu , resp. the full triangulated subcategory of DIu,Iu , generated by the simple

objects π†ForIIu(ICw) with w ∈ Wf ; it also provides a t-exact fully faithful func-

tor D∧U,U → D∧Iu,Iu . If we denote by P+
U,U , resp. D+

U,U , the Serre subcategory of
PU,U , resp. the full triangulated subcategory of DU,U , generated by the objects

π†ForIIu(ICw) with w ∈Wf r {e}, then we can consider the quotient categories

P0
U,U := PU,U/P

+
U,U , D0

U,U := DU,U/D
+
U,U .

By Lemma A.2, there exists a unique t-structure on D0
U,U such that the quotient

functor

Π0
U,U : DU,U → D0

U,U

is t-exact. This t-structure is bounded, and its heart identifies with P0
U,U ; it will be

called the perverse t-structure, and the associated cohomology functors will once
again be denoted pH n(−). We have a canonical t-exact functor

(8.1) D0
U,U → D0

Iu,Iu ,

whose restriction to the heart of the perverse t-structure is fully faithful.
As for DIu,Iu , the category DU,U admits a natural convolution product ?U which

equips it with the structure of a monoidal category (without unit object) such that
the embedding DU,U → DIu,Iu is monoidal, and whihc induces (in the appropriate
sense) the product ?̂U . We also have a canonical bifunctor

?̂U : D∧U,U × DU,U → DU,U

which defines an action of (D∧U,U , ?̂U ) on DU,U .
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As in §5.2, the bifunctor (F ,G ) 7→ Π0
U,U (F ?U G ) factors through a triangulated

bifunctor

?0
U : D0

U,U × D0
U,U → D0

U,U

which defines a monoidal structure (without unit object) on D0
U,U so that (8.1) is

monoidal. Moreover, ?0
U is “right t-exact” in the sense that if F ,G belong to the

nonpositive part of the perverse t-structure on D0
U,U then so does F ?0

U G . We

therefore obtain a monoidal structure (without unit object) on P0
U,U by setting

F p?0
U G := pH 0(F ?0

U G )

for F ,G in P0
U,U ; then we have a fully faithful exact monoidal functor

(8.2) (P0
U,U ,

p?0
U )→ (P0

Iu,Iu ,
p?0

Iu).

As in §6.4 we have a canonical bifunctor

?̂
0
U : D∧U,U × D0

U,U → D0
U,U

compatible with ?̂
0

in the obvious way, and which defines an action of (D∧U,U , ?̂U )

on the category D0
U,U . For F in P∧U,U and G in P0

U,U we then set

F p?̂
0
U G := pH 0(F ?̂

0
U G ).

As in Lemma 6.9, this bifunctor is right exact on each side.
Recall also the functor Cm considered in §6.5. It is clear that this functor restricts

to a functor from P∧U,U to PU,U , which will again be denoted Cm.

8.2. Morphisms from Π0
U,U (Ξ∧! ). Recall the object Ξ∧! defined in §6.6. Consider-

ing this object as a pro-object in DU,U , and applying the extension to pro-objects of
the functor Π0

U,U we obtain a pro-object Π0
U,U (Ξ∧! ) in D0

U,U . We can then consider

the functor from P0
U,U to the category of k-vector spaces given by

F 7→ HomD0
U,U

(Π0
U,U (Ξ∧! ),F ),

where in the right-hand side we mean morphisms in the category of pro-objects in
D0
U,U . Concretely, if we write Ξ∧! = “ lim←−n ”An for some objects An in DU,U , then

we have

HomD0
U,U

(Π0
U,U (Ξ∧! ),F ) = lim−→

n

HomD0
U,U

(Π0
U,U (An),F ).

Similarly, given G in PU,U we can consider the vector space

HomP∧U,U
(Ξ∧! ,G ) = lim−→

n

HomDU,U (An,G ).

Lemma 8.2. For any G in PU,U , the canonical morphism

HomP∧U,U
(Ξ∧! ,G )→ HomD0

U,U
(Π0

U,U (Ξ∧! ),Π0
U,U (G ))

is an isomorphism.

Proof. Fix G in PU,U . As explained above, writing Ξ∧! = “ lim←−n ”An for some An

in DU,U , our morphism can be written more concretely as the morphism

(8.3) lim−→
n

HomDU,U (An,G )→ lim−→
n

HomD0
U,U

(Π0
U,U (An),Π0

U,U (G ))

induced by the functor Π0
U,U .
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Let us first show that (8.3) is surjective. A morphism in the right-hand side is
represented by a morphism Π0

U,U (An) → Π0
U,U (G ) in D0

U,U for some n, i.e. by a
diagram

An
s←−X

f−→ G

where X is an object in DU,U and s, f are morphisms in this category such that
the cone C of s belongs to D+

U,U . Now, by Lemma 6.10 we have

HomD∧U,U
(Ξ∧! , π

†(ICw)[i]) = 0

for any w ∈Wf r {e} and i ∈ Z; it follows that

HomD∧U,U
(Ξ∧! ,C ) = 0,

or in other words that

lim−→
m

HomDU,U (Am,C ) = 0.

We deduce that for m � n the composition Am → An → C vanishes. Fix such
an m, and denote by h the structure morphism Am → An. If we complete the
morphisms s and h to a commutative diagram

Am

h

��

Y
too

g

��
An X

s
oo

in DU,U such that the cone of t belongs to D+
U,U , then the image of our morphism

in HomD0
U,U

(Π0
U,U (Am),Π0

U,U (G )) is represented by the diagram

Am
t←− Y

f◦g−−→ G .

Now since the composition Am → An → C vanishes, there exists k : Am → X in
DU,U such that s ◦ k = h. Then in D0

U,U we have

f ◦ g ◦ t−1 = f ◦ s−1 ◦ h = f ◦ k.

This shows that the image of our morphism in HomD0
U,U

(Π0
U,U (Am),Π0

U,U (G )) is the

image of a morphism in HomDU,U (Am,G ), which finishes the proof of surjectivity.
The proof of injectivity is similar. If a morphism f : An → G has trivial

image in lim−→m
HomD0

U,U
(Π0

U,U (Am),Π0
U,U (G )), then composing with the morphism

Am → An for some m ≥ n we can assume that Π0
U,U (f) = 0. This means that

there exists a morphism g : G → H whose cone C belongs to D+
U,U such that

g ◦ f = 0. Then f factors through a morphism An → C [−1]. Replacing again n by
a larger morphism we can assume that this morphism vanishes, so that f = 0 in
the inductive limit, which finishes the proof. �

8.3. Towards a monoidal structure. Recall the scheme D from §2.4; in our
present setting we have

D := T∨k ×T∨k /Wf
T∨k .

For any F in P0
U,U , monodromy for the action of T on the left and on the right

on G/U equips HomD0
U,U

(Π0
U,U (Ξ∧! ),F ) with the structure of an O(T∨k )-bimodule.

In fact, it follows from Lemma 6.7 that these actions factor through a structure of
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O(D)-module. Our goal in this subsection is to explain how to define, for F ,G in
P0
U,U , a canonical morphism

(8.4) HomD0
U,U

(Π0
U,U (Ξ∧! ),F )⊗O(T∨k ) HomD0

U,U
(Π0

U,U (Ξ∧! ),G )

→ HomD0
U,U

(Π0
U,U (Ξ∧! ),F p?0

U G ),

which will eventually be shown to define a monoidal structure on the functor
HomD0

U,U
(Π0

U,U (Ξ∧! ),−). (Here O(T∨k ) acts on HomD0
U,U

(Π0
U,U (Ξ∧! ),F ) via the pro-

jection D → T∨k on the second factor, and on HomD0
U,U

(Π0
U,U (Ξ∧! ),G ) via the pro-

jection D → T∨k on the first factor.) To explain this construction we first need to
recall a similar construction from [BR1].

First, consider the scheme D∧ considered in §3.3. By Lemma 3.3(2) this scheme
is the spectrum of the algebra

O((T∨k )∨)⊗O((T∨k )∨)Wf O((T∨k )∨)

that appears e.g. in [BR1, Theorem 9.1]. (Section 3 is written under the running
assumption that Z(G) is smooth, but this condition is not required for this specific
lemma.)

Recall the category T∧U,U of tilting objects in P∧U,U . As explained in [BR1, Re-

mark 7.9], this subcategory is closed under the convolution product ?̂U . For F in
P∧U,U , in [BR1] we explain that monodromy defines on HomP∧U,U

(Ξ∧! ,F ) the struc-

ture of a finitely generated O(D∧)-module. Moreover, in [BR1, §11.3] we construct
a monoidal structure on the functor

HomP∧U,U
(Ξ∧! ,−) : T∧U,U → Modfg(O(D∧)),

for the monoidal product on T∧U,U given by ?̂U , and that on O(D∧)-modules given

by tensor product over O((T∨k )∧). Using this structure we obtain an isomorphism

(8.5) HomP∧U,U
(Ξ∧! ,Ξ

∧
! ?̂U Ξ∧! ) ∼= HomP∧U,U

(Ξ∧! ,Ξ
∧
! )⊗O((T∨k )∧) HomP∧U,U

(Ξ∧! ,Ξ
∧
! ).

Here the right-hand side has a canonical element, given by idΞ∧!
⊗ idΞ∧!

, which

then defines a canonical morphism ξ : Ξ∧! → Ξ∧! ?̂U Ξ∧! . Concretely, writing Ξ∧! =
“ lim←−n ”An for some An in DU,U as in §8.2, we have

Ξ∧! ?̂U Ξ∧! = “ lim←−
n,m≥0

”An ?U Am,

so that

HomP∧U,U
(Ξ∧! ,Ξ

∧
! ?̂U Ξ∧! ) = lim←−

n,m

lim−→
q

HomDU,U (Aq,An ?U Am);

our morphism is therefore defined by a collection of morphisms ξn,m : Aq(n,m) →
An ?U Am for some function q : (Z≥0)2 → Z≥0, which we fix from now on.

Finally we can explain the construction of (8.4). Consider some elements f
in HomD0

U,U
(Π0

U,U (Ξ∧! ),F ) and g in HomD0
U,U

(Π0
U,U (Ξ∧! ),G ), represented by mor-

phisms f : Π0
U,U (An) → F and g : Π0

U,U (Am) → G . Then the image of f ⊗ g

under (8.4) is the composition

Π0
U,U (Aq(n,m))

Π0
U,U (ξn,m)
−−−−−−−→ Π0

U,U (An ?U Am) = Π0
U,U (An) ?0

U Π0
U,U (Am)

f?0
Ug−−−→ F ?0

U G → F p?0
U G
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where the last morphism is the natural truncation morphism. (Recall that F ?0
U G

belongs to the nonpositive part of the perverse t-structure, and F p?0
U G is its

degree-0 cohomology.)

8.4. Statement. We will denote by Coh0(D) the category of coherent sheaves on
D which are supported set-theoretically on the closed subscheme {(e, e)}, which we
identify with the category of finitely generated O(D)-modules on which a power of
the ideal I (see §3.3), or equivalently a power of the ideal J , acts trivially. This
category is monoidal (without unit object) for the product ~ defined by

M ~N := M ⊗O(T∨k ) N.

(Here in the tensor product the action on M is induced by the projection D→ T∨k
on the second factor, and the action on N is induced by projection on the first
factor; the action of O(D) on the tensor product is the obvious one, defined in
terms of the remaining actions.)

The following proposition is the promised “finite variant” of our main result. Its
proof will be explained in the next subsection.

Theorem 8.3. The functor HomD0
U,U

(Π0
U,U (Ξ∧! ),−) induces an equivalence of mo-

noidal abelian categories

ΦU,U :
(
P0
U,U , ?

0
U

) ∼−→ (Coh0(D),~) .

8.5. “Truncated” version. For m ≥ 1 we set

D(m) := Spec
(
O(D)/Jm · O(D)

)
.

Pushforward along the closed embedding D(m) → D provides a fully faithful functor

Coh(D(m))→ Coh0(D),

and it is clear from definitions that the product ~ restricts to a monoidal product on
Coh(D(m)). In fact, this collection of functors realizes Coh0(D) as the direct limit
of its subcategories Coh(D(m)), in a way compatible with the monoidal product.

On the constructible side, again for m ≥ 1 we will denote by P
(m)
U,U the full

abelian subcategory of PU,U whose objects are the perverse sheaves such that the
monodromy action of O(T∨k /Wf) (see §6.3) vanishes on Jm. This subcategory
contains all the simple objects of PU,U , and is stable under subquotients (but not

under extensions). If we denote by P
(m),0
U,U the Serre quotient of P

(m)
U,U by the Serre

subcategory generated by the simple objects π†ForIIu(ICw) with w ∈ Wf r {e},
then we have a natural fully faithful functor

P
(m),0
U,U → P0

U,U .

The essential image of this functor can be described as follows. It is clear that
monodromy induces, for any F in P0

U,U , a canonical morphism µ0
F : O(D) →

EndP0
U,U

(F ). Then the essential image of P
(m),0
U,U in P0

U,U identifies with the sub-

category consisting of objects such that µ0
F vanishes on Jm. Indeed, any object in

this essential image clearly satisfies this property. On the other hand, if µ0
F van-

ishes on Jm, writing F = Π0
U,U (G ) for some G in PU,U , we see that the surjection

G � G /Jm · G becomes an isomorphism after application of Π0
U,U , and obviously

G /Jm · G belongs to P
(m)
U,U .
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Using (6.7)–(6.8) one sees that the convolution product ?0
U restricts to a monoidal

product on P
(m),0
U,U . In this way we realize the category P0

U,U as the direct limit of

its subcategories P
(m),0
U,U , in a way compatible with the monoidal product. It is clear

that the restriction of the quotient functor Π0
U,U to P

(m)
U,U takes values in P

(m),0
U,U , and

identifies with the quotient functor P
(m)
U,U → P

(m),0
U,U .

From these considerations we see that Theorem 8.3 is a corollary of the following
statement.

Proposition 8.4. For any m ≥ 1, the functor HomD0
U,U

(Π0
U,U (Ξ∧! ),−) induces an

equivalence of abelian categories

P
(m),0
U,U

∼−→ Coh(D(m)).

Moreover these equivalences admit structures of monoidal functors compatible in
the obvious way with the natural embeddings

P
(m),0
U,U → P

(m′),0
U,U , Coh(D(m))→ Coh(D(m′))

when m ≤ m′.

In the proof of this proposition we will consider, for m ≥ 1, the object

Ξ
(m)
! := Cm(Ξ∧! ) ∈ PU,U .

It is clear that this object belongs to the subcategory P
(m)
U,U .

Lemma 8.5. For any m ≥ 1, there exists a canonical isomorphism

Π0
U,U

(
Cm(Ξ∧! ?̂U Ξ∧! )

) ∼= Π0
U,U (Ξ

(m)
! ) p?0

U Π0
U,U (Ξ

(m)
! ).

Proof. Since the functor Ξ∧! ?̂U (−) is t-exact (see Lemma 6.11) the morphism

Ξ∧! ?̂U Ξ∧! → Ξ∧! ?̂U Ξ
(m)
!

is surjective, and identifies the right-hand side with Cm(Ξ∧! ?̂U Ξ∧! ). On the other
hand, by definition we have

Π0
U,U (Ξ

(m)
! ) p?0

U Π0
U,U (Ξ

(m)
! ) ∼= pH 0(Π0

U,U (Ξ
(m)
! ?U Ξ

(m)
! )).

What we have to construct is therefore a canonical isomorphism

Π0
U,U (Ξ∧! ?̂U Ξ

(m)
! ) ∼= pH 0(Π0

U,U (Ξ
(m)
! ?U Ξ

(m)
! )).

A choice of a family of r generators of the ideal Jm defines an exact sequence

(Ξ∧! )⊕r → Ξ∧! → Ξ
(m)
! → 0.

Now the functor

pH 0(Π0
U,U ((−) ?̂U Ξ

(m)
! )) = (−) p?̂

0
U Π0

U,U (Ξ
(m)
! ) : P∧U,U → P0

U,U

is right exact (see §8.1); we therefore deduce an exact squence

Π0
U,U ((Ξ∧! )⊕r ?̂U Ξ

(m)
! )→ Π0

U,U (Ξ∧! ?̂U Ξ
(m)
! )→ pH 0(Π0

U,U (Ξ
(m)
! ?U Ξ

(m)
! ))→ 0.

Using (6.7)–(6.8) one sees that the first morphism in this sequence vanishes, which
shows that the second morphism is an isomorphism and finishes the proof. �
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Proof of Proposition 8.4. We claim that for m ≥ 1 the morphism µ
Ξ

(m)
!

factors

through an isomorphism

(8.6) O(D(m))
∼−→ EndPU,U (Ξ

(m)
! ).

In fact, since by definition the action of O(D) on Ξ
(m)
! vanishes on Jm we have

EndPU,U (Ξ
(m)
! ) ∼= HomP∧U,U

(Ξ∧! ,Ξ
(m)
! ).

Now by projectivity of Ξ∧! (see Lemma 6.10) we have

HomP∧U,U
(Ξ∧! ,Ξ

(m)
! ) ∼= EndP∧U,U

(Ξ∧! )⊗O(D) O(D(m)).

Finally, by [BR1, Theorem 9.1] and the comments in §8.3, µΞ∧!
induces an algebra

isomorphism

(8.7) O(D∧)
∼−→ End(Ξ∧! ).

We deduce that (8.6) is an isomorphism, as desired.

For any F in P
(m)
U,U we have

HomP∧U,U
(Ξ∧! ,F ) = Hom

P
(m)
U,U

(Ξ
(m)
! ,F ).

From this and Lemma 6.10 we deduce that Ξ
(m)
! is the projective cover of the

simple object π†ForIIu(ICe) in P
(m)
U,U , which implies that the image Π0

U,U (Ξ
(m)
! ) of

Ξ
(m)
! in P

(m),0
U,U is the projective cover of the unique simple object in this category;

by standard arguments this implies that the functor

F 7→ Hom
P

(m),0
U,U

(Π0
U,U (Ξ

(m)
! ),F )

induces an equivalence of categories

(8.8) P
(m),0
U,U

∼−→ Modfg
r

(
End

P
(m),0
U,U

(Π0
U,U (Ξ

(m)
! ))

)
.

Now since Ξ
(m)
! is projective in P

(m)
U,U with unique simple quotient π†ForIIu(ICe),

for any F in P
(m)
U,U the morphism

Hom
P

(m)
U,U

(Ξ
(m)
! ,F )→ Hom

P
(m),0
U,U

(
Π0
U,U (Ξ

(m)
! ),Π0

U,U (F )
)

induced by Π0
U,U is an isomorphism. Using the isomorphism (8.6) this allows

to identify the algebra End
P

(m),0
U,U

(Π0
U,U (Ξ

(m)
! )) with O(D(m)), hence the category

Modfg
r (End

P
(m),0
U,U

(Ξ
(m)
! )) with Coh(D(m)).

We claim that the functor

Hom
P

(m),0
U,U

(Π0
U,U (Ξ

(m)
! ),−) : P

(m),0
U,U → Mod(O(D))

identifies canonically with the restriction of

HomD0
U,U

(Π0
U,U (Ξ∧! ),−) : P0

U,U → Mod(O(D))

to P
(m),0
U,U . In fact, to prove this claim it suffices to construct, for F in P

(m)
U,U , a

functorial isomorphism

Hom
P

(m),0
U,U

(Π0
U,U (Ξ

(m)
! ),Π0

U,U (F )) ∼= HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (F )).
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And for this, as explained above the left-hand side identifies canonically with

Hom
P

(m)
U,U

(Ξ
(m)
! ,F ), and then with HomP∧U,U

(Ξ∧! ,F ). The desired identification is

therefore provided by Lemma 8.2. This isomorphism and the considerations above

show that the restriction of the functor HomD0
U,U

(Π0
U,U (Ξ∧! ),−) to P

(m),0
U,U takes val-

ues in Coh(D(m)), and induces an equivalence between these categories.
To conclude the proof, we have to construct compatible monoidal structures on

our equivalences, which will be done if we prove that (8.4) is an isomorphism for

any F ,G in P
(m),0
U,U .

First, consider the case F = G = Π0
U,U (Ξ

(m)
! ). In this case we have seen that

(8.9) HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Ξ
(m)
! )) ∼= O(D(m)).

On the other hand, by Lemma 8.5 we have

HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Ξ
(m)
! ) p?0

U Π0
U,U (Ξ

(m)
! ))

∼= HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Cm(Ξ∧! ?̂U Ξ∧! ))),

and by Lemma 8.2 the right-hand side identifies with

HomP∧U,U
(Ξ∧! ,Cm((Ξ∧! ?̂U Ξ∧! ))).

By projectivity of Ξ∧! (see Lemma 6.10) this space identifies with

HomP∧U,U
(Ξ∧! ,Ξ

∧
! ?̂U Ξ∧! )⊗O(D) O(D(m)),

which itself, in view of (8.5) and (8.7), identifies with(
O(D)⊗O(T∨k ) O(D)

)
⊗O(D) O(D(m)).

It is easily seen that under these identifications the morphism (8.4) identifies with
the natural isomorphism

O(D(m))⊗O(T∨k ) O(D(m)) ∼=
(
O(D)⊗O(T∨k ) O(D)

)
⊗O(D) O(D(m)),

and is therefore an isomorphism.

Now we prove that (8.4) is an isomorphism in case F = Π0
U,U (Ξ

(m)
! ) and G is

arbitrary. For this, since we already know the equivalence

P
(m),0
U,U

∼−→ Coh(D(m))

we know that there exists a presentation(
Π0
U,U (Ξ

(m)
! )

)⊕r → (
Π0
U,U (Ξ

(m)
! )

)⊕s → G → 0

for some r, s ∈ Z≥0. Then we have exact sequences

HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Ξ
(m)
! ))⊗O(T∨k ) HomD0

U,U
(Π0

U,U (Ξ∧! ),Π0
U,U (Ξ

(m)
! )⊕r)→

HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Ξ
(m)
! ))⊗O(T∨k ) HomD0

U,U
(Π0

U,U (Ξ∧! ),Π0
U,U (Ξ

(m)
! )⊕s)→

HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Ξ
(m)
! ))⊗O(T∨k ) HomD0

U,U
(Π0

U,U (Ξ∧! ),G )→ 0
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and

HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Ξ
(m)
! ) p?0

U Π0
U,U (Ξ

(m)
! )⊕r)→

HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Ξ
(m)
! ) p?0

U Π0
U,U (Ξ

(m)
! )⊕s)→

HomD0
U,U

(Π0
U,U (Ξ∧! ),Π0

U,U (Ξ
(m)
! ) p?0

U G )→ 0,

which are related by the corresponding morphisms (8.4). The morphisms relating
the first two terms are isomorphisms by the case treated above, hence the one
relating the third terms is also an isomorphism, which finishes the proof of the case
under consideration.

Finally, one passes from this case to the case of general F ,G using similar
arguments, which finishes the proof of the proposition. �

8.6. Images of truncated costandard objects. Recall that in §3.2 we have
defined some representations (Mw : w ∈ W ) of JD. By definition, in case w ∈ Wf ,
the representation Mw is a coherent sheaf on D, endowed with the trivial structure
as a representation of JD. In this subsection these representations will be simply
considered as coherent sheaves on D, or equivalently as finitely generated O(D)-
modules.

Recall the functors C0
m of §6.5. The comments in §8.1 show that if we consider

an object F ∈ P∧U,U , seen as an object in P∧Iu,Iu , for any m ≥ 1 the object C0
m(F )

belongs to the full subcategory P0
U,U ⊂ P0

Iu,Iu
. In this way we obtain a projective

system (C0
m(F ) : m ≥ 1) of objects in P0

U,U .

Lemma 8.6. For any w ∈Wf , we have an isomorphism of projective systems

(ΦU,U (C0
m(∇∧w)) : m ≥ 1) ∼= (Mw/Jm ·Mw : m ≥ 1).

Proof. For any m ≥ 1, by Lemma 8.2 there exists a canonical isomorphism

ΦU,U (C0
m(∇∧w)) ∼= HomP∧U,U

(Ξ∧! ,Cm(∇∧w)).

By projectivity of Ξ∧! (see Lemma 6.10), the right-hand side identifies with

HomP∧U,U
(Ξ∧! ,∇∧w)⊗O(T∨k )

(
O(T∨k )/Jm · O(T∨k )

)
.

Finally, it is known that the standard object ∆∧w appears with multiplicity 1 in Ξ∧! ,
see [BR1, §9.1]; we deduce an isomorphism of O(D∧)-modules HomP∧U,U

(Ξ∧! ,∇∧w) ∼=
M∧

w , which finishes the proof. �

9. Truncation of perverse sheaves

We continue with the setting and assumptions of Section 8. In this section
we prove a number of technical statements regarding the functors Cm and C0

m

introduced in §6.5. These results will be used in the next section in our study of
the category P0

Iu,Iu
.

9.1. Flatness of standard, costandard and Wakimoto sheaves. In §B.2 we
recall what it means for a module in a category to be flat. Here we will be more
specifically interested in the case of O(T∨k )-modules in P∧Iu,Iu . We will say that

an object of P∧Iu,Iu is O(T∨k )-flat if its image under (6.15) is flat; in other words,

F ∈ P∧Iu,Iu is O(T∨k )-flat iff the functor

(−)⊗O(T∨k ) F : Modfg(O(T∨k ))→ P∧Iu,Iu
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is exact.
Our goal in this subsection is to show that standard perverse sheaves, costandard

perverse sheaves and free-monodromic Wakimoto sheaves are O(T∨k )-flat. We start
with standard and costandard sheaves.

Lemma 9.1. For any w ∈ W , the objects ∆∧w and ∇∧w are O(T∨k )-flat. As a
consequence, every object in P∧Iu,Iu which admits a standard or a costandard filtration

(in particular, any tilting object) is O(T∨k )-flat.

Proof. We will prove the claim for the objects ∆∧w; the case of the objects ∇∧w can
be treated similarly, and the claim about objects with a standard or costandard
filtration then follows in view of Lemma B.4(2).

By Proposition D.1, the functor

(̃w)! : D∧Iu(F̃lG,w,k)→ D∧Iu,Iu

(where (̃w)! is as in §6.2) is t-exact, and by [BR1, Proposition 4.5] we have a
canonical equivalence of triangulated categories

φw : DbModfg(O((T∨k )∧))
∼−→ D∧Iu(F̃lG,w,k).

By definition, under this identification the perverse t-structure on D∧Iu(F̃lG,w,k)

corresponds to the tautological t-structure on DbModfg(O((T∨k )∧)). The mon-
odromy construction also provides an O(T∨k )-module structure on any object in

D∧Iu(F̃lG,w,k), which under the equivalence φw corresponds to the obvious O(T∨k )-
module structure on a complex of O((T∨k )∧)-modules. From these remarks we

obtain that for any N in Modfg(O(T∨k )) we have a canonical isomorphism

N ⊗O(T∨k ) ∆∧w
∼= (̃w)!φw(N ⊗O(T∨k ) O((T∨k )∧)).

The functor on the right-hand side is t-exact by flatness of O((T∨k )∧) over O(T∨k )
and t-exactness of (̃w)! and φw, which proves that ∆∧w is flat. �

Lemma 9.2. For any finitely generated O(T∨k )-module M and any w, y ∈ W , the
convolution

∆∧w ?̂ (M ⊗O(T∨k ) ∇∧y )

belongs to the heart of the perverse t-structure on D∧Iu,Iu .

Proof. As in the proof of Lemma 9.1 we have

M ⊗O(T∨k ) ∇∧y ∼= (̃y)∗φy(N ⊗O(T∨k ) O((T∨k )∧)).

By construction of the equivalence φy in [BR1, Proposition 4.5] and Lemma D.3,

if for m ≥ 1 we denote by Fm the k-local system on F̃lG,y corresponding the
O(T∨k )-module N/KmN , then we deduce that

M ⊗O(T∨k ) ∇∧y ∼= “ lim←−
m

”(̃y)∗Fm[`(y) + dim(T )],

hence that

∆∧w ?̂ (M ⊗O(T∨k ) ∇∧y ) ∼= “ lim←−
m

”∆∧w ?̂
(
(̃y)∗Fm[`(y) + dim(T )]

)
.

Each Fm is an extension of copies of the constant local system, so that ∆∧w ?̂(
(̃y)∗Fm[`(y) + dim(T )]

)
is an extension (in the sense of triangulated categories)

of copies of
∆∧w ?̂ π

†ForIIu(∇I
y) ∼= π†(∆I

w ?I ∇I
y),
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where the isomorphism follows from (6.5)–(6.6). Here the right-hand side is perverse
(by [AR4, Lemma 4.1.7] and t-exactness of π†), hence each ∆∧w ?̂

(
(̃y)∗Fm[`(y) +

dim(T )]
)

is perverse. By Proposition D.4, this implies the lemma. �

Corollary 9.3. For any λ ∈ X∗(T ), the free-monodromic Wakimoto sheaf W ∧
λ

is O(T∨k )-flat. As a consequence, every object of P∧Iu,Iu which admits a Wakimoto
filtration is flat.

Proof. Once again, using Lemma B.4(2) it suffices to prove the first claim. Let λ ∈
X∗(T ), and choose µ, ν ∈ X+

∗ (T ) such that λ = µ−ν, so that W ∧
λ
∼= ∇∧t(µ) ?̂∆∧t(−ν).

First, we claim that for any finitely generated O(T∨k )-module M we have

(9.1) M ⊗O(T∨k ) W ∧
λ
∼= ∇∧t(µ) ?̂ (M ⊗O(T∨k ) ∆∧t(−ν)).

Indeed, choose a presentation O(T∨k )⊕r → O(T∨k )⊕s → M → 0. We deduce an
exact sequence

(∆∧t(−ν))
⊕r → (∆∧t(−ν))

⊕s →M ⊗O(T∨k ) ∆∧t(−ν) → 0.

By right exactness of the functor ∇∧t(µ)
p?̂ (−) (see Corollary 6.5(1)), we deduce an

exact sequence

(∇∧t(µ)
p?̂∆∧t(−ν))

⊕r → (∇∧t(µ)
p?̂∆∧t(−ν))

⊕s → ∇∧t(µ)
p?̂ (M ⊗O(T∨k ) ∆∧t(−ν))→ 0.

Here the first two terms identify with (W ∧
λ )⊕r and (W ∧

λ )⊕s respectively, and by
Lemma 9.2 one can replace p?̂ by ?̂ in the third term. We deduce (9.1).

Now, consider an exact sequence M1 ↪→M2 �M3 of finitely generated O(T∨k )-
module. By Lemma 9.1, the sequence

0→M1 ⊗O(T∨k ) ∇∧t(µ) →M2 ⊗O(T∨k ) ∇∧t(µ) →M3 ⊗O(T∨k ) ∇∧t(µ) → 0

is exact. Applying the triangulated functor ∇∧t(µ) ?̂ (−) we deduce a distinguished

triangle

∇∧t(µ) ?̂ (M1 ⊗O(T∨k ) ∇∧t(µ))→ ∇
∧
t(µ) ?̂ (M2 ⊗O(T∨k ) ∇∧t(µ))

→ ∇∧t(µ) ?̂ (M3 ⊗O(T∨k ) ∇∧t(µ))
[1]−→ .

By (9.1) all terms here are in the heart of the perverse t-structure, and this triangle
corresponds to an exact sequence

0→M1 ⊗O(T∨k ) W ∧
λ →M2 ⊗O(T∨k ) W ∧

λ →M3 ⊗O(T∨k ) W ∧
λ → 0

in P∧Iu,Iu , which finishes the proof. �

The main consequence of these results that we will use below is the following.

Proposition 9.4. Consider an exact sequence

0→ F1 → F2 → F3 → 0

in P∧Iu,Iu . If F3 admits either a standard filtration, or a costandard filtration, or a
Wakimoto filtration, then for any m ≥ 1 the induced sequence

0→ Cm(F1)→ Cm(F2)→ Cm(F3)→ 0

is exact.

Proof. In view of the definition of Cm, the claim follows from Lemma B.4(1) and
either Lemma 9.1 (in the first two cases) or Corollary 9.3 (in the third case). �
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9.2. Truncation functors for perverse sheaves: monoidality. We will now
study some monoidality properties of the functors Cm.

Given F ,G in P∧Iu,Iu we have canonical maps

F → Cm(F ), G → Cm(G ),

which give rise to a natural morphism
pH 0(F ?̂ G )→ pH 0(Cm(F ) ?Iu Cm(G )).

It follows from (6.7) that the action of O(T∨k ) on the right-hand side vanishes on
Jm; this morphism therefore factors uniquely though a morphism

Cm(pH 0(F ?̂ G ))→ pH 0(Cm(F ) ?Iu Cm(G )).

Finally, applying the functor Π0
Iu,Iu

and using the definition of the bifunctor p?0
Iu

(see §5.2), we obtain a canonical morphism

(9.2) C0
m(pH 0(F ?̂ G ))→ C0

m(F ) p?0
Iu C0

m(G ).

Lemma 9.5. Assume that one of functors
pH 0(F ?̂ (−)), pH 0((−) ?̂ G ) : P∧Iu,Iu → P∧Iu,Iu

is right exact. Then (9.2) is an isomorphism.

Proof. We will write the proof in case the functor pH 0(F ?̂ (−)) is right exact; the
other case is similar. Choosing a family of r generators of the ideal Jm, we obtain
an exact sequence

G⊕r → G → Cm(G )→ 0.

Applying the right-exact functor pH 0(F ?̂ (−)), we deduce an exact sequence

pH 0(F ?̂ G )⊕r → pH 0(F ?̂ G )→ pH 0(F ?̂ Cm(G ))→ 0,

which provides a canonical isomorphism

Cm(pH 0(F ?̂ G )) ∼= pH 0(F ?̂ Cm(G )).

Applying Π0
Iu,Iu

, we deduce a canonical isomorphism

C0
m(pH 0(F ?̂ G )) ∼= F p?̂

0
C0
m(G ).

At this point, to conclude it suffices to show that the morphism

F p?̂
0
C0
m(G )→ C0

m(F ) p?0
Iu C0

m(G )

induced by the morphism F → Cm(F ) is an isomorphism.
Our choice of generators for Jm also provides an exact sequence

F⊕r → F → Cm(F )→ 0.

By Lemma 6.9 the functor (−)p?̂
0
C0
m(G ) : P∧Iu,Iu → P0

Iu,Iu
is right exact; we therefore

deduce an exact sequence

(F p?̂
0
C0
m(G ))⊕r → F p?̂

0
C0
m(G )→ Cm(F ) p?0

Iu C0
m(G )→ 0.

By (6.7), Jm acts trivially on F p?̂
0
C0
m(G ), hence the first map in this sequence

vanishes; we deduce that the second arrow is an isomorphism, as desired. �

Proposition 9.6. Assume that we are in one of the following settings:

(1) either F or G admits a costandard filtration;
(2) F = ∆∧w and G = ∆∧y for some w, y ∈W such that `(wy) = `(w) + `(y).
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Then (9.2) is an isomorphism.

Proof. To treat the first case, in view of Lemma 9.5 it suffices to show that if F
admits a costandard filtration the functors

pH 0(F ?̂ (−)), pH 0((−) ?̂F ) : P∧Iu,Iu → P∧Iu,Iu

are right exact. For that, it suffices to remark that the functors

F ?̂ (−), (−) ?̂F : D∧Iu,Iu → D∧Iu,Iu

are right t-exact, as follows from Corollary 6.5(1).
Now, let us assume that F = ∆∧w and G = ∆∧y for some w, y ∈ W such that

`(wy) = `(w) + `(y). Then by Lemma 6.3(2) we have F ?̂ G ∼= ∆∧wy. Recall from
the proof of Lemma 9.1 that for any x ∈W we have

Cm(∆∧x ) ∼= (̃x)!φx(O(T∨k )/JmO(T∨k )).

Now, using [BR1, Lemma 3.4] and considerations similar to those encountered in
the proof of Lemma 7.1, it is not difficult to check that we have an

∆∧w ?̂
(
(̃y)!φy(O(T∨k )/JmO(T∨k ))

) ∼−→ (̃wy)!φwy(O(T∨k )/JmO(T∨k )),

i.e. an isomorphism

∆∧w ?̂ Cm(∆∧y ) ∼= Cm(∆∧wy).

Once this is known, the same arguments as in the final part of the proof of
Lemma 9.5 show the desired claim. �

Recall from §6.3 that the subcategory T∧Iu,Iu ⊂ D∧Iu,Iu is closed under the con-

volution product ?̂. Proposition 9.6 implies in particular that for any m ≥ 1, the
functor C0

m induces a monoidal functor

(T∧Iu,Iu , ?̂)→ (P0
Iu,Iu ,

p?0
Iu).

9.3. Truncation functors for perverse sheaves: fully faithfulness. We now
prove a statement that will allow us to describe tilting objects from their images
under the functors C0

m.

Lemma 9.7. Let T ,T ′ in T∧Iu,Iu .

(1) The functors Cm induce an isomorphism

HomP∧Iu,Iu
(T ,T ′)

∼−→ lim←−
m

HomPIu,Iu
(Cm(T ),Cm(T ′)).

(2) For any m ≥ 1, the functor Π0
Iu,Iu

induces an isomorphism

HomPIu,Iu
(Cm(T ),Cm(T ′))

∼−→ HomP0
Iu,Iu

(C0
m(T ),C0

m(T ′)).

Proof. (1) By definition of the tensor product (and functoriality of monodromy),
for any m ≥ 1 we have

HomPIu,Iu
(Cm(T ),Cm(T ′)) ∼= HomP∧Iu,Iu

(T ,Cm(T ′)).

The isomorphism we have to prove can therefore by written as

HomP∧Iu,Iu
(T ,T ′)

∼−→ lim←−
m

HomP∧Iu,Iu
(T ,Cm(T ′)).

There is an obvious (bifunctorial) map from the left-hand side to the right-hand
side, for any T ,T ′ in P∧Iu,Iu ; we will prove that this map is an isomorphism when
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T has a standard filtration and T ′ has a costandard filtration, by induction on
the sum of the lengths of these filtrations.

First, if T = ∆∧w and T ′ = ∇∧y for some w, y ∈W , then we have

HomP∧Iu,Iu
(T ,T ′) ∼=

{
O((T∨k )∧) if w = y;

0 otherwise.

On the other hand, from the description of Cm(∇∧y ) in the proof of Lemma 9.1 we
deduce that

HomP∧Iu,Iu
(T ,Cm(T ′)) ∼=

{
O(T∨k )/Jm · O(T∨k ) if w = y;

0 otherwise.

The claim is therefore clear in this case.
Now, assume that the object T admits a standard filtration, that we have an

exact sequence

0→ ∇∧y → T ′ → T ′′ → 0

where T ′′ has a costandard filtration, and that the claim is known for the pairs
(T ,∇∧y ) and (T ,T ′′). By Proposition 9.4, for any m ≥ 1 we then have an exact
sequence

0→ Cm(∇∧y )→ Cm(T ′)→ Cm(T ′′)→ 0.

The description of Cm(∇∧y ) in the proof of Lemma 9.1 shows that

Ext1
P∧Iu,Iu

(T ,Cm(∇∧y )) = 0;

we therefore obtain an exact sequence

0→ HomP∧Iu,Iu
(T ,Cm(∇∧y ))→ HomP∧Iu,Iu

(T ,Cm(T ′))

→ HomP∧Iu,Iu
(T ,Cm(T ′′))→ 0.

The inverse system (HomP∧Iu,Iu
(T ,Cm(∇∧y )) : m ≥ 1) is an inverse system of finite-

dimensional k-vector spaces; it therefore automatically satisfies the Mittag-Leffler
condition, which implies that the sequence

0→ lim←−
m

HomP∧Iu,Iu
(T ,Cm(∇∧y ))→ lim←−

m

HomP∧Iu,Iu
(T ,Cm(T ′))

→ lim←−
m

HomP∧Iu,Iu
(T ,Cm(T ′′))→ 0

is exact. Similarly we have an exact sequence

0→ HomP∧Iu,Iu
(T ,∇∧y )→ HomP∧Iu,Iu

(T ,T ′)→ HomP∧Iu,Iu
(T ,T ′′)→ 0.

Our maps for the pairs (T ,∇∧y ), (T ,T ′) and (T ,T ′′) define a morphism of exact
sequences; since the first and third maps are isomorphisms by assumption, the
second one is also an isomorphism by the five lemma.

Finally, very similar arguments show that if the object T ′ admits a costandard
filtration, if we have an exact sequence

0→ T ′′ → T → ∆∧w → 0

such that T ′′ has a standard filtration, and if the claim is known for the pairs
(T ′′,T ′) and (∆∧w,T

′), then it follows for the pair (T ,T ′), which finishes the
proof.
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(2) The claim will follow from the description of morphisms in a Serre quotient
category provided we prove that Cm(T ) does not admit a nonzero morphism to

an object of the form π†ForIIu(ICw) with `(w) > 0 and Cm(T ′) does not admit a
nonzero morphism from such an object. Using Proposition 9.4 we obtain that if
F admits a standard, resp. costandard, filtration in P∧Iu,Iu then Cm(F ) admits a

filtration whose subquotients have the form Cm(∆∧w), resp. Cm(∇∧w), with w ∈ W .
The desired claim will therefore follow if we prove that for y ∈W the object Cm(∇∧y )

does not admit a nonzero morphism to an object of the form π†ForIIu(ICw) with
`(w) > 0, and Cm(∆∧y ) does not admit a nonzero morphism from such an object.
However, from the proof of Lemma 9.1 we know that Cm(∇∧y ) is an extension of

copies of π†ForIIu(∇I
y) and Cm(∆∧y ) is an extension of copies of π†ForIIu(∆I

y); the

claim therefore follows from the fact that the head of ∇I
y and the socle of ∆I

y are
both of the form ICz with `(z) = 0, see [BRR, Lemma 4.5]. �

10. Perverse sheaves on F̃lG

We continue with the setting of Section 8, and make the following assumptions:

(1) the quotient of X∗(T ) by the root lattice of (G,T ) is free;
(2) the quotient of X∗(T ) by the coroot lattice of (G,T ) has no `-torsion;
(3) for any indecomposable factor in the root system of (G,T ), ` is strictly

bigger than the corresponding value in Figure 1.1.

(As in §4.8, we expect that the third assumption can be weakened. What will be
used below is that the main result of [BRR] holds.) Our goal is to prove the first
main result of the paper, Theorem 1.3.

10.1. Statement. We will use the constructions of Section 2–3, for the group G =
G∨k , its Borel subgroup B∨k , and its maximal torus T∨k . In particular, we fix a
Steinberg section Σ ⊂ G∨k as in §2.2. Then we have the universal centralizer JΣ ⊂
G∨k × Σ, a smooth affine group scheme over Σ. We have a canonical morphism
D → Σ obtained by composing the obvious projection D → T∨k /Wf with the

inverse of the isomorphism Σ
∼−→ T∨k /Wf , and the smooth affine group scheme

JD = D×Σ JΣ

over the affine scheme D. Consider as in §3.2 the abelian category Rep(JD) of
representations of JD which are finitely generated over O(D), and its monoidal
product ~. Recall that this product is right exact on both sides, and has as unit
object O∆T∨k

where ∆T∨k ⊂ D is the diagonal copy of T∨k , with the trivial structure
as a representation. We will also denote by

Rep0(JD)

the full subcategory of Rep(JD) whose objects are the representations which are
set-theoretically supported on the base point (e, e) ∈ D (i.e., whose restriction to
the open complement vanishes). Using the notation of §3.3, the objects in this
subcategory can also be described as those on which the ideal I acts nilpotently,
or equivalently as those on which J acts nilpotently.

The subcategory Rep0(JD) ⊂ Rep(JD) is a nonunital monoidal subcategory. If
Coh0(D) is as in §8.4, we have a fully faithful exact monoidal functor

(10.1) Coh0(D)→ Rep0(JD)
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sending a coherent sheaf to itself with the trivial structure as a representation.
(This justifies our choice of notation for the monoidal products.)

Let now u ∈ Σ ⊂ G∨k be the point corresponding to the image of e ∈ T∨k in
T∨k /Wf . Then u is a regular unipotent element, so that as explained in §4.8 the
constructions of [BRR] provide an equivalence of abelian monoidal categories

ΦI,I :
(
P0

I,I, ?
0
I

) ∼−→ (
Rep(ZG∨k (u)),⊗

)
.

The fiber of JD over (e, e) is by definition the fiber of JΣ over u, which identifies
with ZG∨k (u). The functor of pushforward along the closed embedding {(e, e)} ↪→ D
therefore defines an exact fully faithful functor

(10.2) Rep(ZG∨k (u))→ Rep0(JD),

which is easily seen to admit a canonical monoidal structure. (The essential image
of this functor consists of representations on which the ideal I acts trivially.)

On the other hand, recall the exact fully faithful monoidal functor

π†0 :
(
P0

I,I, ?
0
I

)
→
(
P0

Iu,Iu ,
p?0

Iu

)
considered in §5.3, and the exact monoidal functor (8.2). In this section we will
prove the following theorem, which is a more precise version of Theorem 1.3.

Theorem 10.1. There exists an equivalence of abelian monoidal categories

ΦIu,Iu :
(
P0

Iu,Iu ,
p?0

Iu

)
∼−→ (Rep0(JD),~)

such that the following diagrams commute up to isomorphism:

(10.3)

P0
I,I ∼

ΦI,I //

π†0
��

Rep(ZG∨k (u))

(10.2)

��
P0

Iu,Iu ∼
ΦIu,Iu // Rep0(JD).

P0
U,U ∼

ΦU,U //

(8.2)

��

Coh0(D)

(10.1)

��
P0

Iu,Iu ∼
ΦIu,Iu // Rep0(JD).

The proof of this theorem will occupy the whole section. Our strategy will be to
define an appropriate “deformation” of the functor ΦI,I as described in §4.8, and
check that this functor has the required properties by reducing most of them to the
similar properties of ΦI,I or ΦU,U .

10.2. Truncation and completion of representations. Recall from §3.3 the
scheme D∧ and the smooth affine group scheme

J∧D = D∧ ×D JD ∼= D∧ ×T∨k /Wf
JΣ

over the affine scheme D∧. Recall that the category Rep(J∧D) of representations of
this group scheme which are of finite type over O(D∧) admits a natural monoidal
product ~. We have a natural fully faithful exact monoidal functor

(10.4) (Rep0(JD),~)→ (Rep(J∧D),~)

whose essential image consists of modules on which I (equivalently, J ) acts nilpo-
tently.

We also have “truncation” operations which produce objects in Rep0(JD) out of
objects in Rep(J∧D). Namely, for m ≥ 1 we can consider the functor

Dm : Rep(J∧D)→ Rep0(JD)
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given by restriction to the closed subscheme D(m) ⊂ D∧ from §8.5. The following
claim is clear from definitions.

Lemma 10.2. Let M,M ′ ∈ Rep(J∧D). For any m ≥ 1 we have

Dm(M ~M ′) ∼= Dm(M)~ Dm(M ′).

10.3. Extension of Ẑ to coherent sheaves and definition of R∧. Recall the
category Coh

G∨k
fr (G∨k ) considered in §4.5. (Here the action of G∨k on itself is the

adjoint action.) Applying Lemma 4.5 to the monoidal functor

Ẑ : Rep(G∨k )→ D∧Iu,Iu

and its automorphism m̂(−) (see §7.4) we obtain a canonical monoidal functor

Ẑ Coh : Coh
G∨k
fr (G∨k )→ D∧Iu,Iu

taking values in the subcategory P∧Iu,Iu . Recall that for any V in Rep(G∨k ) and

F in D∧Iu,Iu the isomorphism σ̂S−1(V ),F from Theorem 7.8(4) provides a canonical
isomorphism

(10.5) Ẑ (V ) ?̂F
∼−→ F ?̂ Ẑ (V ),

or in other words a canonical isomorphism

(10.6) Ẑ Coh(V ⊗ OG∨k ) ?̂F
∼−→ F ?̂ Ẑ Coh(V ⊗ OG∨k ).

We note the following property for later use.

Lemma 10.3. The isomorphisms (10.6) define an isomorphism of bifunctors from

Coh
G∨k
fr (G∨k )× D∧Iu,Iu to D∧Iu,Iu .

Proof. Consider the monoidal k-linear additive category A of k-linear endofunctors
of D∧Iu,Iu (with monoidal structure given by composition). We have two k-linear

monoidal functors from Rep(G∨k ) to A, sending respectively V to the endofunctors

Ẑ (V ) ?̂ (−) and (−) ?̂ Ẑ (V ). Each of these functors admits an automorphism,
given by m̂V ?̂ (−) and (−) ?̂ m̂V respectively. Lemma 4.5 provides extensions of
these functors determined by the corresponding automorphism, which are given by

V ⊗ OG∨k 7→ Ẑ Coh(V ) ?̂ (−) and V ⊗ OG∨k 7→ (−) ?̂ Ẑ Coh(V ) respectively. Now the

isomorphism (10.5) intertwines m̂V ?̂ idF and idF ?̂ m̂V , see Theorem 7.8(4). By
unicity in Lemma 4.5, this means that (10.6) is an isomorphism of bifunctors, as
desired. �

Recall (see (2.2)) that the adjoint quotient G∨k /G
∨
k identifies with T∨k /Wf . The

quotient morphism G∨k → G∨k /G
∨
k provides, for any F in CohG

∨
k (G∨k ), a canonical

algebra morphism
O(G∨k /G

∨
k )→ End

CohG
∨
k (G∨k )

(F ),

and therefore an algebra morphism O(T∨k /Wf)→ End(F ). With these morphisms,

the category CohG
∨
k (G∨k ) becomes an O(T∨k /Wf)-linear category.

Lemma 10.4. For any V in Rep(G∨k ), the composition

O(T∨k /Wf)→ End
CohG

∨
k (G∨k )

(V ⊗k OG∨k )→ EndP∧Iu,Iu
(Ẑ (V ))

(where the second map is induced by Ẑ Coh) coincides with the restriction of the
morphism µV (see (7.7)) to O(T∨k /Wf).
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Proof. First we consider the case when V = k is the trivial G∨k -module. In this

case, Ẑ (k) is the unit object δ∧ in D∧Iu,Iu . If M is a finite-dimensional G∨k -module,

then we denote by chM ∈ O(G∨k /G
∨
k ) = O(T∨k /Wf) the associated character. It is

well known that these elements generate O(T∨k /Wf) as a vector space, so that to
prove the desired claim it suffices to check that our maps coincide on such elements.
Now chM can be interpreted as the composition

O(G∨k )→M ⊗ O(G∨k )⊗M∗ →M ⊗ O(G∨k )⊗M∗ → O(G∨k )

where the first (resp. third) morphism is induced by the canonical map k→M⊗M∗
(resp. M⊗M∗ → k), and the middle one is mtaut

M ⊗idM∗ . (See §4.5 for the definition

of mtaut
M .) Therefore, its image in End(δ̂) is the composition

δ̂ → Ẑ (M) ?̂ Ẑ (M∗)
m̂M ?̂idẐ (M∗)−−−−−−−−→ Ẑ (M) ?̂ Ẑ (M∗)→ δ̂,

where the first and third morphisms are the images of the maps considered above.
This map has been computed in Lemma 7.10, and is known to equal µδ̂(chM ⊗1) =
µk(chM ); this proves the desired claim in this case.

Now we deduce the general case. It is clear that the canonical morphism

O(T∨k /Wf)→ End
CohG

∨
k (G∨k )

(V ⊗k OG∨k )

is the composition

O(T∨k /Wf)→ End
CohG

∨
k (G∨k )

(OG∨k )→ End
CohG

∨
k (G∨k )

(V ⊗k OG∨k )

where the first map is the canonical morphism associated with the object OG∨k , and

the second one is induced by the tensor product (on the left) with V ⊗k OG∨k . Since

Ẑ Coh is monoidal, using the case already treated, it follows that its composition

with the morphism induced by Ẑ is the composition

O(T∨k /Wf)
µk−→ EndP∧Iu,Iu

(Ẑ (k))→ EndP∧Iu,Iu
(Ẑ (V ))

where the second map is induced by convolution on the left with Ẑ (V ). Now,
interpreting µV in terms of right monodromy, it is clear that µV = id

Ẑ (V )
?̂ µk,

which completes the proof. �

Remark 10.5. Theorem 7.8(1) and the unicity in Lemma 4.5 imply that we have

π† ◦ Ẑ Coh ∼= Z Coh. Hence Lemma 10.4 implies that the composition of (4.9) with
the natural morphism

O(T∨k /Wf)→ End
CohG

∨
k (G∨k )

(V ⊗k OG∨k )

factors through the quotient O(T∨k /Wf)→ O(T∨k /Wf)/J = k.

Since the complement of the open subset G∨k,reg ⊂ G∨k is known to have codi-

mension at least 3 (see [Hu, §4.13]), restriction induces an isomorphism O(G∨k )
∼−→

O(G∨k,reg), hence a fully faithful monoidal functor

Coh
G∨k
fr (G∨k )→ CohG

∨
k (G∨k,reg).

Recall that restriction to Σ induces an equivalence of monoidal categories

CohG
∨
k (G∨k,reg)

∼−→ Rep(JΣ),
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see Proposition 2.20. We use this equivalence and the functor above to see the

category Coh
G∨k
fr (G∨k ) as a full subcategory in Rep(JΣ). In these terms, the canon-

ical functor Rep(G∨k ) → Rep(JΣ) is given by V 7→ V ⊗k OΣ, and the O(T∨k /Wf)-

linear structure on Coh
G∨k
fr (G∨k ) corresponds to the natural O(Σ)-linear structure on

Rep(JΣ) via the identification Σ
∼−→ T∨k /Wf .

Let us consider O(G∨k ) with the G∨k -module structure induced by multiplication
on the left. In §4.5 we have considered a morphism

(10.7) O(G∨k )→ End
Ind-CohG

∨
k (G∨k )

(O(G∨k )⊗ OG∨k )

constructed using the morphism

O(G∨k )→ Hom
Ind-CohG

∨
k (G∨k )

(OG∨k ,O(G∨k )⊗ OG∨k ) = O(G∨k ×G∨k )G
∨
k

induced by the map G∨k ×G∨k → G∨k given by (g, h) 7→ g−1hg. In the terms above
the right-hand side identifies with the space O(G∨k ×Σ)JΣ of JΣ-invariant functions
on G∨k × Σ, and our morphism

O(G∨k )→ O(G∨k × Σ)JΣ

is induced by the morphism G∨k × Σ→ G∨k given again by (g, h) 7→ g−1hg.

We now consider the ind-object Ẑ (O(G∨k )) ∈ Ind-D∧Iu,Iu . This object is a ring
ind-object, and taking the images of the morphisms above we obtain a ring mor-
phism

O(G∨k )→ HomInd-D∧Iu,Iu
(δ∧, Ẑ (O(G∨k ))) ⊂ EndInd-D∧Iu,Iu

(Ẑ (O(G∨k ))),

where the embedding is as in §4.5. We can therefore consider the tensor product

R∧ := Ẑ (O(G∨k ))⊗O(G∨k ) O(Σ)

in P∧Iu,Iu (based on the general construction recalled in §B.1), which is the quotient

of Ẑ (O(G∨k )) by a left ideal. The same considerations as for Z (O(G∨k )) based on

the fact that Ẑ is a central functor (see [B1, p. 73] for details) imply that any left

ideal in Ẑ (O(G∨k )) is also a right ideal, so that R∧ also has a canonical structure
of ring object in Ind-D∧Iu,Iu , such that the surjection

(10.8) Ẑ (O(G∨k ))→ R∧

is a ring morphism.

Remark 10.6. From the definition we see that the restriction of (10.7) to the
subalgebra O(G∨k /G

∨
k ) ∼= O(T∨k /Wf) coincides with the morphism considered in

Lemma 10.4; by this lemma, it therefore coincides with the restriction of mon-
odromy. As a consequence, the action of O(Σ) on R∧ induced by the obvious
action on O(Σ) coincides, via the identification O(Σ) ∼= O(T∨k /Wf), with the mon-
odromy action of O(T∨k /Wf).

10.4. Some properties of R∧. In this subsection we prove a number of properties
of the object R∧.

Lemma 10.7. For any V ∈ Rep(G∨k ) we have a canonical isomorphism

R∧ ?̂ Ẑ (V ) ∼= R∧ ⊗k V

in Ind-D∧Iu,Iu .
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Proof. By exactness of the functor (−) ?̂ Ẑ (V ) (see Theorem 7.8(5)) we have

(10.9) R∧ ?̂ Ẑ (V ) ∼=
(
Ẑ (O(G∨k )) ?̂ Ẑ (V )

)
⊗O(G∨k ) O(Σ),

where O(G∨k ) acts on Ẑ (O(G∨k )) ?̂ Ẑ (V ) via its action on Ẑ (O(G∨k )). Now by

monoidality of Ẑ (see Theorem 7.8(3)) we have

Ẑ (O(G∨k )) ?̂ Ẑ (V ) ∼= Ẑ (O(G∨k )⊗k V )

where G∨k acts diagonally on O(G∨k )⊗kV . By standard arguments this tensor prod-
uct identifies canonically with the similar tensor product where G∨k acts trivially
on V , which provides an isomorphism

(10.10) Ẑ (O(G∨k )) ?̂ Ẑ (V ) ∼= Ẑ (O(G∨k ))⊗k V.

This isomorphism is the image under Ẑ Coh of an isomorphism(
O(G∨k )⊗k OG∨k

)
⊗OG∨k

(
V ⊗k OG∨k

) ∼= (O(G∨k )⊗k OG∨k
)
⊗k V

in Coh
G∨k
fr (G∨k ), which is easily seen to be O(G∨k )-equivariant where on each side

O(G∨k ) acts via its action on O(G∨k ) ⊗k OG∨k . Hence (10.10) is O(G∨k )-equivariant

where on each side O(G∨k ) acts via its action on Ẑ (O(G∨k )). Combining this
with (10.9) we deduce the desired isomorphism. �

Since R∧ is defined as a quotient of Ẑ (O(G∨k )), the following claim follows from

the similar property of Ẑ (O(G∨k )) proved at the end of §7.4.

Lemma 10.8. The monodromy morphism µR∧ factors through the multiplication
morphism O(T∨k × T∨k ) = O(T∨k )⊗ O(T∨k )→ O(T∨k ).

Recall that since the category P0
Iu,Iu

is defined as a quotient of PIu,Iu , any object

in this category admits a canonical action of O(T∨k ×T∨k ) which factors through an
action of O(T∨k ×T∨k /Wf

T∨k ) (see Lemma 6.7), and these actions commute with any

morphism in P0
Iu,Iu

. From Lemma 10.8 and (6.7)–(6.8) one obtains that for any F

in P0
Iu,Iu

we have

(10.11) µR∧?̂0F = idR∧ ?̂
0
µF .

Let consider the object π†(R∧) in Ind-DIu,I. The category Ind-DIu,I is not trian-
gulated in any obvious way, nor can we consider any form of “perverse” t-structure
on it. However, for any n the perverse cohomology functor pH n : DIu,I → PIu,I in-
duces a functor on ind-objects; we can therefore consider the object pH 0(π†(R∧))
in Ind-PIu,I. Recall also the object R in Ind-PI,I considered in (4.16).

Lemma 10.9. We have a canonical isomorphism

pH 0(π†(R
∧)) ∼= ForIIu(R)

in Ind-PIu,I.

Proof. Choose a presentation of O(G∨k )-modules

O(G∨k )⊕r → O(G∨k )→ O(Σ)→ 0,

and consider the induced exact sequence

Ẑ (O(G∨k ))⊕r → Ẑ (O(G∨k ))→ R∧ → 0
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in Ind-P∧Iu,Iu . Since π† is right t-exact (see §6.2), the functor

pH 0(π†(−)) : P∧Iu,Iu → PIu,I

is right exact. By [KS, Corollary 8.6.8] it follows that the induced functor on ind-
objects is also right exact, and using Theorem 7.8(1) we deduce an exact sequence

ForIIu(Z (O(G∨k )))⊕r → ForIIu(Z (O(G∨k )))→ pH 0(π†R
∧)→ 0,

which shows that

pH 0(π†R
∧) ∼= ForIIu(Z (O(G∨k ))⊗O(G∨k ) O(Σ))

where the action of O(G∨k ) on Z (O(G∨k )) is as in §4.5, or equivalently is obtained

from the action on Ẑ (O(G∨k )) by application of π†. By Remarks 10.5 and 10.6,
the restriction of this action to O(T∨k /Wf) factors through the quotient morphism
O(T∨k /Wf)→ O(T∨k /Wf)/J = k, so that the action of O(G∨k ) on Z (O(G∨k )) factors
through an action of the subscheme

G∨k ×T∨k /Wf
Spec(k),

where the morphism Spec(k) → T∨k /Wf corresponds to the image of e ∈ T∨k . We
deduce that

Z (O(G∨k ))⊗O(G∨k ) O(Σ) = Z (O(G∨k ))⊗O(G∨k ×T∨k /Wf
Spec(k)) O(Σ×T∨k /Wf

Spec(k)).

Now since the morphism Σ→ T∨k /Wf is an isomorphism we have

Σ×T∨k /Wf
Spec(k) = {u},

so that finally

Z (O(G∨k ))⊗O(G∨k ) O(Σ) = Z (O(G∨k ))⊗O(G∨k ) O({u}) = R,

which finishes the proof. �

10.5. The coaction morphism. Consider the comultiplication morphism (4.13).
As in §4.8 this morphism defines a morphism of ind-objects

(10.12) Ẑ (O(G∨k ))→ Ẑ (O(G∨k ))⊗k O(G∨k ).

Here we can interpret the right-hand side as the tensor product

Ẑ (O(G∨k ))⊗O(G∨k ) O(G∨k ×G∨k )

where O(G∨k ) acts on Ẑ (O(G∨k )) as in the definition of R∧ and the morphism
O(G∨k )→ O(G∨k ×G∨k ) is induced by the first projection. Hence using the morphism
O(G∨k ×G∨k )→ O(JΣ) induced by the composition

JΣ ↪→ Σ×G∨k ↪→ G∨k ×G∨k
we obtain a canonical morphism

Ẑ (O(G∨k ))→ Ẑ (O(G∨k ))⊗O(G∨k ) O(JΣ)

where the morphism O(G∨k )→ O(JΣ) is induced by the composition

JΣ ↪→ Σ×G∨k → Σ ↪→ G∨k

where the second morphism is the obvious projection. Now, using (B.1) we obtain
a canonical isomorphism

Ẑ (O(G∨k ))⊗O(G∨k ) O(JΣ) ∼= R∧ ⊗O(Σ) O(JΣ),
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where the morphism O(Σ)→ O(JΣ) is induced by the natural projection JΣ → Σ.
We can therefore consider our morphism as a morphism

(10.13) Ẑ (O(G∨k ))→ R∧ ⊗O(Σ) O(JΣ).

Lemma 10.10. The morphism (10.13) factors (uniquely) through a morphism

coactR∧ : R∧ → R∧ ⊗O(Σ) O(JΣ).

Proof. Consider the action of O(G∨k )⊗ O(G∨k ) on

Ẑ (O(G∨k ))⊗k O(G∨k )

where the left copy acts via the action on Ẑ (O(G∨k )) used in the definition of
R∧, and the right copy acts via multiplication on O(G∨k ). Of course, via the
identification

Ẑ (O(G∨k ))⊗k O(G∨k ) ∼= Ẑ (O(G∨k ))⊗O(G∨k ) O(G∨k ×G∨k )

this action corresponds to the action on the right-hand side induced by the obvious
action of O(G∨k ×G∨k ) on itself.

An explicit computation using the Hopf algebra operations in O(G∨k ) shows that
the morphism (10.12) is O(G∨k )-linear, where the action on the left-hand side is as
in the definition of R∧ and that on the right-hand side is obtained from the action
of O(G∨k )⊗O(G∨k ) considered above via the morphism O(G∨k )→ O(G∨k )⊗O(G∨k )
induced by the map

G∨k ×G∨k → G∨k

given by (g, h) 7→ h−1gh. Hence our morphism

Ẑ (O(G∨k ))→ Ẑ (O(G∨k ))⊗O(G∨k ) O(G∨k ×G∨k )

is O(G∨k )-linear where the action on the right-hand side is induced by the same
morphism O(G∨k ) → O(G∨k ) ⊗ O(G∨k ) and the obvious action of O(G∨k ) ⊗ O(G∨k ).
If follows that the morphism

Ẑ (O(G∨k ))→ Ẑ (O(G∨k ))⊗O(G∨k ) O(JΣ)

used to define (10.13) is O(G∨k )-linear where the action on the right-hand side is
obtained from the obvious action of O(JΣ) on itself via the morphism O(G∨k ) →
O(JΣ) induced by the map

JΣ → G∨k

given by (s, h) 7→ h−1sh. By definition of JΣ this morphism coincides with the

projection JΣ → Σ; in particular, this action of O(G∨k ) on Ẑ (O(G∨k ))⊗O(G∨k ) O(JΣ)

factors through the restriction morphism O(G∨k )→ O(Σ), which implies the desired
property for (10.13). �

It is clear by construction that the morphism coactR∧ from Lemma 10.10 is
“counital” in the sense that the composition

R∧
coactR∧−−−−−→ R∧ ⊗O(Σ) O(JΣ)→ R∧

(where the second map is induced by restriction to the identity section of JΣ) is
idR∧ , and “coassociative” in the sense that the composition

R∧
coactR∧−−−−−→ R∧ ⊗O(Σ) O(JΣ)→ R∧ ⊗O(Σ) O(JΣ)⊗O(Σ) O(JΣ)
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(where the second map is induced by the comultiplication map for the group scheme
JΣ) coincides with the composition

R∧
coactR∧−−−−−→ R∧ ⊗O(Σ) O(JΣ)

coactR∧⊗id−−−−−−−−→ R∧ ⊗O(Σ) O(JΣ)⊗O(Σ) O(JΣ).

10.6. A monoidality morphism. In this subsection we explain the construction
of a morphism which will be an ingredient in the construction of the monoidal
structure on the functor ΦIu,Iu .

Recall that the product Ẑ (V ) ?̂ F is perverse for any V ∈ Rep(G∨k ) and F ∈
PIu,Iu , see Theorem 7.8(5). In view of the construction of the product ?̂

0
(see §6.4),

it follows that for any V ∈ Rep(G∨k ) and F ∈ P0
Iu,Iu

the product Ẑ (V ) ?̂
0F belongs

to P0
Iu,Iu

.

Lemma 10.11. Let F ∈ P0
Iu,Iu

. We have a canonical identification

R∧ p?̂
0 F = (Ẑ (O(G∨k )) ?̂

0 F )⊗O(G∨k ) O(Σ),

where the tensor product in the right-hand side is taken in the abelian category

Ind-P0
Iu,Iu

, and the action of O(G∨k ) is induced by that on Ẑ (O(G∨k )).

Proof. By definition we have R∧ = Ẑ (O(G∨k )) ⊗O(G∨k ) O(Σ). Choosing a presen-
tation as in the proof of Lemma 10.9 we obtain an exact sequence

Ẑ (O(G∨k ))⊕r → Ẑ (O(G∨k ))→ R∧ → 0.

By Lemma 6.9 the functor (−) p?̂
0 F : P∧Iu,Iu → P0

Iu,Iu
is right exact. By [KS,

Corollary 8.6.8], it follows that the same is true for the extension of this functor to
ind-objects, and we deduce an exact sequence

(Ẑ (O(G∨k )) ?̂
0 F )⊕r → Ẑ (O(G∨k )) ?̂

0 F → R∧ p?̂
0 F → 0

in Ind-P0
Iu,Iu

. It follows that

R∧ p?̂
0 F = (Ẑ (O(G∨k )) ?̂

0 F )⊗O(G∨k ) O(Σ),

as desired. �

Using this lemma, we will now explain how to construct, for F ,G in P0
Iu,Iu

, a
canonical morphism

(10.14) (R∧ p?̂
0 F ) p?0

Iu (R∧ p?̂
0 G )→ R∧ p?̂

0
(F p?0

Iu G )

in Ind-P0
Iu,Iu

. First, from Lemma 10.11 and the right t-exactness of p?0
Iu (see §5.2)

we deduce a canonical isomorphism

(R∧ p?̂
0 F ) p?0

Iu (R∧ p?̂
0 G ) =(

(Ẑ (O(G∨k )) ?̂
0 F ) p?0

Iu (Ẑ (O(G∨k )) ?̂
0 G )

)
⊗O(G∨k ×G

∨
k ) O(Σ× Σ),

where O(G∨k × G∨k ) = O(G∨k ) ⊗ O(G∨k ) acts via its action on the two factors

Ẑ (O(G∨k )). Hence to construct (10.14) it suffices to construct a morphism

(10.15) (Ẑ (O(G∨k )) ?̂
0 F ) p?0

Iu (Ẑ (O(G∨k )) ?̂
0 G )→ R∧ p?̂

0
(F p?0

Iu G )
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which is annihilated by the ideal of Σ× Σ ⊂ G∨k ×G∨k . Now from the definition of
p?0

Iu , (7.8) and (6.13) we obtain isomorphisms

(Ẑ (O(G∨k )) ?̂
0 F ) p?0

Iu (Ẑ (O(G∨k )) ?̂
0 G ) =

pH 0
(
(Ẑ (O(G∨k )) ?̂

0 F ) ?0
Iu (Ẑ (O(G∨k )) ?̂

0 G )
) ∼=

pH 0
(
(F ?̂

0 Ẑ (O(G∨k ))) ?0
Iu (Ẑ (O(G∨k )) ?̂

0 G )
) ∼=

pH 0
(
(F ?̂

0
(Ẑ (O(G∨k )) ?̂ Ẑ (O(G∨k )))) ?0

Iu G
)
.

By Lemma 10.3 these isomorphisms commute with the actions of O(G∨k × G∨k )

induced by the actions on the factors Ẑ (O(G∨k )). Now multiplication in O(G∨k )
induces a morphism

Ẑ (O(G∨k )) ?̂ Ẑ (O(G∨k ))→ Ẑ (O(G∨k ))

which is O(G∨k × G∨k )-equivariant, where the action on the right-hand side is the
composition of the product morphism O(G∨k ) ⊗ O(G∨k ) → O(G∨k ) with the given
action of O(G∨k ). We deduce a canonical morphism

(Ẑ (O(G∨k )) ?̂
0 F ) p?0

Iu (Ẑ (O(G∨k )) ?̂
0 G )→ pH 0((F ?̂

0 Ẑ (O(G∨k ))) ?0
Iu G ).

Using (7.8) and (6.14), the right-hand side identifies with

Ẑ (O(G∨k )) ?̂
0

(F p?0
Iu G );

it therefore admits a canonical morphism to R∧ p?̂
0

(F p?0
Iu G ). Combining these

morphisms we obtain a morphism (10.15), and from the construction and the com-
ments above on equivariance one can check that this morphism is indeed anni-
hilated by the ideal of Σ × Σ ⊂ G∨k × G∨k ; it therefore induces the whished-for
morphism (10.14).

10.7. Exactness. This (technical) subsection is devoted to the proof of the follow-
ing claim, which will be crucial for our considerations below.

Lemma 10.12. The functor

(10.16) R∧ p?̂
0

(−) : P0
Iu,Iu → Ind-P0

Iu,Iu .

is exact. Moreover, for G in P0
I,I we have a canonical isomorphism

(10.17) R∧ p?̂
0

(π†0G ) ∼= π†0(R0 ?0
I G ).

To prove this lemma we will need some preliminary results. Let us choose a
complex of O(G∨k )-modules

(10.18) · · · → 0→ P−2 a−→ P−1 b−→ P 0 → 0→ · · ·
where each P j is free of finite rank (and placed in degree j), the natural morphism
Im(a) → ker(b) is an isomorphism (in other words, our complex is exact in degree
−1) and coker(b) ∼= O(Σ). Tensoring with Z 0(O(G∨k )) we deduce a complex

· · · → 0→ Z 0(O(G∨k ))⊗O(G∨k ) P
−2 ã−→ Z 0(O(G∨k ))⊗O(G∨k ) P

−1

b̃−→ Z 0(O(G∨k ))⊗O(G∨k ) P
0 → 0→ · · ·

of objects in Ind-P0
I,I.
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Lemma 10.13. The natural morphism Im(ã)→ ker(̃b) is an isomorphism.

Proof. Recall from §4.8 the equivalence of categories ΦI,I : P0
I,I
∼−→ Rep(ZG∨k (u)).

Passing to ind-objects we deduce an equivalence Ind-P0
I,I
∼−→ Ind-Rep(ZG∨k (u)). Now

the category Ind-Rep(ZG∨k (u)) identifies with the category Rep∞(ZG∨k (u)) of all

algebraic ZG∨k (u)-modules (see [KS, §6.3]), and under the equivalence

Ind-P0
I,I
∼−→ Rep∞(ZG∨k (u))

the object Z 0(O(G∨k )) corresponds to O(G∨k ), with the structure of ZG∨k (u)-module

induced by multiplication on the left on G∨k . Through these identifications, the
action of O(G∨k ) on Z 0(O(G∨k )) corresponds to the action on O(G∨k ) where ϕ ∈
O(G∨k ) acts by multiplication by the function g 7→ ϕ(g−1ug) (see Remark 4.6). To
prove our claim, it therefore suffices to prove that the complex of ZG∨k (u)-modules

· · · → 0→ O(G∨k )⊗O(G∨k ) P
−2 → O(G∨k )⊗O(G∨k ) P

−1

→ O(G∨k )⊗O(G∨k ) P
0 → 0→ · · ·

has no cohomology in degree −1. Now, the cohomology in degree −1 of this complex
is

Tor
O(G∨k )
1 (O(G∨k ),O(Σ)).

If we let G∨k act on O(G∨k ) via the right regular action, then for the action above
O(G∨k ) becomes a G∨k -equivariant O(G∨k )-module (where G∨k acts on the algebra
O(G∨k ) via conjugation). The desired claim therefore follows from Corollary 2.10.

�

Now we can come to the main step towards Lemma 10.12. Here, as for Lem-
ma 10.9 we will use the fact that it makes sense to apply a functor pH n to an
object in Ind-D0

Iu,I
, even though there is no “perverse t-structure” on this category.

Lemma 10.14. We have

pH n(Π0
Iu,I(π†R

∧)) =

{
ForI,0Iu

(R0) if n = 0;

0 if n > 0 or n = −1.

Proof. By definition of the perverse t-structure on D0
Iu,I

the functor Π0
Iu,I

: DIu,I →
D0

Iu,I
is t-exact with respect to the perverse t-structures; this functor therefore com-

mutes with the functor pH n, and then the same property holds for the extensions to
ind-objects. Using Lemma 10.9, we deduce the case n = 0. Similarly, since R∧ be-
longs to Ind-P∧Iu,Iu , and since π† is right t-exact (see §6.2), we have pH n(π†R∧) = 0
for any n > 0, which implies the claim in this case.

It remains to treat the case n = −1. Consider again the complex (10.18), and
the complex

(10.19) · · · → 0→ Ẑ (O(G∨k ))⊗O(G∨k ) P
−2 f−→ Ẑ (O(G∨k ))⊗O(G∨k ) P

−1

g−→ Ẑ (O(G∨k ))⊗O(G∨k ) P
0 → 0→ · · ·

in Ind-P∧Iu,Iu obtained by tensoring with Ẑ (O(G∨k )). Let us denote by A the full sub-

category of P∧Iu,Iu whose objects are the perverse sheaves F such that Π0
Iu,I

(π†(F ))
belongs to the heart of the perverse t-structure. Then A is an additive category, and
the natural functor Ind-A→ Ind-P∧Iu,Iu is fully faithful by [KS, Proposition 6.1.10].
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The object Ẑ (O(G∨k )) belongs to the essential image of this functor, see Theo-
rem 7.8(1); the same is therefore true for any term of our complex (10.19).

For an additive category B, let us denote by C [−2,0](B) the category of complexes
of objects of B whose components are zero in all degrees except possibly −2, −1
and 0. By [KS, Lemma 15.4.1], the natural functor

Ind-C [−2,0](A)→ C [−2,0](Ind-A)

is an equivalence of categories. This implies that there exist a filtrant category I,
inductive systems (M−2

i : i ∈ I), (M−1
i : i ∈ I) and (M 0

i : i ∈ I) of objects of A,

and morphisms of inductive systems (fi : M−2
i →M−1

i )i∈I , (gi : M−1
i →M 0

i )i∈I
such that gi ◦ fi = 0 for any i, and such that (10.19) is isomorphic to

· · · → 0→ “ lim−→
i∈I

”M−2
i

“ lim−→ ”fi
−−−−−→ “ lim−→

i∈I
”M−1

i

“ lim−→ ”gi
−−−−−→ “ lim−→

i∈I
”M 0

i → 0→ · · ·

(as a complex of objects in Ind-P∧Iu,Iu). For any i ∈ I we set Qi := coker(gi); these

objects define in a natural way an inductive system of objects in P∧Iu,Iu . The object

R∧ is isomorphic to the cokernel of g; in view of the description of cokernels in
ind-objects in an abelian category (see [KS, Lemma 8.6.4(ii)]), we therefore have

R∧ ∼= “ lim−→
i∈I

”Qi,

so that what we have to prove is that

(10.20) “ lim−→
i∈I

”pH −1Π0
Iu,Iπ†(Qi) = 0.

Note that with these notations, Lemma 10.13 (combined with the t-exactness of

ForI,0Iu
) says that the complex

(10.21) · · · → 0→ “ lim−→
i∈I

”Π0
Iu,Iπ†(M

−2
i )

“ lim−→ ”Π0
Iu,I

π†(fi)

−−−−−−−−−−−→ “ lim−→
i∈I

”Π0
Iu,Iπ†(M

−1
i )

“ lim−→ ”Π0
Iu,I

π†(gi)

−−−−−−−−−−−→ “ lim−→
i∈I

”Π0
Iu,Iπ†(M

0
i )→ 0→ · · ·

of objects in Ind-P0
Iu,I

has no cohomology in degree −1.

Recall from (6.11) the equivalence of triangulated categories

DbP∧Iu,Iu
∼−→ D∧Iu,Iu

provided by the “realization functor.” For any i ∈ I we consider the complex

S̃i = (· · · → 0→M−2
i

fi−→M−1
i

gi−→M 0
i → 0→ · · · )

of objects in P∧Iu,Iu (seen as an object in DbP∧Iu,Iu), and denote by Si its image in

D∧Iu,Iu . If we set

S̃ ′i = (· · · → 0→M−2
i

fi−→ ker(gi)→ 0→ · · · )

(seen as an object in DbP∧Iu,Iu) where M−2
i is in degree −2, and denote by S ′i its

image in D∧Iu,Iu then we have a distinguished triangle

S̃ ′i → S̃i → Qi
[1]−→
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in DbP∧Iu,Iu , hence a distinguished triangle

S ′i → Si → Qi
[1]−→

in D∧Iu,Iu . Applying the triangulated functor Π0
Iu,I
π†, then taking the long exact

sequence in perverse cohomology, and finally formal direct limits, we deduce an
exact sequence

“ lim−→
i∈I

”pH −1Π0
Iu,Iπ†(Si)→ “ lim−→

i∈I
”pH −1Π0

Iu,Iπ†(Qi)→ “ lim−→
i∈I

”pH 0Π0
Iu,Iπ†(S

′
i )

of objects in Ind-P0
Iu,I

. By right t-exactness of the functor π†, and since each S ′i is
concentrated in negative perverse degrees, the third term in this sequence vanishes.
As a consequence, to prove (10.20) it suffices to prove that

(10.22) “ lim−→
i∈I

”pH −1Π0
Iu,Iπ†(Si) = 0.

Now we set

S̃ ′′i = (· · · → 0→M−2
i

fi−→M−1
i → 0→ · · · )

(seen as an object in DbP∧Iu,Iu) where M−2
i is in degree −2, and denote by S ′′i its

image in D∧Iu,Iu . We have distinguished triangles

M 0
i → Si → S ′′i

[1]−→, M−1
i [1]→ S ′′i →M−2

i [2]
[1]−→

where in the second triangle the morphism M−2
i [2] →M−1

i [2] is fi[2], and in the
first triangle the morphism S ′′i →M 0

i [1] is the unique morphism whose composi-
tion with the map M−1

i [1] → S ′′i appearing in the second triangle is gi[1]. (The
existence and unicity of this morphism is guaranteed by the long exact sequence
obtained by applying Hom(−,M 0

i [1]) to the second triangle.) Applying the trian-
gulated functor Π0

Iu,I
π†, we obtain distinguished triangles

Π0
Iu,Iπ†(M

0
i )→ Π0

Iu,Iπ†(Si)→ Π0
Iu,Iπ†(S

′′
i )

[1]−→,

Π0
Iu,Iπ†(M

−1
i )[1]→ Π0

Iu,Iπ†(S
′′
i )→ Π0

Iu,Iπ†(M
−2
i )[2]

[1]−→ .

Since Π0
Iu,I
π†(M

−2
i ) is perverse by definition of A, taking the long exact sequence

of perverse cohomology associated with the second triangle we obtain an exact
sequence

(10.23) Π0
Iu,Iπ†(M

−2
i )→ Π0

Iu,Iπ†(M
−1
i )→ pH −1Π0

Iu,Iπ†(S
′′
i )→ 0,

which identifies pH −1Π0
Iu,I
π†(S ′′i ) with coker(Π0

Iu,I
π†(fi)). On the other hand,

the same procedure applied to the first distinguished triangle produces an exact
sequence

0→ pH −1Π0
Iu,Iπ†(Si)→ pH −1Π0

Iu,Iπ†(S
′′
i )→ Π0

Iu,Iπ†(M
0
i ).

Here, by construction the composition of the right morphism with the surjection
Π0

Iu,I
π†(M

−1
i )→ pH −1Π0

Iu,I
π†(S ′′i ) from (10.23) is Π0

Iu,I
π†(gi). Hence, through the

identification pH −1Π0
Iu,I
π†(S ′′i ) ∼= coker(Π0

Iu,I
π†(fi)), this exact sequence identifies

pH −1Π0
Iu,I
π†(Si) with the kernel of the morphism

coker(Π0
Iu,Iπ†(fi))→ Π0

Iu,Iπ†(M
0
i )
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induced by Π0
Iu,I
π†(gi). Passing to formal direct limits and then using the de-

scription of kernels and cokernels in ind-objects in an abelian category (see [KS,
Lemma 8.6.4(ii)]), we deduce that “ lim−→i

”pH −1Π0
Iu,I
π†(Si) identifies with the ker-

nel of the morphism

coker(“ lim−→
i

”Π0
Iu,Iπ†(fi))→ “ lim−→

i

”Π0
Iu,Iπ†(M

0
i )

induced by “ lim−→i
”Π0

Iu,I
π†(gi). The exactness of the complex (10.21) in degree −1

exactly says that this morphism is injective, which shows (10.22) and finishes the
proof. �

Proof of Lemma 10.12. By construction, the bifunctor

D∧Iu,Iu × D0
I,I → D0

Iu,Iu

given by (F ,G ) 7→ F ?̂
0

(π†0G ) is the unique bifunctor through which the bifunctor

D∧Iu,Iu × DI,I → D0
Iu,Iu

given by (F ,G ) 7→ Π0
Iu,Iu

(F ?̂ (π†ForIIu(G ))) factors. Now, by (6.5)–(6.6), for F in

D∧Iu,Iu and G in DI,I we have a canonical isomorphism

F ?̂ (π†ForIIu(G )) ∼= π†((π†F ) ?I G ).

We deduce, for F in D∧Iu,Iu and G in D0
I,I, a bifunctorial isomorphism

F ?̂
0

(π†0G ) ∼= π†,0
(
(Π0

Iu,Iπ†F ) ?0
I G
)

(where the bifunctor ?0
I here is that defined in §4.7, and the functor π†,0 is defined

in §5.3) and then, by t-exactness of π†,0 and ?0
I , for any n ∈ Z we deduce an

isomorphism

pH n(F ?̂
0

(π†0G )) ∼= π†,0
(

pH n(Π0
Iu,Iπ†F ) ?0

I G
)
.

This isomorphism extends to ind-objects, and provides for G in P0
I,I and n ∈ Z an

isomorphism

(10.24) pH n(R∧ ?̂0
(π†0G )) ∼= π†,0

(
pH n(Π0

Iu,Iπ†R
∧) ?0

I G
)
.

Applying (10.24) in case n = 0 and using Lemma 10.14, we obtain an isomor-
phism

R∧ p?̂
0

(π†0G ) ∼= π†,0((ForI,0Iu
R0) ?0

I G ).

Using (4.11) and (5.2), we deduce the isomorphism (10.17).
The isomorphism (10.24) and Lemma 10.14 also imply that for any G in P0

I,I we
have

pH n(R∧ ?̂0
(π†0G )) = 0 if n > 0 or n = −1.

We claim that in fact, for any F in P0
Iu,Iu

we have

(10.25) pH n(R∧ ?̂0 F ) = 0 if n > 0 or n = −1.

Indeed, write R∧ = “ lim−→i
”R∧i with each R∧i in P∧Iu,Iu . Given an exact sequence

F1 ↪→ F2 � F3

in P0
Iu,Iu

, for any i we have a distinguished triangle

R∧i ?̂
0 F1 → R∧i ?̂

0 F2 → R∧i ?̂
0 F3

[1]−→
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in D0
Iu,Iu

, and then a long exact sequence

· · · → pH n−1(R∧i ?̂
0 F3)→ pH n(R∧i ?̂

0 F1)→ pH n(R∧i ?̂
0 F2)

→ pH n(R∧i ?̂
0 F3)→ pH n+1(R∧i ?̂

0 F1)→ · · ·

in P0
Iu,Iu

. Taking the formal inductive limit, we deduce a long exact sequence

· · · → pH n−1(R∧ ?̂0 F3)→ pH n(R∧ ?̂0 F1)→ pH n(R∧ ?̂0 F2)

→ pH n(R∧ ?̂0 F3)→ pH n+1(R∧ ?̂0 F1)→ · · ·

in Ind-P0
Iu,Iu

. This exact sequence shows that if (10.25) is true for two objects, then
it follows for any extension between them. Since this statement is known for any

object of the form π†0G with G in P0
I,I, and since any object in P0

Iu,Iu
is a successive

extension of objects of this form, this proves (10.25) for all F .
Now that (10.25) is known, the same long exact sequence as above shows that

the functor (10.16) transforms exact sequences in P0
Iu,Iu

into exact sequences in

Ind-P0
Iu,Iu

, i.e. is exact. �

10.8. Definition of the functor. We start with the following observation: con-
sider a category A, a pro-object

X = “ lim←−
i∈I

”Xi,

in A, and an ind-object

Y = “ lim−→
j∈J

”Yj

in A. Then A embeds in the category Ind-A of ind-objects in A, and also in the
category Pro-A of pro-objects in A. Using the induced functors on categories of
pro-objects and ind-objects respectively, we can see X and Y either as objects in
Pro-Ind-A, or as objects in Ind-Pro-A. The spaces of morphisms from X to Y in
these two categories coincide: they both canonically identify with

lim−→
i∈I

lim−→
j∈J

HomA(Xi, Yj) = lim−→
(i,j)∈I×J

HomA(Xi, Yj) = lim−→
j∈J

lim−→
i∈I

HomA(Xi, Yj),

where the equalities follow from [KS, Proposition 2.1.7]. This space will simply be
denoted HomA(X,Y ).

In the present setting we have the pro-object Ξ∧! in DIu,Iu ; applying (the functor
on pro-objects induced by) Π0

Iu,Iu
we deduce a pro-object Π0

Iu,Iu
(Ξ∧! ) in D0

Iu,Iu
. (In

other words, Π0
Iu,Iu

(Ξ∧! ) is the image of the pro-object Π0
U,U (Ξ∧! ) considered in §8.2

under the functor on pro-objects induced by (8.1).) On the other hand, given F

in P0
Iu,Iu

we have the ind-object R∧ p?̂
0 F in P0

Iu,Iu
. Now we have a fully faithful

functor Ind-P0
Iu,Iu
→ Ind-D0

Iu,Iu
, see [KS, Proposition 6.1.10]; R∧p?̂

0F can therefore

also be seen as an ind-object in D0
Iu,Iu

. Using the notation above we can therefore
consider the vector space

ΦIu,Iu(F ) := HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0 F

)
.

For F in P0
Iu,Iu

, monodromy endows ΦIu,Iu(F ) with a canonical action of O(T∨k ×
T∨k ), which by Lemma 6.7 factors through an action of O(D). (In view of Re-
mark 10.6, the restriction of this action to O(T∨k /Wf) coincides with the action of
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O(Σ) induced by the action on R∧.) In this way, ΦIu,Iu can be seen as a functor

P0
Iu,Iu → Mod(O(D)).

Again for F in P0
Iu,Iu

, using the right exactness of the functor (−) p?̂
0 F (see

Lemma 6.9), the morphism of Lemma 10.10 provides a canonical morphism

R∧ p?̂
0 F →

(
R∧ p?̂

0 F
)
⊗O(Σ) O(JΣ)

in Ind-P0
Iu,Iu

. (Here the action of O(Σ) on R∧ p?̂
0 F is induced by that on R∧, or

equivalently by monodromy.)

Lemma 10.15. For any F in P0
Iu,Iu

, there exists a canonical isomorphism

ΦIu,Iu(F )⊗O(Σ) O(JΣ)
∼−→ HomD0

Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ), (R∧ p?̂
0 F )⊗O(Σ) O(JΣ)

)
.

Proof. The object Ξ∧! is perverse; by Proposition D.4 it can therefore be written

as “ lim←−n ”An for some projective system (An : n ≥ 0) of objects in pD≤0
Iu,Iu

. On

the other hand, R∧ p?̂
0 F is an ind-object in P0

Iu,Iu
; it can therefore be written as

“ lim−→i
”Gi for some objects Gi in P0

Iu,Iu
. We then have

ΦIu,Iu(F ) = lim−→
n,i

HomD0
Iu,Iu

(An,Gi) = lim−→
n,i

HomP0
Iu,Iu

(pH 0(An),Gi).

If we write O(JΣ) = lim−→j
Mj for some finitely generated O(Σ)-modules Mj , then

we similarly have

HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ), (R∧ p?̂
0 F )⊗O(Σ) O(JΣ)

)
= lim−→
n,i,j

HomP0
Iu,Iu

(pH 0(An),Gi ⊗O(Σ) Mj),

where O(Σ) acts on Gi via monodromy. By Lemma B.1, for any n, i, j we have a
canonical morphism

(10.26) HomP0
Iu,Iu

(pH 0(An),Gi)⊗O(Σ) Mj → HomP0
Iu,Iu

(pH 0(An),Gi⊗O(Σ) Mj),

which defines the desired morphism.
To prove that this morphism is an isomorphism, we observe that since O(JΣ) is

flat over O(Σ) (see Lemma 2.17), by Lazard’s theorem (see e.g. [SP, Tag 058G])
the objects Mj can be chosen to be finite free O(Σ)-modules. Then (10.26) is an
isomorphism for any n, i, j, which concludes the proof. �

This lemma shows that the morphism of Lemma 10.10 induces, for any F in
P0

Iu,Iu
, a canonical morphism

ΦIu,Iu(F )→ ΦIu,Iu(F )⊗O(Σ) O(JΣ),

which is easily seen to define a structure of O(JΣ)-comodule on ΦIu,Iu(F ). Combin-
ing these structures, we see that ΦIu,Iu defines a functor from P0

Iu,Iu
to the category

of O(JD)-comodules.
We now explain how to construct, for F ,G in P0

Iu,Iu
, a bifunctorial morphism

(10.27) ΦIu,Iu(F )~ ΦIu,Iu(G )→ ΦIu,Iu(F p?0
Iu G ).

https://stacks.math.columbia.edu/tag/058G
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First, the same construction as for (8.4) provides, for any F ,G in P0
Iu,Iu

, a canonical
morphism

HomD0
Iu,Iu

(Π0
Iu,Iu(Ξ∧! ),F )⊗O(Σ) HomD0

Iu,Iu
(Π0

Iu,Iu(Ξ∧! ),G )

→ HomD0
Iu,Iu

(Π0
Iu,Iu(Ξ∧! ),F p?0

Iu G ).

We then deduce a similar morphism for ind-objects, which provides a canonical
morphism

ΦIu,Iu(F )~ ΦIu,Iu(G )→ HomD0
Iu,Iu

(Π0
Iu,Iu(Ξ∧! ), (R∧ p?̂

0 F ) p?0
Iu (R∧ p?̂

0 G )).

Composing this morphism with the morphism

HomD0
Iu,Iu

(Π0
Iu,Iu(Ξ∧! ), (R∧ p?̂

0 F ) p?0
Iu (R∧ p?̂

0 G ))→

HomD0
Iu,Iu

(Π0
Iu,Iu(Ξ∧! ),R∧ p?̂

0
(F p?0 G ))

induced by (10.14), we deduce the whished-for morphism (10.27).
We will later see that (10.27) is an isomorphism for any F ,G in P0

Iu,Iu
, but this

will require proving first some other properties of ΦIu,Iu .

10.9. Image of monodromy. Recall the monodromy construction with respect
to the loop rotation action, see Remark 5.3. This morphism provides, for any F
in P0

Iu,Iu
, a functorial automorphism µrot

F (x) : F
∼−→ F .

On the other hand, consider the category Rep∞(JD) of representations of the
group scheme JD, or in other words of O(JD)-comodules. As explained in Re-
mark 2.16, the group scheme JΣ admits a canonical section, hence so does JD. This
implies that any M in Rep∞(JD) admits a “tautological” automorphism, defined
as the composition

M →M ⊗O(D) O(JD)→M ⊗O(D) O(D) = M

where the first morphism is the coaction, and the second one is induced by restric-
tion to the canonical section. Here again this automorphism is functorial (in the
sense that it defines an automorphism of the identity functor).

Lemma 10.16. For any F in P0
Iu,Iu

, ΦIu,Iu(µrot
F (x)−1) is the tautological automor-

phism of ΦIu,Iu(F ).

Proof. Since the loop rotation action is trivial on G/U , for any G in P0
U,U , seen as

an object in P0
Iu,Iu

, we have µrot
G (x) = id. On the other hand, by (6.9) we have

µrot
R∧p?̂0F (x) = µrot

R∧(x) p?̂
0
µrot

F (x)

where µrot
R∧ is the automorphism induced by µrot

Ẑ (O(G∨k ))
. Since any morphism in

D0
Iu,Iu

commutes with monodromy, it follows that ΦIu,Iu(µrot
F (x)−1) coincides with

the automorphism of ΦIu,Iu(F ) induced by µrot
R∧(x). By definition, this automor-

phism is obtained by passage to the quotient from µrot
Ẑ (O(G∨k ))

(x), which by Theo-

rem 7.8(6) coincides with (m̂O(G∨k ))
−1. By construction of this functor (see §10.3),

the latter automorphism is the image under Ẑ Coh of the inverse of the tautological
automorphism of O(G∨k )⊗ OG∨k as considered in §4.5.



MODULAR AFFINE HECKE CATEGORY AND REGULAR CENTRALIZER 117

On the other hand, by definition of the coaction on ΦIu,Iu(F ), the tautological
automorphism of this representation is induced by the automorphism of R∧ given
by the composition

R∧
coactR∧−−−−−→ R∧ ⊗O(Σ) O(JΣ)→ R∧ ⊗O(Σ) O(Σ) = R∧

where the second morphism is induced by restriction to the canonical section. This
automorphism is obtained by passage to the quotient from the automorphism of

Ẑ (O(G∨k )) given by the composition

Ẑ (O(G∨k ))→ Ẑ (O(G∨k ))⊗k O(G∨k ) = Ẑ (O(G∨k ))⊗O(G∨k ) O(G∨k ×G∨k )

→ Ẑ (O(G∨k ))⊗O(G∨k ) O(G∨k ) = Ẑ (O(G∨k ))

where the first morphism and the first identification are as in the construction of
coactR∧ , and the second morphism is induced by restriction to the diagonal. The

latter morphism is the image under Ẑ Coh of the automorphism of O(G∨k ) ⊗ OG∨k
given by the composition

O(G∨k )⊗OG∨k → O(G∨k )⊗O(G∨k )⊗OG∨k =
(
O(G∨k )⊗OG∨k

)
⊗O(G∨k ) O(G∨k ×G∨k )

→
(
O(G∨k )⊗ OG∨k

)
⊗O(G∨k ) O(G∨k ) = O(G∨k )⊗ OG∨k

where the first morphism is induced by the comultiplication in O(G∨k ) and the
second one by restriction to the diagonal.

These remarks show that the claim will follow if we check that the two given
automorphisms of O(G∨k )⊗OG∨k coincide. This is an easy exercise of manipulation

with the Hopf algebra O(G∨k ). �

10.10. Exactness and compatibility with ΦI,I and ΦU,U . Our goal in this
subsection is to show that the functor ΦIu,Iu constructed in §10.8 factors through
an exact functor

P0
Iu,Iu → Rep0(JD),

which is moreover compatible with the functor ΦI,I from §4.8 and the functor ΦU,U
from Theorem 8.3.

Lemma 10.17. For any F in P0
I,I, we have a canonical isomorphism of O(JD)-

comodules

ΦIu,Iu(π†0F ) ∼= ΦI,I(F )

(where the coaction on the right-hand side is provided by the functor (10.2)), and
moreover

HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0

(π†0F )[n]
)

= 0

if n 6= 0.

Proof. By Lemma 10.12 and (5.2), for F in P0
I,I we have

(10.28) R∧ p?̂
0

(π†0F ) ∼= π†0(R0 ?0
I F ) ∼= π†,0ForI,0Iu

(R0 ?0
I F ).

On the other hand, it is easily seen that the functor

Π0
Iu,I ◦ π† : DIu,Iu → D0

Iu,I

factors through a triangulated functor

π†,0 : D0
Iu,Iu → D0

Iu,I
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which is left adjoint to π†,0. Moreover, since π†(Ξ
∧
! ) = Ξ! we have

(10.29) π†,0 ◦Π0
Iu,Iu(Ξ∧! ) = Π0

Iu,I(Ξ!).

(In particular, this pro-object in D0
Iu,I

in fact belongs to D0
Iu,I

.) We can now compute
using these considerations: for n ∈ Z we have

HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0
π†0F [n]

)
∼= HomD0

Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ), π†,0ForI,0Iu
(R0 ?0

I F )[n]
)

∼= HomD0
Iu,I

(
π†,0Π0

Iu,Iu(Ξ∧! ),ForI,0Iu
(R0 ?0

I F )[n]
)

∼= HomD0
Iu,I

(
Π0

Iu,I(Ξ!),For
I,0
Iu

(R0 ?0
I F )[n]

)
.

(Here, the last space is simply a space of morphisms in the category Ind-D0
Iu,I

.)
To proceed further, consider the “Iwahori–Whittaker” category of sheaves on

FlG considered in [BRR, §7.1], and which will be denoted DIW,I here. As for the
“finite” flag variety in §6.6, we have “averaging” functors

AvIu,! : DIW,I → DIu,I, AvIW : DIu,I → DIW,I

such that AvIu,! is left adjoint to AvIW and both functors are t-exact; moreover, by
construction we have

Ξ! = AvIu,! ◦ AvIW ◦ For
I
Iu(δ).

If we denote by PIW,I the heart of the perverse t-structure on DIW,I, then the
simple objects in PIW,I are parametrized in a natural way by the subset of W
consisting of elements w which have minimal length in their coset Wfw. We can
therefore consider the Serre and triangulated subcategories of PIW,I and DIW,I
respectively generated by the simple objects labelled by elements of positive length,
and then the corresponding Serre quotient P0

IW,I and Verdier quotient D0
IW,I, and

the quotient functor Π0
IW,I : DIW,I → D0

IW,I. By Lemma A.2 there exists a unique

t-structure on D0
IW,I such that Π0

IW,I is t-exact; this t-structure is bounded, and

its heart identifies with P0
IW,I. The methods of [BGS, §§3.2–3.3] can be used to

show that the realization functor

DbPIW,I → DIW,I

is an equivalence of categories; combining this with Proposition A.3, we obtain an
equivalence of triangulated categories

(10.30) DbP0
IW,I

∼−→ D0
IW,I

whose restriction to P0
IW,I is the obvious embedding.

One can easily check that the functor Π0
Iu,I
◦ AvIu,!, resp. Π0

IW,I ◦ AvIW , factors
uniquely through a t-exact triangulated functor

Av0
Iu,! : D0

IW,I → D0
Iu,I, resp. Av0

IW : D0
Iu,I → D0

IW,I,
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and that Av0
Iu,! is left adjoint to Av0

IW . We then obtain that

HomD0
Iu,I

(
Π0

Iu,I(Ξ!),For
I,0
Iu

(R0 ?0
I F )[n]

)
∼= HomD0

Iu,I

(
Av0

Iu,!Av
0
IWForI,0Iu

(δ0),ForI,0Iu
(R0 ?0

I F )[n]
)

∼= HomD0
IW,I

(
Av0
IWForI,0Iu

(δ0),Av0
IWForI,0Iu

(R0 ?0
I F )[n]

)
∼= HomDbP0

IW,I

(
Av0
IWForI,0Iu

(δ0),Av0
IWForI,0Iu

(R0 ?0
I F )[n]

)
,

where the last step uses (10.30). (Following our conventions, the last space means
morphisms in the category Ind-DbP0

IW,I.)

It follows from [BRR, Corollary 9.2] and the “transitivity” of the Serre quotient
that the functor

Av0
IW ◦ For

I,0
Iu

: P0
I,I → P0

IW,I

is an equivalence of categories. We deduce an equivalence of categories

DbP0
I,I → DbP0

IW,I,

and finally an isomorphism

HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0

(π†0F )[n]
) ∼= HomDbP0

I,I
(δ0,R0 ?0

I F [n]),

where in the right-hand side we mean morphisms in Ind-DbP0
I,I.

Now consider the case n = 0. Since the natural functor Ind-P0
I,I → Ind-DbP0

I,I

is fully faithful (see [KS, Proposition 6.1.10]), we can compute the morphism space
above in Ind-P0

I,I; by definition we recover ΦI,I(F ), which proves the isomorphism
of the lemma.

If n 6= 0, we use the monoidal equivalence

ΦI,I : P0
I,I
∼−→ Rep(ZG∨(u))

that sends R0 to O(ZG∨k (u)) (see §4.8) to obtain an isomorphism

HomInd-DbP0
I,I

(δ0,R0 ?0
I F [n]) ∼=

HomInd-DbRep(ZG∨k
(u))(k,O(ZG∨k (u))⊗k ΦI,I(F )[n]).

If we write

O(ZG∨k (u)) = “ lim−→
i∈I

”Mi

where I is filtrant and each Mi belongs to Rep(ZG∨k (u)), then we have

HomInd-DbRep(ZG∨k
(u))(k,O(ZG∨k (u))⊗k ΦIu,Iu(F )[n]) =

lim−→
i∈I

HomDbRep(ZG∨k
(u))(k,Mi ⊗k ΦIu,Iu(F )[n]).

It is known that the natural functor DbRep(ZG∨k (u)) → DbRep∞(ZG∨k (u)) is fully

faithful. (This follows e.g. from the much more general results in [AB, Corollary 2.11
and its proof].) We deduce that for any i ∈ I we have

HomDbRep(ZG∨k
(u))(k,Mi ⊗k ΦI,I(F )[n]) ∼= Hn(ZG∨k (u),Mi ⊗k ΦI,I(F )),
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and then using the fact that cohomology commutes with filtrant direct limits
(see [Ja, Lemma I.4.17]) that

HomInd-DbRep(ZG∨k
(u))(k,O(ZG∨k (u))⊗k ΦI,I(F )[n]) =

Hn(ZG∨k (u),O(ZG∨k (u))⊗k ΦI,I(F )).

Finally, we use the fact that O(ZG∨k (u)) ⊗k ΦI,I(F ) is injective in Rep∞(ZG∨k (u))

(see [Ja, §§I.3.9–I.3.10]) to conclude that this space vanishes. �

As a consequence of Lemma 10.17 we obtain the following properties.

Proposition 10.18. The functor ΦIu,Iu is exact, and takes values in Rep0(JD).
Moreover, the left diagram in (10.3) commutes.

Proof. Recall that P0
Iu,Iu

is a finite-length category, and that its simple objects are

the objects π†0(F ) with F simple in P0
I,I. Given a short exact sequence

F1 ↪→ F2 � F3

in P0
Iu,Iu

, by Lemma 10.12 we have a short exact sequence

(10.31) R∧ p?̂
0 F1 ↪→ R∧ p?̂

0 F2 � R∧ p?̂
0 F3

in Ind-P0
Iu,Iu

. By [KS, Proposition 8.6.6(1)], there exists a filtrant category I and
an inductive system of short exact sequences

M 1
i ↪→M 2

i �M 3
i

in P0
Iu,Iu

from which (10.31) is obtained by taking formal direct limits. Write also

Π0
Iu,Iu(Ξ∧! ) = “ lim←−

n

”Gn

for some objects Gn in D0
Iu,Iu

. Then for any n and i we have an exact sequence

HomD0
Iu,Iu

(Gn,M
1
i [−1])→ HomD0

Iu,Iu
(Gn,M

2
i [−1])→ HomD0

Iu,Iu
(Gn,M

3
i [−1])

→ HomD0
Iu,Iu

(Gn,M
1
i )→ HomD0

Iu,Iu
(Gn,M

2
i )→ HomD0

Iu,Iu
(Gn,M

3
i )

→ HomD0
Iu,Iu

(Gn,M
1
i [1])→ HomD0

Iu,Iu
(Gn,M

2
i [1])→ HomD0

Iu,Iu
(Gn,M

3
i [1]).

By exactness of filtrant direct limits we deduce an exact sequence

HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0 F1[−1])→ HomD0

Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0 F2[−1])

→ HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧p?̂
0F3[−1])→ ΦIu,Iu(F1)→ ΦIu,Iu(F2)→ ΦIu,Iu(F3)

→ HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0 F1[1])→ HomD0

Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0 F2[1])

→ HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0 F3[1]).

Using these exact sequences and Lemma 10.17 one proves by induction on the length
that for any F in P0

Iu,Iu
the module ΦIu,Iu(F ) is finite-dimensional and annihilated

by a power of J , and that

HomD0
Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0 F [−1]) = 0 = HomD0

Iu,Iu

(
Π0

Iu,Iu(Ξ∧! ),R∧ p?̂
0 F [1]).

The first property shows that ΦIu,Iu takes values in Rep0(JD), and the second one
implies (using again the exact sequence above) the exactness of ΦIu,Iu .



MODULAR AFFINE HECKE CATEGORY AND REGULAR CENTRALIZER 121

The commutativity of the left diagram in (10.3) has been established in Lem-
ma 10.17. �

We can now prove the compatibility of ΦIu,Iu with the equivalence ΦU,U of The-
orem 8.3.

Proposition 10.19. The right diagram in (10.3) commutes; in other words, for
any F in P0

U,U there exists a canonical isomorphism of JD-modules

ΦU,U (F )
∼−→ ΦIu,Iu(F )

where the left-hand side is endowed with the trivial structure as a representation.

Proof. From the definition of the functors we see that there exists a functorial
morphism

ΦU,U (F )→ ΦIu,Iu(F )

induced by the unit morphism δ∧ → R∧ and the functor (8.1). Using Lemma 10.17
we see that this morphism is an isomorphism when F is the unique simple object in
P0
U,U , namely π†(ForIIuICe). Since both functors are exact, the five-lemma implies

that this morphism is invertible for any F in P0
U,U , which finishes the proof. �

10.11. Images of some truncated Wakimoto sheaves. Recall the representa-
tions of J∧D introduced in §3.3, and the “truncation” functors introduced in §6.5
and §10.2. By construction, given F ∈ P∧Iu,Iu , resp. M ∈ Rep(J∧D), these functors

provide a projective system (C0
m(W ∧

w◦(λ)) : m ≥ 1) of objects in P0
Iu,Iu

, resp. a pro-

jective system (Dm(M) : m ≥ 1) of objects in Rep0(JD). Our goal in this subsection
is to prove the following claims.

Proposition 10.20. (1) For any λ ∈ X+
∗ (T ), there exists an isomorphism of

projective systems(
ΦIu,Iu(C0

m(W ∧
w◦(λ))) : m ≥ 1

) ∼= (Dm(M∧
t(w◦(λ))) : m ≥ 1

)
.

(2) For any ω ∈ Ω, there exists an isomorphism of projective systems(
ΦIu,Iu(C0

m(∆∧ω)) : m ≥ 1
) ∼= (Dm(M∧

ω ) : m ≥ 1
)
.

We will need some preliminaries.

Lemma 10.21. For any V ∈ Rep(G∨k ) and F in P0
Iu,Iu

we have a canonical iso-
morphism of JD-modules

ΦIu,Iu

(
Ẑ (V ) p?̂

0 F
)
∼= V ⊗k ΦIu,Iu(F ).

Proof. If we write F = Π0
Iu,Iu

(G ) with G ∈ PIu,Iu then by exactness of the functor

Ẑ (V ) ?̂ (−) (see Theorem 7.8(5)) we have

Ẑ (V ) p?̂
0 F = Π0

Iu,Iu(Ẑ (V ) ?̂ G ).

Using Lemma 10.7 we deduce an isomorphism

R∧ p?̂
0

(Ẑ (V ) p?̂
0 F ) ∼= (R∧ p?̂

0 F )⊗k V,

and then an isomorphism

ΦIu,Iu(Ẑ (V ) p?̂
0 F ) ∼= ΦIu,Iu(F )⊗k V,

as desired. �
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By exactness of the functor Ẑ (V ) ?̂ (−) (see Theorem 7.8(5)), for any m ≥ 1 we
have

C0
m(Ẑ (V )) ∼= Ẑ (V ) ?̂

0
C0
m(δ∧).

In view of Lemma 10.21 and Proposition 10.19, we deduce a canonical isomorphism

ΦIu,Iu(C0
m(Ẑ (V ))) ∼= V ⊗k ΦU,U (C0

m(δ∧)).

Now if we denote by ∆(T∨k )(m) the spectrum of O(T∨k )/(Jm · O(T∨k )), embedded
diagonally as a closed subscheme of D, it is clear that ΦU,U (C0

m(δ∧)) ∼= O∆(T∨k )(m) ,

so that we finally obtain an isomorphism

(10.32) ΦIu,Iu(C0
m(Ẑ (V ))) ∼= V ⊗k O∆(T∨k )(m) .

By Theorem 7.8(6) and Lemma 10.16, under this identification the automorphism
of the left-hand side induced by m̂V corresponds to the tautological automorphism
of the JD-module V ⊗k O∆(T∨k )(m) . By Remark 4.4, this automorphism can also be

obtained from the tautological automorphism of V ⊗OG∨k ∈ CohG
∨
k (G∨k ) by pullback

under the composition

∆(T∨k )(m) ↪→ D ↪→ St→ G∨k .

(Here, the second embedding is provided by the identification of D with ΣD.)

Proof of Proposition 10.20. (1) We fix λ ∈ X+
∗ (T ), and consider V ∈ Rep(G∨k )

which has highest weight λ (in the sense of §2.5). Recall from Theorem 7.8(7) that

the perverse sheaf Ẑ (V ) admits a Wakimoto filtration whose subquotients have as

labels the weights of V . In particular there exists an embedding W ∧
w◦(λ) ↪→ Ẑ (V )

whose cokernel admits a Wakimoto filtration. By Proposition 9.4, the induced
morphism

(10.33) C0
m(W ∧

w◦(λ))→ C0
m(Ẑ (V ))

is injective for any m ≥ 1. By Lemma 7.2(6) and Theorem 7.8(6), the endomor-

phism f := m̂V − µẐ (V )
(ew◦(λ) ⊗ 1) of Ẑ (V ) vanishes on the image of W ∧

w◦(λ). We

deduce that, for any m ≥ 1, C0
m(f) vanishes on the image of C0

m(W ∧
w◦(λ)).

For any m ≥ 1 we can consider the finitely generated O(D(m))-module

ΦIu,Iu(C0
m(W ∧

w◦(λ))),

and, by exactness of ΦIu,Iu , for any m′ ≥ m we have

O(D(m))⊗O(D) ΦIu,Iu(C0
m′(W

∧
w◦(λ)))

∼= ΦIu,Iu(C0
m(W ∧

w◦(λ))).

By [EGA1, Proposition 7.2.9], it follows that

Kλ := lim←−
m

ΦIu,Iu(C0
m(W ∧

w◦(λ)))

is a finitely generated O(D∧)-module such that

(10.34) O(D(m))⊗O(D∧) Kλ
∼= ΦIu,Iu(C0

m(W ∧
w◦(λ)))

for any m ≥ 1. From the embeddings (10.33), and by exactness of ΦIu,Iu , we obtain
an embedding

Kλ ↪→ lim←−
m

ΦIu,Iu(C0
m(Ẑ (V ))),
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i.e., using (10.32), an embedding

Kλ ↪→ V ⊗ O(∆(T∨k )∧)

where ∆(T∨k )∧ is the spectrum of the completion of O(T∨k ) with respect to J ·O(T∨k ),
embedded diagonally in D∧.

Now, recall from Lemma 2.11 that V ⊗ O∆Groth has a canonical endomorphism
whose kernel identifies with O∆Groth(w◦(λ)). Restricting to Streg, using the equiv-
alence of Proposition 2.20 and Lemma 2.21, and then completing, we deduce that
V ⊗ O(∆(T∨k )∧) has a canonical endomorphism whose kernel is isomorphic to
M∧

w◦(λ). By construction and the comments just before the proof, this endomor-

phism vanishes on the image of Kλ, which provides an embedding

Kλ ↪→M∧
w◦(λ).

We will prove that this embedding is also surjective, hence an isomorphism, which
will conclude the proof in view of (10.34).

By [EGA1, Corollaire 7.1.14], to prove this surjectivity it suffices to prove that
the induced morphism

Kλ/(J ·Kλ)→M∧
w◦(λ)/(J ·M

∧
w◦(λ))

is surjective. Now, by construction this morphism is injective, so that to conclude
it suffices to prove that

dim(Kλ/(J ·Kλ)) = dim(M∧
w◦(λ)/(J ·M

∧
w◦(λ))).

It is clear that the right-hand side equals dim(O(T∨k )/(J · O(T∨k ))). For the left-
hand side, we remark that

Kλ/(J ·Kλ) = ΦIu,Iu(C0
1(W ∧

w◦(λ))).

From the proof of Lemma 9.1 one sees that the object C0
1(W ∧

w◦(λ)) is an extension

of dim(O(T∨k )/(J ·O(T∨k ))) many copies of the simple object Π0
I,I(∆

I
t(w◦(λ))). (The

fact that this object is simple follows from [BRR, Lemma 4.5].) We deduce that

dim(Kλ/(J ·Kλ)) = dim(O(T∨k )/(J · O(T∨k ))),

as desired.
(2) Since F̃lG,ω is closed the natural morphism ∆∧ω → ∇∧ω is an isomorphism; in

the statement one can therefore replace ∆∧ω by ∇∧ω . Let us write ω = wt(λ) with
w ∈Wf and λ ∈ X∗(T ); then we have ωt(−λ) = w with `(ωt(λ)) = `(ω)+`(t(−λ)),
hence by Lemma 6.3(1)–(2) we have

∇∧ω ∼= ∇∧w ?̂∆∧t(λ).

After fixing such an isomorphism, using Proposition 9.6 we obtain for any m ≥ 1
an isomorphism

C0
m(∇∧ω) ∼= C0

m(∇∧w) p?0
Iu C0

m(∆∧t(λ)).

Applying (10.27), one deduces a canonical morphism

ΦIu(C0
m(∇∧w))~ ΦIu,Iu(C0

m(∆∧t(λ)))→ ΦIu,Iu(∇∧ω).

From (3.1) one sees that λ is antidominant; using (1), we deduce isomorphisms

ΦIu,Iu(C0
m(∆∧t(λ)))

∼= ΦIu,Iu(C0
m(W ∧

λ )) ∼= Dm(M∧
t(λ)).
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On the other hand, using Lemma 8.6 and Proposition 10.19 one obtains isomor-
phisms

ΦIu,Iu(C0
m(∆∧w)) ∼= Dm(M∧

w )

for any m ≥ 1. Using Lemma 10.2 and (3.6), we deduce that our construction
provides morphisms

Dm(M∧
ω )→ ΦIu,Iu(C0

m(∆∧ω))

defining a morphism of projective systems, and to conclude it suffices to prove that
these morphisms are isomorphisms. Computing as in (1) one sees that the two
modules involved have the same dimension, so that it suffices to prove that these
morphisms are surjective. Now O(D(m)) is a local ring, with maximal ideal the
image of the ideal I considered in §8.3. By Nakayama’s lemma, to prove surjectivity
it therefore suffices to prove that the induced morphism

Dm(M∧
ω )/I · Dm(M∧

ω )→ ΦIu,Iu(C0
m(∆∧ω))/I · (ΦIu,Iu(C0

m(∆∧ω)))

is an isomorphism. Here by exactness of ΦIu,Iu the right-hand side identifies with
ΦI,I(Π

0
I,I(π

†∆I
ω)), and the morphism is an isomorphism by monoidality of ΦI,I. �

10.12. Fully faithfulness. We will now prove that the functor ΦIu,Iu is fully faith-
ful. The proof will rely on the following easy lemma.

Lemma 10.22. Let A, A′ be abelian categories, and let F : A → A′ be an exact
functor. Assume that every object in A has finite length, and that for any simple
objects M,M ′ in A:

• the morphism

HomA(M,M ′)→ HomA′(F (M), F (M ′))

induced by F is an isomorphism;
• the morphism

Ext1
A(M,M ′)→ Ext1

A′(F (M), F (M ′))

induced by F is injective.

Then F is fully faithful.

Proof. One proves, by induction on the sum of the lengths of the objects involved
and using the four- and five-lemma, that for any objects M,M ′ ∈ A the morphism

HomA(M,M ′)→ HomA′(F (M), F (M ′)),

resp.

Ext1
A(M,M ′)→ Ext1

A′(F (M), F (M ′)),

is an isomorphism, resp. is injective, which implies the claim. �

In order to use Lemma 10.22 we will need to describe some groups of extensions
in P0

Iu,Iu
, which we will relate to some groups of extensions in P0

Iu,I
. First, the

forgetful functor

ForIIu : DI,I → DIu,I

induces a fully faithful functor P0
I,I → P0

Iu,I
; we deduce a canonical injective mor-

phism

(10.35) Ext1
P0

I,I
(δ0, δ0)→ Ext1

P0
Iu,I

(ForI,0Iu
(δ0),ForI,0Iu

(δ0)).
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On the other hand, we also have the similar quotient category P0
U,B constructed out

of the category PU,B considered in the proof of Lemma 6.10. The closed embedding

G/B → FlG induces a fully faithful functor P0
U,B → P0

Iu,I
, and ForI,0Iu

(δ0) is the

image under this functor of a canonical object of P0
U,B denoted in the same way.

We deduce another canonical injective morphism

(10.36) Ext1
P0
U,B

(ForI,0Iu
(δ0),ForI,0Iu

(δ0))→ Ext1
P0

Iu,I
(ForI,0Iu

(δ0),ForI,0Iu
(δ0)).

Lemma 10.23. The morphisms (10.35) and (10.36) induce an isomorphism of
k-vector spaces

Ext1
P0

I,I
(δ0, δ0)⊕ Ext1

P0
U,B

(ForI,0Iu
(δ0),ForI,0Iu

(δ0))
∼−→ Ext1

P0
Iu,I

(ForI,0Iu
(δ0),ForI,0Iu

(δ0)).

Proof. Recall from the proof of Lemma 10.17 the exact functor

Av0
IW : P0

Iu,I → P0
IW,I

such that Av0
IW ◦ For

I,0
Iu

induces an equivalence P0
I,I
∼−→ P0

IW,I. The functor Av0
IW

induces a morphism

(10.37) Ext1
P0

Iu,I
(ForI,0Iu

(δ0),ForI,0Iu
(δ0))→

Ext1
P0
IW,I

(Av0
IW(ForI,0Iu

(δ0)),Av0
IW(ForI,0Iu

(δ0)))

whose composition with (10.35) is an isomorphism; to prove the lemma it therefore
suffices to prove that its kernel is the image of (10.36).

Now, recall also (from the same proof) the functor

Av0
Iu,! : D0

IW,I → D0
Iu,I

which is left adjoint to Av0
IW : D0

Iu,I
→ D0

IW,I, and which satisfies

Av0
Iu,! ◦ Av

0
IW ◦ For

I,0
Iu

(δ0) = Π0
Iu,I(Ξ!).

By adjunction and standard properties of t-structures we have

Ext1
P0
IW,I

(Av0
IW(ForI,0Iu

(δ0)),Av0
IW(ForI,0Iu

(δ0))) =

HomD0
IW,I

(Av0
IW(ForI,0Iu

(δ0)),Av0
IW(ForI,0Iu

(δ0))[1]) ∼=

HomD0
Iu,I

(Π0
Iu,I(Ξ!),For

I,0
Iu

(δ0)[1]),

and the morphism (10.37) identifies with the morphism

HomD0
Iu,I

(ForI,0Iu
(δ0),ForI,0Iu

(δ0)[1])→ HomD0
Iu,I

(Π0
Iu,I(Ξ!),For

I,0
Iu

(δ0)[1])

induced by the natural surjection Π0
Iu,I

(Ξ!) � ForI,0Iu
(δ0). If we denote by K the

kernel of this morphism, we have a long exact sequence

(10.38) 0→ HomP0
Iu,I

(ForI,0Iu
(δ0),ForI,0Iu

(δ0))→ HomP0
Iu,I

(Π0
Iu,I(Ξ!),For

I,0
Iu

(δ0))

f−→ HomP0
Iu,I

(K ,ForI,0Iu
(δ0))→ Ext1

P0
Iu,I

(ForI,0Iu
(δ0),ForI,0Iu

(δ0))

→ Ext1
P0

Iu,I
(Π0

Iu,I(Ξ!), δ
0)→ · · · ,
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which identifies the kernel of (10.37) with coker(f). But since all the objects in-
volved belong to the full subcategory P0

U,B , we also have a similar long exact se-
quence

0→ HomP0
U,B

(ForI,0Iu
(δ0),ForI,0Iu

(δ0))→ HomP0
U,B

(Π0
Iu,I(Ξ!),For

I,0
Iu

(δ0))

g−→ HomP0
U,B

(K ,ForI,0Iu
(δ0))→ Ext1

P0
U,B

(ForI,0Iu
(δ0),ForI,0Iu

(δ0))

→ Ext1
P0
U,B

(Π0
Iu,I(Ξ!),For

I,0
Iu

(δ0))→ · · · .

Since Ξ! is the projective cover of ForIIu(δ) in PU,B (see the proof of Lemma 6.10),

Π0
Iu,I

(Ξ!) is the projective cover of ForI,0Iu
(δ0) in P0

U,B , which implies that

Ext1
P0
U,B

(Π0
Iu,I(Ξ!),For

I,0
Iu

(δ0)) = 0,

and therefore allows to identify Ext1
P0
U,B

(ForI,0Iu
(δ0),ForI,0Iu

(δ0)) with coker(g). By

fully faithfulness of the functor P0
U,B → P0

Iu,I
the domains and codomains of f and

g identify, in a way compatible with these morphisms, so that their cokernels are
canonically isomorphic.

Gathering these identifications we obtain an identification of the kernel of (10.37)

with Ext1
P0
U,B

(ForI,0Iu
(δ0),ForI,0Iu

(δ0)); it is clear by construction that this identification

is induced by the morphism (10.36), which finishes the proof. �

The other ingredient we will need is a way to “pass from δ0 to δ0
ω,” which will

be provided by the following lemma. (See §4.6 for the definition of the object
δ0
ω.) Here, given a simple object F in P0

Iu,Iu
we will denote by 〈F 〉Serre the Serre

subcategory generated by F , i.e. the full subcategory whose objects are those all
of whose composition factors are isomorphic to F .

Lemma 10.24. For any ω ∈ Ω, the equivalence

∆∧ω ?̂
0

(−) : D0
Iu,Iu

∼−→ D0
Iu,Iu

restricts to an equivalence 〈π†0δ0〉Serre
∼−→ 〈π†0δ0

ω〉Serre. Moreover the following dia-
gram commutes:

〈π†0δ0〉Serre

ΦIu,Iu

��

∆∧ω ?̂
0(−) // 〈π†0δ0

ω〉Serre

ΦIu,Iu

��
Rep0(JD)

M∧
ω~(−) // Rep0(JD).

Proof. Using (6.5)–(6.6) we see that

∆∧ω ?̂
0
π†0δ

0 ∼= π†0δ
0
ω,

which implies the first claim. In order to prove the second claim, we consider some

object F in 〈π†0δ0〉Serre, and choose m ≥ 1 such that Jm acts trivially on F . Then
using Lemma 6.9 we obtain a canonical isomorphism

∆∧ω ?̂
0 F ∼= C0

m(∆∧ω) p?0
Iu F .

Now (10.27) provides a functorial morphism

ΦIu,Iu(C0
m(∆∧ω))~ ΦIu,Iu(F )→ ΦIu,Iu(C0

m(∆∧ω) p?0
Iu F ).
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Using the identification above and Proposition 10.20(2), this morphism can be
interpreted as a functorial morphism

M∧
ω ~ ΦIu,Iu(F )→ ΦIu,Iu(∆∧ω ?̂

0 F ),

which does not depend on the choice of m. When F = π†0δ
0, this morphism is an

isomorphism by Proposition 10.18 and monoidality of ΦI,I. By the five lemma it is
then an isomorphism for any F , which concludes the proof. �

We can finally prove the desired property.

Proposition 10.25. The functor ΦIu,Iu is fully faithful.

Proof. Recall that the simple objects in P0
Iu,Iu

are the images under π†0 of the simple

objects in P0
I,I. In view of Lemma 10.22, to prove the proposition it therefore suffices

to check that for any simple objects F ,G in P0
I,I the functor ΦIu,Iu induces an

isomorphism

HomP0
Iu,Iu

(π†0F , π†0G )
∼−→ HomRep0(JD)(ΦIu,Iu(π†0F ),ΦIu,Iu(π†0G ))

and an injection

Ext1
P0

Iu,Iu
(π†0F , π†0G ) ↪→ Ext1

Rep0(JD)(ΦIu,Iu(π†0F ),ΦIu,Iu(π†0G )).

For the Hom-spaces, this simply follows from the commutativity of the left diagram
in (10.3) (proved in Proposition 10.18) since ΦI,I is known to be an equivalence,
hence in particular fully faithful.

To prove the claim about the Ext1 spaces, recall that nonisomorphic simple
objects in P0

I,I are supported on distinct connected components of FlG; hence if

F 6∼= G then Ext1
P0

Iu,Iu
(π†0F , π†0G ) = 0, and there is nothing to prove. Otherwise we

can assume that F = G = δ0
ω for some ω ∈ Ω. In fact, Lemma 10.24 reduces this

case to the case when F = G = δ0. (Indeed the horizontal arrows in the diagram
of Lemma 10.24 are equivalences, hence induce isomorphisms on Ext1 spaces.) In

this case we have ΦIu,Iu(π†0δ
0) = k, seen as the skyscraper sheaf at {(e, e)}, endowed

with the trivial structure as a representation.
The same considerations as for (10.35) and (10.36) provide canonical embeddings

Ext1
P0

I,I
(δ0, δ0)→ Ext1

P0
Iu,Iu

(π†0δ
0, π†0δ

0),

Ext1
P0
U,U

(π†0δ
0, π†0δ

0)→ Ext1
P0

Iu,Iu
(π†0δ

0, π†0δ
0).

We claim that these morphisms induce an isomorphism

Ext1
P0

I,I
(δ0, δ0)⊕ Ext1

P0
U,U

(π†0δ
0, π†0δ

0)
∼−→ Ext1

P0
Iu,Iu

(π†0δ
0, π†0δ

0).

Indeed, using the adjunction (π†,0, π
†,0) (see the proof of Lemma 10.17) we obtain

an isomorphism

Ext1
P0

Iu,Iu
(π†0δ

0, π†0δ
0) ∼= HomD0

Iu,I
(π†,0π

†,0δ0, δ0[1]) ∼= Ext1
P0

Iu,I
(δ0, δ0)⊕ H2r−1

c (T ;k)∗

where r = dim(T ), since π†,0π
†,0δ0 ∼=

⊕
n δ

0⊗kH
n
c (T ;k)[2r−n]. Similarly we have

Ext1
P0
U,U

(π†0δ
0, π†0δ

0) = Ext1
P0
U,B

(δ0, δ0)⊕ H2r−1
c (T ;k)∗,

so that our claim follows from Lemma 10.23.
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In view of this isomorphism, to conclude the proof we need to check that the
morphism

(10.39) Ext1
P0

I,I
(δ0, δ0)⊕ Ext1

P0
U,U

(π†0δ
0, π†0δ

0)→ Ext1
Rep0(JD)(k,k)

induced by ΦIu,Iu is injective. Note that on the first summand this morphism
identifies with that induced by ΦI,I (via the morphism induced by the fully faithful
functor (10.2)), and on the second summand it identifies with the morphism induced
by ΦU,U (via the morphism induced by the fully faithful functor (10.1)). Consider

elements c1 ∈ Ext1
P0

I,I
(δ0, δ0) and c2 ∈ Ext1

P0
U,U

(π†0δ
0, π†0δ

0) such that the image of

c1+c2 vanishes. We have a forgetful functor Rep0(JD)→ Coh0(D); the composition
of the induced morphism

Ext1
Rep0(JD)(k,k)→ Ext1

Coh0(D)(k,k)

with (10.39) vanishes on the first summand, and identifies with the isomorphism
induced by ΦU,U on the second summand. We deduce that c2 = 0, and then that
c1 = 0 since ΦI,I is an equivalence, which completes the proof. �

10.13. Essential surjectivity. We will now prove that the functor ΦIu,Iu is essen-
tially surjective. For this we need a preliminary lemma. Given V ∈ Rep(G∨k ) and
M ∈ Coh(D), the coherent sheaf V ⊗k M has a canonical structure of module for
the group scheme G∨k ×D over D. Now by construction JD is a subgroup scheme of
G∨k ×D, hence by restriction V ⊗k M has a natural structure of JD-module. If M
belongs to Coh0(D), then this module belongs to Rep0(JD). Recall also the closed
subschemes D(m) ⊂ D considered in §8.5.

Lemma 10.26. Any object in Rep0(JD) is a quotient of a module of the form
V ⊗k OD(m) with V ∈ Rep(G∨k ) and m ≥ 1.

Proof. We will in fact prove that any M in Rep(JD) is a quotient of a module
V ⊗k OD with V ∈ Rep(G∨k ); if M is in Rep0(JD) the corresponding surjection
V ⊗k OD � M will necessarily factor through a surjection V ⊗k OD(m) � M for
some m ≥ 1. Recall the equivalence of categories

CohG
∨
k (T∨k ×T∨k /Wf

(G∨k )reg ×T∨k /Wf
T∨k )

∼−→ Rep(JD)

induced by restriction to ΣD, see Proposition 2.20. If F is the equivariant coherent
sheaf corresponding to M , then there exists a G∨k -equivariant coherent sheaf F ′

on T∨k ×T∨k /Wf
G∨k ×T∨k /Wf

T∨k whose restriction to the open subscheme T∨k ×T∨k /Wf

(G∨k )reg ×T∨k /Wf
T∨k is F ; see e.g. [AriB, Lemma 2.12]. Now since T∨k ×T∨k /Wf

G∨k×T∨k /Wf
T∨k is affine, there exists V ∈ Rep(G∨k ) and a surjection of G∨k -equivariant

coherent sheaves

V ⊗k OT∨k ×T∨k /Wf
G∨k ×T∨k /Wf

T∨k
� F ′.

Restricting to T∨k ×T∨k /Wf
(G∨k )reg×T∨k /Wf

T∨k and then to ΣD, we obtain the desired
surjection V ⊗k OD �M . �

Proposition 10.27. The functor

ΦIu,Iu : P0
Iu,Iu → Rep0(JD)

is essentially surjective.
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Proof. We now know that ΦIu,Iu is exact (see Proposition 10.18) and fully faithful
(see Proposition 10.25). By Lemma 10.26, any object in Rep0(JD) is isomorphic to
the cokernel of a morphism between objects of the form V ⊗kM with V ∈ Rep(G∨k )
and M ∈ Coh0(D), to prove the proposition it therefore suffices to prove that
any such object is isomorphic to the image of an object of P0

Iu,Iu
. Let us fix V ∈

Rep(G∨k and M ∈ Coh0(D). Since ΦU,U is essentially surjective (see Theorem 8.3),
Proposition 10.19 implies that there exists F in P0

Iu,Iu
such that ΦIu,Iu(F ) ∼= M .

Then Lemma 10.21 implies that

ΦIu,Iu(Ẑ (V ) p?̂
0 F ) ∼= V ⊗k M,

which finishes the proof. �

10.14. Monoidality. Combining Propositions 10.18, 10.19, 10.25 and 10.27, we
have now proved that ΦIu,Iu is an equivalence of categories, and that the diagrams
in (10.3) are commutative. To conclude the proof of Theorem 10.1, it therefore only
remains to prove that ΦIu,Iu is monoidal. Recall that in (10.27) we have defined a
canonical “monoidality” morphism; what we will now prove is that this morphism
is an isomorphism for any F ,G in P0

Iu,Iu
.

We start with a special case.

Lemma 10.28. The morphism (10.27) is an isomorphism in case

F = Ẑ (V ) ?̂
0 F ′ and G = Ẑ (V ′) ?̂

0 G ′

for some V, V ′ ∈ Rep(G∨k ) and F ′,G ′ ∈ P0
U,U .

Proof. Assume that F and G are as in the lemma. By Lemma 10.21 and Proposi-
tion 10.19 we have

ΦIu,Iu(F ) ∼= V ⊗k ΦU,U (F ′), ΦIu,Iu(G ) ∼= V ′ ⊗k ΦU,U (G ′).

On the other hand, using (7.8) we obtain a canonical isomorphism

F p?0
Iu G ∼= Ẑ (V ⊗k V

′) ?̂
0

(F ′ ?0
U G ′),

so that similarly we have

ΦIu,Iu(F ?0
Iu G ) ∼= (V ⊗k V

′)⊗k ΦU,U (F ′ ?0
U G ′).

Under these identifications the morphism (10.27) is induced by the isomorphism

ΦU,U (F ′ ?0
U G ′) ∼= ΦU,U (F ′)~ ΦU,U (G ′)

defining the monoidal structure of ΦU,U (see Theorem 8.3); it is therefore an iso-
morphism. �

Proposition 10.29. The morphism (10.27) is an isomorphism for all F ,G in
P0

Iu,Iu
; in other words, the functor ΦIu,Iu admits a canonical monoidal structure.

Proof. By right exactness of the bifunctors ?0
Iu

and ~ and the five lemma, if given

F ,G ,G ′ in P0
Iu,Iu

the claim is known for the pairs of objects (F ,G ) and (F ,G ′),
then it will hold for the pair (F ,G ′′) for any cokernel G ′′ of a morphism G → G ′.
The same property holds when the order of the factors is switched. In view of
Lemma 10.28, to conclude the proof it therefore suffices to prove that any object
in P0

Iu,Iu
is isomorphic to the cokernel of a morphism between objects of the form

Ẑ (V ) ?̂
0 F ′ with V ∈ Rep(G∨k ) and F ′ ∈ P0

U,U . In view of the computation in the
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proof of Lemma 10.28, this follows from Lemma 10.26 and the fact that ΦU,U and
ΦIu,Iu are equivalences of categories. �

11. A Soergel-type description of tilting perverse sheaves

We continue with the assumptions of Section 10. In this section we explain how
to deduce Theorem 1.5 from Theorem 1.3.

11.1. Tilting completed perverse sheaves. Recall the category P∧Iu,Iu and its

subcategory T∧Iu,Iu from §6.3. Recall also that T∧Iu,Iu is stable under the monoidal

product ?̂. In §6.6 we have defined, for any s ∈ Sf , an object Ξ∧s,! in T∧Iu,Iu . On
the other hand, in §3.1 we have chosen, for any s ∈ S r Sf , elements w ∈ W and
s′ ∈ Sf such that `(ws′) = `(w) + 1 and s = ws′w−1. We then have

∆∧w ?̂∆∧s′
∼= ∆∧s ?̂∆∧w and ∇∧w−1 ?̂∇∧s ∼= ∇∧s′ ?̂∇∧w−1

by Lemma 6.3(2), hence

∆∧s
∼= ∆∧w ?̂∆∧s′ ?̂∇∧w−1 and ∇∧s ∼= ∆∧w ?̂∇∧s′ ?̂∇∧w−1

by Lemma 6.3(1). From these isomorphisms we deduce that the object

Ξ∧s,! := ∆∧w ?̂ Ξ∧s′,! ?̂∇∧w−1

is a representative for the indecomposable tilting object T ∧s . On the other hand,

for any ω ∈ Ω the natural morphism ∆∧ω → ∇∧ω is an isomorphism since F̃lG,ω is
closed, which shows that these perverse sheaves are tilting.

Recall that the category D∧Iu,Iu is Krull–Schmidt, see §6.1. Standard arguments

(see e.g. [BR1, Remark 7.9]) show that any object in T∧Iu,Iu is a direct sum of direct
summands of objects of the form

∆∧ω ?̂ Ξ∧s1,! ?̂ · · · ?̂ Ξ∧si,!

with ω ∈ Ω and s1, · · · , si ∈ S.
Let us recall also that for any V in Rep(G∨k ) tilting the object

Ξ∧! ?̂ Ẑ (V ) ∼= Ẑ (V ) ?̂ Ξ∧!

belongs to T∧Iu,Iu , see Proposition 7.9.

11.2. Soergel representations. Recall the category

SRep(J∧D)

defined in §3.3. Note that any object in this category is finite and flat, i.e. finite
and projective, as an O((T∨k )∧)-module for the action on the right.

Let us note the following technical property for later use.

Lemma 11.1. The scheme (T∨k )∧ ×T∨k /Wf
JΣ is integral.

Proof. First, we note that since T∨k is isomorphic to a product of copies of the
multiplicative group, the scheme (T∨k )∧ is integral. Recall the open subscheme
(T∨k )◦ ⊂ T∨k introduced in §2.6; in concrete terms, O((T∨k )◦) is the spectrum of the
localization of O(T∨k ) with respect to the elements α − 1 where α runs over the
coroots of (G,T ). We define similarly (T∨k )∧◦ as the spectrum of the localization
of O((T∨k )∧) with respect to the elements α − 1 where α runs over the coroots of
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(G,T ). Then (T∨k )∧◦ is integral, and O((T∨k )∧◦ ) is also the localization of O((T∨k )∧)
viewed as an O(T∨k )-module; in other words we have a canonical identification

(11.1) (T∨k )◦ ×T∨k (T∨k )∧
∼−→ (T∨k )∧◦ .

Since JΣ is flat over T∨k /Wf (see Lemma 2.17), the natural morphism

O((T∨k )∧ ×T∨k /Wf
JΣ)→ O((T∨k )∧◦ ×T∨k /Wf

JΣ)

is injective. To prove our claim it therefore suffices to prove that the right-hand
side is a domain. However, in view of (11.1) we have

(T∨k )∧◦ ×T∨k /Wf
JΣ = (T∨k )∧ ×T∨k

(
(T∨k )◦ ×T∨k /Wf

JΣ

)
.

By Lemma 2.19 the right-hand side identifies with

(T∨k )∧ ×T∨k ((T∨k )◦ × T∨k ) = (T∨k )∧◦ × T∨k ,

which is integral since it is a split torus over the integral scheme (T∨k )∧◦ . �

11.3. Statement. Our main application of Theorem 10.1 is the following state-
ment.

Theorem 11.2. There exists a canonical equivalence of additive monoidal cate-
gories

ΦT : (T∧Iu,Iu , ?̂)
∼−→ (SRep(J∧D),~)

which satisfies the following properties:

(1) ΦT(Ξ∧s,!)
∼= B∧s for any s ∈ S;

(2) ΦT(∆∧ω) ∼= M∧
ω for any ω ∈ Ω;

(3) ΦT(Ẑ (V ) ?̂ Ξ∧! ) ∼= V ⊗k O(D∧) for any V ∈ Rep(G∨k ) tilting.

Note that property (3) shows in particular that V ⊗kO(D∧) belongs to SRep(J∧D)
for any V ∈ Rep(G∨k ) tilting, which is not clear from definitions. The proof of
Theorem 11.2 occupies the rest of the section. The idea of the proof is to give
“sequential” descriptions of the categories T∧Iu,Iu and SRep(J∧D), in terms of the

categories P0
Iu,Iu

and Rep0(JD) respectively, and then use Theorem 10.1 to relate
these two descriptions.

More specifically, on the perverse side, we will denote by P∧,seq
Iu,Iu

the monoidal
additive k-linear category with

• objects the projective systems (Fm : m ≥ 1) of objects in P0
Iu,Iu

such that

Jm acts trivially on Fm for any m ≥ 1, and for m′ ≥ m the morphism

O((T∨k )(m))⊗O(T∨k ) Fm′ → Fm

induced by the transition morphism Fm′ → Fm is an isomorphism;
• morphisms from (Fm : m ≥ 1) to (Gm : m ≥ 1) the inverse limit

lim←−
m

HomP0
Iu,Iu

(Fm,Gm)

where for m′ ≥ m the morphism Hom(Fm′ ,Gm′) → Hom(Fm,Gm) is in-
duced by the functor O((T∨k )(m))⊗O(T∨k ) (−);

• monoidal product sending a pair of objects ((Fm : m ≥ 1), (Gm : m ≥ 1))
to the object (Fm

p?0
Iu Gm : m ≥ 1). (This projective system is indeed an

object of our category by right exactness of p?0
Iu .)
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With this definition, Proposition 9.6 and Lemma 9.7 imply that the assignment

T 7→ (C0
m(T ) : m ≥ 1)

defines a fully faithful monoidal functor

(11.2) T∧Iu,Iu → P∧,seq
Iu,Iu

.

11.4. Truncation functors for representations: fully faithfulness. We now
consider the category Rep(J∧D), and the functor Dm introduced in §10.2.

Lemma 11.3. Let M,M ′ ∈ Rep(J∧D). If M ′ is projective for the right action of
O((T∨k )∧), then the functors Dm induce an isomorphism

HomRep(J∧D)(M,M ′)
∼−→ lim←−

m

HomRep0(JD)(Dm(M),Dm(M ′)).

Proof. For any M,M ′ in Rep(J∧D) and any m ≥ 1 the forgetful functor Rep0(JD)→
Coh0(D) induces an embedding

HomRep0(JD)(Dm(M),Dm(M ′)) ↪→ HomCoh0(D)(Dm(M),Dm(M ′)).

These embeddings give rise to a morphism fitting as the right vertical arrow in the
following commutative diagram (where the other arrows are the obvious maps):

HomRep(J∧D)(M,M ′) //
� _

��

lim←−m HomRep0(JD)(Dm(M),Dm(M ′))

��
HomCoh(D∧)(M,M ′) // lim←−m HomCoh0(D)(Dm(M),Dm(M ′)).

The lower horizontal arrow in this diagram is an isomorphism by [EGA1, Chap. 0,
Corollaire 7.2.10]. It follows that the upper horizontal arrow, which is the morphism
we need to study, is injective.

To prove surjectivity, we consider a projective system

(fm)m≥1 ∈ lim←−
m

HomRep0(JD)(Dm(M),Dm(M ′)).

Each fm is a morphism of O(D)-modules; this collection therefore defines a mor-
phism f : M →M ′ of O(D∧)-modules, and what we have to show is that f is also
a morphism of O(J∧D)-comodules. We consider the second projection D∧ → (T∨k )∧.
Then we have

J∧D = D∧ ×(T∨k )∧

(
(T∨k )∧ ×T∨k /Wf

JΣ

)
,

so that M and M ′ can be considered as representations of (T∨k )∧×T∨k /Wf
JΣ. From

this point of view, to prove the desired claim it suffices to show that f is a morphism
of O((T∨k )∧ ×T∨k /Wf

JΣ)-comodules. Now JΣ is smooth over the smooth k-scheme

T∨k /Wf , and (T∨k )∧ is flat over T∨k /Wf as the composition of flat morphisms

(T∨k )∧ → (T∨k /Wf)
∧ → T∨k /Wf

(see Lemma 3.3 for the first map). By Lemma C.1 and Corollary C.4, this implies
that (T∨k )∧ ×T∨k /Wf

JΣ is infinitesimally flat. This group scheme is also integral by
Lemma 11.1, and noetherian since it is of finite type over the noetherian scheme
(T∨k )∧. We can therefore apply Lemma C.2 which reduces the proof to checking
that f is a morphism of Dist((T∨k )∧ ×T∨k /Wf

JΣ)-modules. However each fm is a

morphism of Dist((T∨k )∧ ×T∨k /Wf
JΣ)-modules, so that this claim is clear. �
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Let us denote by Repseq(J∧D) the monoidal additive k-linear category with:

• objects the projective systems (Mm : m ≥ 1) of objects of Rep0(JD) such
that Jm acts trivially on Mm for any m ≥ 1, and for m′ ≥ m the morphism

Dm(Mm′)→Mm

induced by the transition morphism Mm′ →Mm is an isomorphism;
• morphisms from (Mm : m ≥ 1) to (Nm : m ≥ 1) the inverse limit

lim←−
m

HomRep0(JD)(Mm, Nm)

where for m′ ≥ m the transition morphism

HomRep0(JD)(Mm′ , Nm′)→ HomRep0(JD)(Mm, Nm)

is induced by the functor Dm;
• monoidal product sending a pair of objects ((Mm : m ≥ 1), (Nm : m ≥ 1))

to the object (Mm ~Nm : m ≥ 1).

With this definition, Lemma 10.2 and Lemma 11.3 imply that the assignment

M 7→ (Dm(M) : m ≥ 1)

defines a monoidal functor

(11.3) Rep(J∧D)→ Repseq(J∧D)

which is fully faithful on the full subcategory of objects which are projective for the
right action of O((T∨k )∧). In particular, objects of SRep(J∧D) satisfy this condition
(see §11.2), hence (11.3) is fully faithful on SRep(J∧D).

11.5. Construction of ΦT. Comparing the definitions of the categories P∧,seq
Iu,Iu

(see §11.3) and Repseq(J∧D) (see §11.4), we see that Theorem 10.1 provides a canon-
ical equivalence of monoidal additive k-linear categories

Φseq
Iu,Iu

: P∧,seq
Iu,Iu

∼−→ Repseq(J∧D).

In the remaining subsections we will prove the following claim.

Lemma 11.4. (1) For any s ∈ S there exists an isomorphism of projective
systems (

ΦIu,Iu

(
C0
m(Ξ∧s,!)

)
: m ≥ 1

) ∼= (Dm(B∧s ) : m ≥ 1).

(2) There exists an isomorphism of projective systems(
ΦIu,Iu

(
C0
m(Ξ∧! )

)
: m ≥ 1

) ∼= (Dm(O(D∧)) : m ≥ 1).

For now, let us explain why Lemma 11.4 allows to complete the proof of Theo-
rem 11.2.

Proof of Theorem 11.2. Lemma 11.4(1) implies that the equivalence Φseq
Iu,Iu

matches

the image of each Ξ∧s,! (s ∈ S) under (11.2) with the image of B∧s under (11.3).

Similarly, Proposition 10.20(2) implies that Φseq
Iu,Iu

matches the image of each ∆∧ω
(ω ∈ Ω) under (11.2) with the image of M∧

ω under (11.3). In view of the discussion
in §11.1 and the definition of SRep(J∧D), these properties and monoidality imply that
Φseq

Iu,Iu
identifies the essential images of the functor (11.2) with the image of SRep(J∧D)

under (11.3). We deduce the equivalence ΦT, and also that this equivalence satisfies
properties (1)–(2).
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Finally, consider some V ∈ Rep(G∨k ) which is tilting. As explained in §11.1, we

have the object Ẑ (V ) ?̂Ξ∧! in T∧Iu,Iu . Lemma 11.4(2) and Lemma 10.21 provide an
isomorphism of projective systems(

ΦIu,Iu

(
C0
m(Ẑ (V ) ?̂ Ξ∧! )

)
: m ≥ 1

)
∼= (Dm(V ⊗k O(D∧)) : m ≥ 1),

which allows to identify the images of ΦT(Ẑ (V )?̂Ξ∧! ) and V ⊗kO(D∧) under (11.3).

Now ΦT(Ẑ (V ) ?̂Ξ∧! ) satisfies the assumption in Lemma 11.3 because it belongs to
SRep(J∧D), and V ⊗k O(D∧) also does by Lemma 3.3(1). We deduce that these
objects are isomorphic, proving that ΦT satisfies property (3). �

11.6. The case of G/U . Recall the category D∧U,U from §6.6, the heart P∧U,U of

the perverse t-structure on this category, and the full subcategory T∧U,U of tilting
perverse sheaves. Recall also that we denote by PU,U the heart of the perverse

t-structure on DU,U . The pushforward along the closed embedding G/U ↪→ F̃lG
defines a fully faithful monoidal functor (D∧U,U , ?̂U ) → (D∧Iu,Iu , ?̂), which restricts

to a fully faithful monoidal functor (T∧U,U , ?̂U ) → (T∧Iu,Iu , ?̂). As noted in §8.1, for

any m ≥ 1 the restriction of the functor Cm to P∧U,U factors through a functor

P∧U,U → PU,U , which will be denoted similarly.

Consider also the category Coh(D∧) of coherent sheaves on the noetherian scheme
D∧. We have a natural fully faithful functor

(11.4) Coh(D∧)→ Rep(J∧D)

sending a coherent sheaf to itself with the trivial structure as a representation of
J∧D, whose essential image contains the objects B∧s for s ∈ Sf . It is clear from
definition that the monoidal product ~ on Rep(J∧D) restricts to a monoidal product
on Coh(D∧) (which will be denoted similarly). It is clear also that for any m ≥ 1
the restriction of the functor Dm to Coh(D∧) factors through a functor Coh(D∧)→
Coh0(D), which will be denoted similarly. We will denote by

SCoh(D∧)

the full monoidal additive subcategory of Coh(D∧) generated (under the monoidal
product, direct sums and direct summands) by the unit object M∧

e and the ob-
jects B∧s for s ∈ Sf . With this definition, (11.4) identifies SCoh(D∧) with a full
subcategory of SRep(J∧D).

In [BR1, Theorem 11.8] we have shown that the functor HomP∧U,U
(Ξ∧! ,−) defines

an equivalence of monoidal categories

ΦT,U : (T∧U,U , ?̂U )
∼−→ (SCoh(D∧),~)

which satisfies

(11.5) ΦT,U (Ξ∧s,!)
∼= B∧s for s ∈ Sf

and

(11.6) ΦT,U (Ξ∧! ) ∼= O(D∧).

Lemma 11.5. For any m ≥ 1 and any T in T∧U,U we have a canonical isomorphism

ΦIu,Iu(C0
m(T )) ∼= Dm(ΦT,U (T )),

where the right-hand side is seen as an object of Coh0(JD) via (10.1).
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Proof. The object C0
m(T ) belongs to the subcategory P0

U,U ⊂ P0
Iu,Iu

. By Proposi-
tion 10.19, this implies that

ΦIu,Iu(C0
m(T )) ∼= ΦU,U (C0

m(T )) ∼= HomP∧U,U
(Ξ∧! ,Cm(T )),

where the last step uses Lemma 8.2. Now by projectivity of Ξ∧! (see Lemma 6.10)
we have

HomP∧U,U
(Ξ∧! ,Cm(T )) ∼= HomP∧U,U

(Ξ∧! ,T )⊗O(T∨k ) O((T∨k )(m)),

which finishes the proof in view of the definitions of ΦT,U and Dm. �

11.7. Images of truncated standard and costandard objects. We now need
to describe the images under ΦIu,Iu of (images in P0

Iu,Iu
of) truncated standard and

costandard free-monodromic perverse sheaves. Recall that the images of truncated
costandard perverse sheaves have been described in Lemma 8.6. We next prove the
analogous statement for standard objects.

Lemma 11.6. For any w ∈Wf , there exists an isomorphism of projective systems
of O(D)-modules

(ΦU,U (C0
m(∆∧w)) : m ≥ 1) ∼= (Mw/Jm ·Mw : m ≥ 1).

Proof. By Lemma 6.3(1) we have an isomorphism

∆∧w ?̂∇∧w−1
∼= δ∧.

After fixing such an isomorphism, using Proposition 9.6 we deduce for any m ≥ 1
an isomorphism

C0
m(∆∧w) p?0

Iu C0
m(∇∧w−1) ∼= C0

m(δ∧),

which by monoidality of ΦU,U provides an isomorphism

(11.7) ΦU,U (C0
m(∆∧w))~ ΦU,U (C0

m(∇∧w−1)) ∼= ΦU,U (C0
m(δ∧)).

Now, consider

Mw := lim←−
m≥1

ΦU,U (C0
m(∆∧w)).

For any m ≥ 1, the O(D)-module ΦU,U (C0
m(∆∧w)) is finitely generated, and, by

exactness of ΦU,U , for any m′ ≥ m the natural morphism(
O(D)/Jm · O(D)

)
⊗O(D) ΦU,U (C0

m′(∆
∧
w))→ ΦU,U (C0

m(∆∧w))

is an isomorphism. By [EGA1, Chap. 0, Proposition 7.2.9], it follows that Mw is a
finitely generated O(D∧)-module, and that for any m ≥ 1 the natural morphism

Mw/Jm ·Mw → ΦU,U (C0
m(∆∧w))

is an isomorphism. To conclude the proof, it therefore suffices to construct an
isomorphism of O(D∧)-modules Mw

∼= M∧
w . Now the isomorphisms (11.7) and the

description of images of costandard objects in Lemma 8.6 provide an isomorphism

Mw ⊗O((T∨k )∧) M∧
w−1
∼= M∧

e .

Since M∧
w−1 is invertible for the product ~, with inverse M∧

w , we deduce the desired
isomorphism Mw

∼= M∧
w . �

We can finally prove the desired general statement.
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Lemma 11.7. For any w ∈W , there exist isomorphisms of projective systems(
ΦIu,Iu(C0

m(∆∧w)) : m ≥ 1
) ∼= (Dm(M∧

w ) : m ≥ 1
)

and (
ΦIu,Iu(C0

m(∇∧w)) : m ≥ 1
) ∼= (Dm(M∧

w ) : m ≥ 1
)
.

Proof. First we prove the isomorphisms when w = s ∈ S. In case s ∈ Sf , they follow
from Lemma 8.6 and Lemma 11.6. Now assume that s ∈ Sf r{s}. Then there exist
w ∈Wf and λ ∈ X∗(T ) antidominant such that s = wt(λ) with `(t(λ)) = `(w) + 1.
By Lemma 6.3(1)–(2) we then have

∆∧s
∼= ∇∧w ?̂∆∧t(λ).

Using Proposition 9.6 and the monoidality of ΦIu,Iu we deduce for any m ≥ 1 an
isomorphism

ΦIu,Iu(C0
m(∆∧s )) ∼= ΦIu,Iu(C0

m(∇∧w))~ ΦIu,Iu(C0
m(∆∧t(λ))).

Now ΦIu,Iu(C0
m(∇∧w)) is described in Lemma 8.6, and ΦIu,Iu(C0

m(∆∧t(λ))) is described

in Proposition 10.20(1). Using these descriptions, Lemma 10.2 and (3.6), we deduce
the desired isomorphism(

ΦIu,Iu(C0
m(∆∧s )) : m ≥ 1

) ∼= (Dm(M∧
s ) : m ≥ 1

)
.

The isomorphism(
ΦIu,Iu(C0

m(∇∧s )) : m ≥ 1
) ∼= (Dm(M∧

s ) : m ≥ 1
)

follows, using the same arguments as in the proof of Lemma 11.6.
Note that in case w ∈ Ω, we have ∆∧w

∼= ∇∧w, so that both isomorphisms follow
from Proposition 10.20(2).

Finally we treat the general case. Given a reduced expression w = ωs1 · · · sr
(with ω ∈ Ω, s1, · · · , sr ∈ S and r = `(w)), by Lemma 6.3(2) we have

∆∧w
∼= ∆∧ω ?̂∆∧s1 ?̂ · · · ?̂∆∧sr , ∇∧w ∼= ∇∧ω ?̂∇∧s1 ?̂ · · · ?̂∇

∧
sr .

Using Proposition 9.6 and monoidality of ΦIu,Iu we deduce isomorphisms

ΦIu,Iu(C0
m(∆∧w)) ∼= ΦIu,Iu(C0

m(∆∧ω))~ ΦIu,Iu(C0
m(∆∧s1))~ · · ·~ ΦIu,Iu(C0

m(∆∧sr )),

ΦIu,Iu(C0
m(∇∧w)) ∼= ΦIu,Iu(C0

m(∇∧ω))~ ΦIu,Iu(C0
m(∇∧s1))~ · · ·~ ΦIu,Iu(C0

m(∇∧sr )).
We deduce the desired isomorphisms using the case of the elements ω and si,
together with Lemma 10.2 and (3.6). �

Remark 11.8. Since ΦIu,Iu is an equivalence, Lemma 11.7 implies in particular that
the projective systems (C0

m(∆∧w) : m ≥ 1) and (C0
m(∇∧w) : m ≥ 1) are isomorphic.

In other words, in the quotient P0
Iu,Iu

one cannot see the difference between standard
and costandard objects.

11.8. Completion of the proof. We can finally complete the proof of Lem-
ma 11.4.

Proof of Lemma 11.4. From Lemma 11.5 and (11.5) we deduce (1) in case s ∈ Sf .
Similarly, (2) follows from Lemma 11.5 and (11.6).

Finally, consider some s ∈ S r Sf , and recall the elements w, s′ chosen in §3.1.
Then by definition we have

Ξ∧s,! = ∆∧w ?̂ Ξ∧s′,! ?̂∇∧w−1 .
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Using Proposition 9.6 and monoidality of ΦIu,Iu we deduce for any m ≥ 1 an
isomorphism

ΦIu,Iu(C0
m(Ξ∧s,!))

∼= ΦIu,Iu(C0
m(∆∧w))~ ΦIu,Iu(C0

m(Ξ∧s′,!))~ ΦIu,Iu(C0
m(∇∧w−1)).

Here we know that ΦIu,Iu(C0
m(Ξ∧s′,!))

∼= Dm(B∧s′). On the other hand, by Lem-
ma 11.7 we have isomorphisms

ΦIu,Iu(C0
m(∆∧w)) ∼= Dm(M∧

w ), ΦIu,Iu(C0
m(∇∧w−1)) ∼= Dm(M∧

w−1).

We deduce isomorphisms

ΦIu,Iu(C0
m(Ξ∧s,!))

∼= Dm(M∧
w )~ Dm(B∧s′)~ Dm(M∧

w−1).

Using Lemma 10.2 and the definition (see (3.4)), one sees that the right-hand side
identifies with Dm(B∧s ), which concludes the proof. �

Remark 11.9. The objects Ξ∧s,! considered above have been defined in a canonical

way for s ∈ Sf , and in this case the isomorphism in Theorem 11.2(1) is canonical.
But we do not know any canonical construction in case s ∈ SrSf , and the objects
∆∧ω (ω ∈ Ω) are defined only up to isomorphism. However, one can always fix some
objects Ξ∧,can

s (s ∈ S) and ∆∧,can
ω (ω ∈ Ω) in T∧Iu,Iu and identifications

ΦT(Ξ∧,can
s ) = B∧s , ΦT(∆∧,can

ω ) = M∧
ω

for s ∈ S r Sf and ω ∈ Ω. Using Lemma 3.5 and monoidality of ΦT, we deduce
canonical isomorphisms

(11.8) ∆∧,can
ω ?̂ Ξ∧,can

s ?̂∆∧,can
ω−1

∼= Ξ∧,can
ωsω−1

for any s ∈ S and ω ∈ Ω One can then define the category T∧,BS
Iu,Iu

with

• objects the collections (ω, s1, · · · , si) with ω ∈ Ω and s1, · · · , si ∈ S;
• morphisms from (ω, s1, · · · , si) to (ω′, s′1, · · · , s′j) given by

HomT∧Iu,Iu
(∆∧,can

ω ?̂ Ξ∧,can
s1 ?̂ · · · ?̂ Ξ∧,can

si ,∆∧,can
ω′ ?̂ Ξ∧,can

s′1
?̂ · · · ?̂ Ξ∧,can

s′j

)
.

Using the isomorphisms (11.8) one can define on T∧,BS
Iu,Iu

a canonical monoidal struc-
ture, such that we have a canonical equivalence of monoidal categories

(11.9) T∧,BS
Iu,Iu

∼−→ BSRep(J∧D)

which is the identity on objects, where BSRep(J∧D) is as in §3.3 (for G = G∨k ). We
also have a canonical fully faithful monoidal functor

T∧,BS
Iu,Iu

→ T∧Iu,Iu

sending (ω, s1, · · · , si) to ∆∧,can
ω ?̂Ξ∧,can

s1 ?̂ · · · ?̂Ξ∧,can
si , and T∧Iu,Iu identifies with the

Karoubian closure of the additive hull of T∧,BS
Iu,Iu

.

12. The case of FlG

We continue with the assumptions of Sections 10–11. In this section we briefly
indicate how the constructions of Sections 8, 10 and 11 can be adapted to give a
description of the more familiar category of tilting Iu-equivariant perverse sheaves
on FlG.
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12.1. The case of G/B. We start with the analogue of Theorem 8.3. Recall the
categories PU,B and P0

U,B considered in §10.12, and denote by Π0
U,B : PU,B → P0

U,B

the quotient functor. We can also consider the Verdier quotient of the category
DU,B from the proof of Lemma 6.10 by the Serre subcategory generated by simple

perverse sheaves ForIIu(ICw) with w ∈ Wf r {e}. The functor π†,0 from §5.3 is

t-exact, and it restricts to a functor D0
U,B → D0

U,U ; it therefore restricts to an exact
functor

(12.1) P0
U,B → P0

U,U ,

which is moreover fully faithful (because so is the restriction of π† to perverse
sheaves). The same construction as for the convolution product p?0

U (see §8.1)
provides a left action of the category P0

U,U on P0
U,B , via a bifunctor also denoted

p?0
U , and which is right exact on both sides.
On the other hand, consider the finite k-scheme

E := D×T∨k {e} = T∨k ×T∨k /Wf
{e}

where the morphism D → T∨k is the projection on the second factor and e ∈ T∨k
is the unit element. The closed embedding E ↪→ D induces an exact fully faithful
functor

(12.2) Coh(E)→ Coh0(D).

We also have a natural left action of Coh0(D) on Coh(E), via a bifunctor denoted
~.

Theorem 12.1. There exists a canonical equivalence of abelian categories

ΦU,B : P0
U,B

∼−→ Coh(E)

such that the following diagram commutes up to isomorphism:

P0
U,B

(12.1) //

ΦU,B o
��

P0
U,U

o ΦU,U

��
Coh(E)

(12.2) // Coh0(D).

Moreover, this equivalence intertwines the actions of P0
U,U on P0

U,B and of Coh0(D)

on Coh(E) via the equivalence ΦU,U .

Proof. Recall the object Ξ! from §6.6, which is a projective cover of the simple object
δ in PU,B . The object Π0

U,B(Ξ!) is then the projective cover of the unique simple

object in P0
U,B , so that the functor HomP0

U,B
(Π0

U,B(Ξ!),−) induces an equivalence

of abelian categories

P0
U,B

∼−→ Modfg
r (EndP0

U,B
(Π0

U,B(Ξ!))).

Now, a much simplified version of the proof of Lemma 8.2 shows that for any F in
PU,B the morphism

HomPU,B (Ξ!,F )→ HomP0
U,B

(Π0
U,B(Ξ!),Π

0
U,B(F ))

induced by Π0
U,B is an isomorphism. In particular, we have an algebra isomorphism

EndPU,B (Ξ!)
∼−→ EndP0

U,B
(Π0

U,B(Ξ!)).
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By [BR1, Corollary 9.2], the left-hand side identifies (via monodromy) with O(E),
which provides the desired equivalence ΦU,B .

The compatibility with ΦU,U can be checked using adjunction and (10.29). The
compatibility with the action of P0

U,U follows from (a simplified version of) the same
arguments as for the monoidality of ΦU,U . �

12.2. Description of the regular quotient. We now set

JE := E×D JD.

Since the fiber of JΣ over the image of e in T∨k /Wf is ZG∨k (u), we in fact have

JE ∼= E× ZG∨k (u) as group schemes over E. We will consider the abelian category

Rep(JE) of representations of JE on coherent OE-modules. Pushforward along the
embeddings

{(e, e)} ↪→ E ↪→ D

provides exact and fully faithful functors

(12.3) Rep(ZG∨k (u))→ Rep(JE)→ Rep0(JD)

whose composition is (10.2). We also have a canonical left action of Rep0(JD) on
Rep(JE), and a canonical right action of Rep(ZG∨k (u)) on Rep(JE); the corresponding

bifunctors will be denoted ~ and ⊗ respectively. (The latter bifunctor is exact on
both sides, but the former one is only right exact on both sides.) Finally, we have
a natural exact fully faithful functor

(12.4) Coh(E)→ Rep(JE)

sending a coherent sheaf to itself with the trivial structure as a representation.
On the other hand, recall from §4.7 the category D0

Iu,I
, and the heart P0

Iu,I
of its

perverse t-structure. We have canonical exact and fully faithful functors

P0
I,I

ForI,0Iu−−−→ P0
Iu,I

π†,0−−→ P0
Iu,Iu .

As explained in §4.7, we also have a natural right action of P0
I,I on P0

Iu,I
(via a

bifunctor denoted ?0
I , which is exact on both sides), and as for the construction

of the convolution product p?0
Iu (see §5.2) we have a natural left action of P0

Iu,Iu

on P0
Iu,I

, via a bifunctor also denoted p?0
Iu (and which is also right exact on both

sides). We have a natural embedding G/B = FlG,w◦ ⊂ FlG, which provides via
pushforward an exact and fully faithful functor

(12.5) P0
U,B → P0

Iu,I.

Theorem 12.2. There exists a canonical equivalence of abelian categories

ΦIu,I : P0
Iu,I

∼−→ Rep(JE)

such that the following diagrams commute (up to isomorphisms), where on the left-
hand side the lower horizontal row is as in (12.3):

P0
I,I

ForI,0Iu //

ΦI,I o
��

P0
Iu,I

π†,0 //

ΦIu,Io
��

P0
Iu,Iu

ΦIu,Iuo
��

Rep(ZG∨k (u)) // Rep(JE) // Rep0(JD),

P0
U,B

(12.5) //

ΦU,B o
��

P0
Iu,I

o ΦIu,I

��
Coh(E)

(12.4) // Rep(JE).
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Moreover, this equivalence intertwines the actions of P0
Iu,Iu

and P0
I,I on P0

Iu,I
and of

Rep(ZG∨k (u)) and Rep0(JD) on Rep(JE) via the equivalences ΦI,I and ΦIu,Iu .

12.3. (Sketch of) proof of Theorem 12.2. The same considerations as in §6.4

provide a left action of the category D∧Iu,Iu on D0
Iu,I

, via a bifunctor denoted ?̂
0
, and

which satisfies

(12.6) π†,0(F ?̂
0 G ) ∼= F ?̂

0
(π†,0G )

for any F in D∧Iu,Iu and G in D0
Iu,I

. Taking 0-th perverse cohomology we then define
p?̂

0
as in the setting of P0

Iu,Iu
.

One can deduce from Lemma 6.7 that the monodromy action of O(T∨k ) on any
object in PIu,I (induced by the T -action on FlG by multiplication on the left) factors
through an action of O(E). We can then define the functor ΦIu,I, initially with
values in O(E)-modules, by setting

ΦIu,I(F ) = HomD0
Iu,I

(Π0
Iu,I(Ξ!),R

∧ p?̂
0 F ).

(Here Π0
Iu,I

(Ξ!) is a honest object in D0
Iu,I

, and R∧ p?̂
0 F is an ind-object in D0

Iu,I
;

morphisms are taken in the category Ind-D0
Iu,I

.) Using (12.6), exactness of π†,0,

adjunction and (10.29) one sees that for F in P0
Iu,I

we have a canonical isomorphism

ΦIu,Iu(π†,0(F )) ∼= ΦIu,I(F ).

This implies that ΦIu,I is exact and takes values in finite-dimensional O(E)-modules.
The same considerations as in §10.8 can be used to endow ΦIu,I(F ) with the struc-
ture of a representation of JE, so that we have in fact constructed an exact functor

ΦIu,I : P0
Iu,I → Rep(JE).

The considerations above show that the left-hand diagram in Theorem 12.2 com-
mutes. One can next check commutativity of the right-hand diagram as in Lem-
ma 10.19.

Using the comparison with ΦIu,Iu we see also that ΦIu,I is fully faithful. Es-
sential surjectivity can be checked as in §10.13: namely, using pushforward to D,
Lemma 10.26, and then pullback to E, one sees that any object in Rep(JE) is a
quotient of an object of the form V ⊗ O(E) with V in Rep(G∨k ). This allows to
conclude since

ΦIu,I(Ẑ (V ) ?̂
0

Π0
Iu,Iu(Ξ!)) ∼= V ⊗ O(E).

Finally, compatibility with the actions can be checked by considerations similar
to those used to prove monoidality of ΦIu,Iu (see §10.6 and §10.14).

12.4. Description of tilting perverse sheaves. We finally explain how to adapt
Theorem 11.2 to the present setting. We will denote by TIu,I the subcategory of
tilting objects in the highest weight category PIu,I. We have a natural functor

π† : T∧Iu,Iu → TIu,I,

and an action of the category T∧Iu,Iu on TIu,I (via ?̂), from which the functor π† can

be recoved as the action on the object ForIIu(δ). Standard considerations show that

TIu,I is the smallest additive full subcategory of PIu,I that contains ForIIu(δ) and is
stable under direct summands and the action of the objects Ξ∧s,! (s ∈ S) and ∆∧ω
(ω ∈ Ω).

The following claim follows from [BR1, Proposition 5.9(2)].
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Lemma 12.3. For any F ,G in T∧Iu,Iu , the functor π† induces an isomorphism

HomT∧Iu,Iu
(F ,G )⊗O(T∨k ) k

∼−→ HomTIu,I
(π†(F ), π†(G )),

where the action of O(T∨k ) is via monodromy associated with the right action of T

on F̃lG, and k is viewed as an O(T∨k )-module via evaluation at e ∈ T∨k .

On the other hand, we have a natural functor

Rep(J∧D)→ Rep(JE)

given by restriction to E ⊂ D∧. We also have an action of Rep(J∧D) on Rep(JE) by
convolution (the corresponding bifunctor will once again be denoted ~), and the
functor above is given by the action on the skyscraper sheaf at the base point. We
will denote by SRep(JE) the full additive subcategory of Rep(JE) generated under
direct sums and direct summands by the image of SRep(J∧D) under this functor. In
other words, SRep(JE) is the smallest Karoubian additive subcategory of Rep(JE)
containing the skyscraper sheaf at the base point and stable under action by the
objects B∧s (s ∈ S) and M∧

ω (ω ∈ Ω).

Theorem 12.4. There exists a canonical equivalence of additive categories

ΨT : TIu,I
∼−→ SRep(JE)

which sends ForIIu(δ) to the skyscraper sheaf at the base point and intertwines the
actions of T∧Iu,Iu on TIu,I and SRep(J∧D) on SRep(JE) via the equivalence ΦT.

Proof. It is a standard fact that the quotient functor Π0
Iu,I

is fully faithful on the

subcategory TIu,I (see [BBM, §2.1] for the similar claim on G/B). Since the equiva-

lence Φ0
Iu,I

of Theorem 12.2 sends ForIIu(δ) to the skyscraper sheaf at the base point,
to prove the theorem it therefore suffices to check that this functor satisfies

ΦIu,I(Ξ
∧
s,!

p?̂
0 F ) ∼= B∧s ~ ΦIu,I(F ), ΦIu,I(∆

∧
ω

p?̂
0 F ) ∼= M∧

ω ~ ΦIu,I(F )

for s ∈ S, ω ∈ Ω and F in P0
Iu,I

. However, J acts trivially on F . As in the proof
of Lemma 9.5, one can check that we have a canonical isomorphism

Ξ∧s,!
p?̂

0 F ∼= C0
1(Ξ∧s,!)

p?0
Iu F .

It follows that

ΦIu,I(Ξ
∧
s,!

p?̂
0 F ) ∼= ΦIu,Iu(C0

1(Ξ∧s,!))~ ΦIu,I(F )

∼= D1(B∧s )~ ΦIu,I(F ) ∼= B∧s ~ ΦIu,I(F ),

which proves the first isomorphism. The second one can be checked similarly. �

Remark 12.5. Comparing Theorem 11.2 and Theorem 12.4, and using Lemma 12.3,
we see that for any M,N in SRep(J∧D), there exists a canonical isomorphism

HomSRep(J∧D)(M,N)⊗O(T∨k ) k
∼−→ HomSRep(JE)(M|E, N|E).

Such a property is standard in the usual theory of Soergel bimodules, see e.g. [R3,
Proposition 1.13].

13. Applications

We continue with the assumptions of Sections 10–11–12, and assume furthermore
either that G = GLn or that ` is very good for G.
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13.1. Parity complexes and `-Kazhdan–Lusztig polynomials. We consider
the category DI,I from §4.2, with its convolution product ?I, and the notion of
parity complexes in this category from [JMW]. The full subcategory of DI,I whose
objects are the parity complexes will be denoted ParI,I. This subcategory has a more
“concrete” description as follows. For any s ∈ S, the simple perverse sheaf IC I

s

is just the constant sheaf on the smooth variety FlG,s, shifted by 1; in particular
it is a parity complex. On the other hand, if ω ∈ Ω then the orbit FlG,ω is just a
point; in particular, IC I

ω is the skyscraper sheaf at that point, and is also a parity

complex. We will denote by ParBS
I,I the category with

• objects the collections (s1, · · · , si, ω, n) with s1, · · · , si ∈ S, ω ∈ Ω and
n ∈ Z;
• morphisms from (s1, · · · , si, ω, n) to (s′1, · · · , s′j , ω′, n′) given by

HomParI,I(IC I
s1 ?I · · · ?I IC I

si ?I IC I
ω[n],IC I

s′1
?I · · · ?I IC I

s′j
?I IC I

ω′ [n
′]).

By definition there exists a canonical fully faithful functor

(13.1) ParBS
I,I → DI,I.

It is easily seen that for any ω ∈ Ω and s ∈ S there is a canonical isomorphism

IC I
ω ?I IC I

s ?I IC I
ω−1
∼= IC I

ωsω−1 .

Using this property one obtains that there exists a natural convolution product
(still denoted ?I) on ParBS

I,I which is defined on objects by

(s1, · · · , si, ω, n) ?I (s′1, · · · , s′j , ω′, n′) =

(s1, · · · , si, ωs′1ω−1, · · · , ωs′jω−1, ωω′, n+ n′)

and such that (13.1) is monoidal. For any n ∈ Z the cohomological shift functor

[n] induces an autoequivalence of ParBS
I,I , which will again be denoted [n].

It is well known that the category DI,I is Krull–Schmidt, and that an object in
DI,I is a parity complex if and only if it is a direct sum of direct summands of objects

of ParBS
I,I . In other words, the functor (13.1) identifies ParI,I with the Karoubian

envelope of the additive hull of the category ParBS
I,I .

The theory developed in [JMW] provides a classification of the indecomposable
objects in ParI,I. More specifically, for any w ∈ W there exists a unique (up

to isomorphism) indecomposable object Ew in ParI,I which is supported on FlG,w
and whose restriction to FlG,w is kFlG,w

[`(w)]. Then the assignment (w, n) 7→
Ew[n] induces a bijection between W × Z and the set of isomorphism classes of
indecomposable objects in ParI,I.

Recall the category BSKadd constructed in §3.6, which we consider here in the
case when G = G∨k (with the usual choice of Borel subgroup and maximal torus).
In fact, we will rather consider the “right” variant of this category constructed as
in Remark 3.9, which we will denote BSKr,add. It is a standard fact that we have
identifications

H•I (pt;k) = H•T (pt;k) = S(k⊗Z X
∗(T ))

where S denotes the symmetric algebra (over k) and the right-hand side is seen
as a graded ring with k ⊗Z X

∗(T ) in degree 2. Moreover k ⊗Z X
∗(T ) identifies

canonically with the Lie algebra t of T∨k ; in this way, H•I (pt;k) identifies with the
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graded algebra O(t∗) considered in §3.6. The category BSKr,add is related to ParBS
I,I

as follows.

Theorem 13.1. There exists a canonical equivalence of monoidal categories

BSKr,add
∼= ParBS

I,I

which intertwines the shift functors (1) and [1], and is the identity on objects.

Proof. This theorem is essentially obtained as the combination of [RW1, Theo-
rem 10.7.1] and the main result of [Ab1]. More precisely, these references provide
a canonical equivalence of monoidal categories with the expected properties be-
tween the full subcategories in BSKr,add and ParBS

I,I whose objects are of the form
(s1, · · · , si, e) with s1, · · · , si ∈ S. However, it is easily seen that this equivalence
intertwines, for any ω ∈ Ω, the equivalences given by

M 7→ Fω ? M ? Fω−1 and F 7→ IC I
ω ?I F ?I IC I

ω−1 .

Using this property one sees that the equivalence above can be “extended” to the
equivalence of the theorem. �

Remark 13.2. A different (and more direct) proof of Theorem 13.1 can be obtained
following the constructions in [Ab2, §3]. We will not pursue this here.

We also have similar notions in the category DIu,I; by definition, an object F in

DI,I is a parity complex if and only if ForIIu(F ) is a parity complex. If we denote

by ParBS
Iu,I the category with

• objects the collections (s1, · · · , si, ω, n) with s1, · · · , si ∈ S, ω ∈ Ω and
n ∈ Z;

• morphisms from (s1, · · · , si, ω, n) to (s′1, · · · , s′j , ω′, n′) given by

HomDIu,I

(
ForIIu(IC I

s1 ?I · · · ?I IC I
si ?I IC I

ω[n]),

ForIIu(IC I
s′1
?I · · · ?I IC I

s′j
?I IC I

ω′ [n
′])
)
,

and by ParIu,I the full subcategory of DIu,I whose objects are the parity complexes,
then ParIu,I identifies with the Karoubian envelope of the additive hull of the cate-

gory ParBS
Iu,I.

The right action of the category DI,I on DIu,I (by convolution) induces a right

action of ParBS
I,I on ParBS

Iu,I, and of ParI,I on ParIu,I. The corresponding bifunctors
will again be denoted ?I. For any n ∈ Z the cohomological shift functor [n] induces

an autoequivalence of ParBS
Iu,I, which will again be denoted [n].

If D is one of the categories DI,I, DIu,I, ParI,I, ParIu,I, Par
BS
I,I or ParBS

Iu,I and F ,G
are objects in D, then we will set

Hom•D(F ,G ) =
⊕
n∈Z

HomD(F ,G [n]).

(Depending on the context, this space will be considered either as a graded vector
space, or a plain vector space.) We will see k as a graded H•I (pt;k)-module concen-
trated in degree 0, in the standard way. The following lemma is a particular case
of [MR, Lemma 2.2].



144 R. BEZRUKAVNIKOV AND S. RICHE

Lemma 13.3. For any F ,G in ParI,I, the functor ForIIu induces an isomorphism
of graded vector spaces

k⊗H•I (pt;k) Hom•DI,I
(F ,G )

∼−→ Hom•DIu,I

(
ForIIu(F ),ForIIu(G )

)
.

Below we will use the following consequences of this lemma:

(1) the category ParBS
Iu,I identifies with the category whose objects are those of

ParBS
I,I , and whose morphism space from F to G is given by the degree-0

part in
k⊗H•I (pt;k) Hom•ParBS

I,I
(F ,G );

(2) for any w ∈ W , the object ForIIu(Ew) is indecomposable; as a consequence,

the assignment (w, n) 7→ ForIIu(Ew)[n] induces a bijection between W × Z
and the set of isomorphism classes of indecomposable objects in ParIu,I
(see [MR, Lemma 2.4]).

One possible definition of the `-Kazhdan–Lusztig polynomials attached to W is
as follows: for y, w ∈W we set

`hy,w(v) =
∑
n∈Z

dimH−`(w)−n(FlG,y,Ew|FlG,y

)
· vn.

(The fact that this definition coincides with that considered e.g. in [JW] follows from
the results of [RW1, Part III]. In general, these are Laurent polynomials rather than
polynomials in the usual sense.)

Below we will use the following standard properties of these polynomials. (For
Item (1), see e.g. the proof of [JW, Proposition 4.2(4)]. For (2), see e.g. [JMW,
Proposition 2.6].)

Lemma 13.4. (1) For any w, y ∈W we have `hy,w(v) = `hy−1,w−1(v).
(2) For any w, y ∈W we have

dim
(
Hom•ParIu,I(For

I
Iu(Ew),ForIIu(Ey))

)
=
∑
z∈W

`hz,w(1) · `hz,y(1).

13.2. A degrading functor. Recall the constructions of Remark 11.9. We will
denote by TBS

Iu,I
the category with

• objects the collections (ω, s1, · · · , si) with ω ∈ Ω and s1, · · · , si ∈ S;
• morphisms from (ω, s1, · · · , si) to (ω′, s′1, · · · , s′j) given by

HomTIu,I

(
π†(∆

∧,can
ω ?̂ Ξ∧,can

s1 ?̂ · · · ?̂ Ξ∧,can
si ), π†(∆

∧,can
ω′ ?̂ Ξ∧,can

s′1
?̂ · · · ?̂ Ξ∧,can

s′j
)
)
.

In view of the comments in §12.4, we have a canonical fully faithful functor

(13.2) TBS
Iu,I → TIu,I

which identifies TIu,I with the Karoubian closure of the additive hull of TBS
Iu,I

.

Theorem 13.5. There exist a functors

v : ParBS
Iu,I → TBS

Iu,I,

and an isomorphism ε : v ◦ [1]
∼−→ v such that:

(1) for any F ,G in ParBS
Iu,I, the functor v and the isomorphism ε induce an

isomorphism

Hom•ParBS
Iu,I

(F ,G )
∼−→ HomTBS

Iu,I
(v(F ), v(G ));
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(2) for any s1, · · · , si ∈ S, ω ∈ Ω and n ∈ Z we have

v(s1, · · · , si, ω, n) = (ω−1, si, · · · , s1).

Proof. Using Theorem 13.1 and the comments after Lemma 13.3 one obtains a
canonical equivalence between the category ParBS

Iu,I and the category BSKr,add de-
fined as follows: its objects are those of BSKr,add, and the morphisms from M to
M ′ are given by the degree-0 part in

k⊗O(t∗) Hom•BSKr,add
(M,M ′).

This equivalence is the identity on objects.
On the other hand, consider the category BSK∧. Using the equivalences (3.15)

and (11.9) together with Lemma 12.3, we obtain a canonical equivalence between
TBS

Iu,I
and the category BSK∧ defined as follows: its objects are those of BSK∧, and

the morphisms from M to M ′ are given by

HomBSK∧(M,M ′)⊗O((T∨k )∧) k.

Once again, this equivalence is the identity on objects.
As explained in Remark 3.9, we have a canonical equivalence of monoidal cate-

gories BSKr,add
∼−→ BSKadd sending (s1, · · · , si, ω) to (ω−1, si, · · · , s1). This equiva-

lence induces an equivalence between BSKr,add and the category BSKadd which has
the same objects as BSKadd, and morphisms from M to M ′ defined as

HomBSKadd
(M,M ′)⊗O(t∗) k.

Therefore, to conclude the proof of Theorem 13.5 it suffices to construct a functor

(13.3) vBSK : BSKadd → BSK∧

sending each collection (ω, s1, · · · , si, n) to (ω, s1, · · · , si) and an isomorphism vBSK◦
(1) ∼= vBSK such that for any M,N in BSKadd these data induce an isomorphism⊕

n∈Z
HomBSKadd

(M,N(n))
∼−→ HomBSK∧(vBSK(M), vBSK(N)).

This functor is obtained from Proposition 3.16 and Lemma 3.17. �

Remark 13.6. Theorem 13.5 has a variant relating the categories ParBS
I,I and T∧,BS

Iu,Iu
,

and involving the isomorphism appearing in Lemma 3.17. We leave it to the inter-
ested reader to formulate this statement, and modify the proof above accordingly.

13.3. Numerical consequence. In this subsection we discuss a “numerical” ap-
plication of Theorem 13.5. Recall that if F belongs to TIu,I and w ∈ W , we

denote by (F : ∆I
w), resp. (F : ∇I

w), the number of occurrences of ForIIu(∆I
w),

resp. ForIIu(∇I
w), in a standard, resp. costandard, filtration of F . It is well known

that these numbers are well defined; in fact we have

(F : ∆I
w) = dim Hom(F ,ForIIu(∇I

w)), (F : ∇I
w) = dim Hom(ForIIu(∆I

w),F ).

Using Verdier duality one also sees that for any F in TIu,I and w ∈W we have

(13.4) (F : ∆I
w) = (F : ∇I

w).

It is a standard fact that if F ,G belong to TIu,I we have

dim Hom(F ,G ) =
∑
w∈W

(F : ∆I
w) · (G : ∇I

w),
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which in view of (13.4) implies that

(13.5) dim Hom(F ,G ) =
∑
w∈W

(F : ∆I
w) · (G : ∆I

w).

If F belongs to T∧Iu,Iu and w ∈ W , we will similarly denote by (F : ∆∧w),

resp. (F : ∇∧w), the number of occurrences of ∆∧w, resp. ∇∧w, in a standard, resp. co-
standard, filtration of F . To see that these numbers are well defined, one simply
notices that if F is in T∧Iu,Iu the object π†(F ) is a tilting perverse sheaf, and that
for w ∈W we have

(13.6) (F : ∆∧w) = (π†F : ∆I
w), (F : ∇∧w) = (π†F : ∇I

w).

These equalities and (13.4) also show that

(F : ∆∧w) = (F : ∇∧w)

for any w ∈W .
Recall the object Tw and T ∧w defined in §4.2 and §6.3 respectively.

Corollary 13.7. For any w, y ∈W we have

(T ∧w : ∆∧y ) = `hy,w(1).

Proof. Passing to Karoubian closures of additive hulls, the functor v of Theo-
rem 13.5 induces a functor

ParIu,I → TIu,I

(still denoted v) which is a “degrading functor” in the sense that it satisfies prop-
erty (1) of Theorem 13.5. By construction we have

(13.7) v
(
ForIIu(IC I

s1 ?I · · · ?I IC I
si ?I IC I

ω)
) ∼= π†

(
∆∧ω−1 ?̂ Ξ∧si,! ?̂ · · · ?̂ Ξ∧s1,!

)
for any ω ∈ Ω and s1, · · · , si ∈ S. For any w ∈ W , the finite-dimensional graded
ring

Hom•ParIu,I(For
I
Iu(Ew),ForIIu(Ew))

has a local degree-0 part; it is therefore local as an ungraded ring, see [GG]. This

observation and the “degrading” property of v show that v(ForIIu(Ew)) is indecom-
posable. Once this fact it known, it is not difficult to deduce from (13.7) that for
any w ∈W we have

v(ForIIu(Ew)) ∼= Tw−1 .

We deduce that for any w, y ∈W we have

dim
(
Hom•ParIu,I(For

I
Iu(Ew),ForIIu(Ey))

)
= dim

(
HomTIu,I

(Tw−1 ,Ty−1)
)
.

Comparing Lemma 13.4(2) and (13.5), one then deduces (by induction on w, and
then by induction on y for fixed w) that for any w, y ∈W we have

(Tw : ∆I
y) = `hy−1,w−1(1).

Finally, the formula of the corollary follows, using Lemma 13.4(1) and (13.6). �
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13.4. Koszul duality. Another application of Theorem 13.5 is to an alternative
construction of the “modular Koszul duality” of [AMRW], in the special case of
affine flag varieties. This construction, based on the ideas of an earlier construction
in the setting of ordinary flag varieties of reductive groups [AR2], gives more than
the methods of [AMRW]: it also allows to construct a “forgetful functor” relating
the “mixed perverse sheaves” of [AR2, AMRW] to ordinary perverse sheaves.

Recall that following [AR2] we define the “mixed derived category” of k-sheaves
on FlG by setting

Dmix
Iu,I := KbParIu,I.

This category admits a “Tate twist” autoequivalence 〈1〉 defined as {−1}[1] where
{−1} is the autoequivalence induced by the negative cohomological shift in the
category ParIu,I, while [1] is the cohomological shift in the homotopy category. The
constructions of [AR2, Section 2] endow Dmix

Iu,I
with a “perverse t-structure” whose

heart is a finite-length abelian category, stable under 〈1〉, and which will be denoted
Pmix

Iu,I
. By [AR2, §3.2 and Section 4] the category Pmix

Iu,I
admits a natural structure

of graded highest weight category, defined by some families of “standard objects”
(∆mix

w : w ∈ W ) and “costandard objects” (∇mix
w : w ∈ W ). In particular there

is a notion of tilting objects in Pmix
Iu,I

, and the indecomposable tilting objects are

parametrized in a natural way by W×Z; see [AR2, Proposition A.4]. For w ∈W we
will denote by T mix

w the indecomposable tilting object associated with (w, 0); then
for any n ∈ Z the object corresponding to (w, n) is T mix

w 〈n〉. Any object in ParIu,I
can also be seen as an object in Dmix

Iu,I
, by identifying it with a complex concentrated

in degree 0. In particular, the image of ForIIu(Ew) will be denoted E mix
w .

As terminology and notation suggest, one wants to think of Dmix
Iu,I

as a “mixed

version” of the category DIu,I, and in fact the results of [AMRW, AR3] show that this

category has properties similar to those of the category of mixed Q`-sheaves in the
sense of Deligne (or, more precisely, a modification considered in [BGS]). However,
from its construction we do not have a priori any formal relation between Dmix

Iu,I
and

DIu,I. Point (2) of the following theorem exactly compensates this discrepancy.

Theorem 13.8. (1) There exists an equivalence of triangulated categories

κ : Dmix
Iu,I

∼−→ Dmix
Iu,I

which satisfies κ ◦ 〈1〉 ∼= 〈−1〉[1] ◦ κ and

κ(∆mix
w ) ∼= ∆mix

w−1 , κ(∇mix
w ) ∼= ∇mix

w−1 ,

κ(T mix
w ) ∼= E mix

w−1 , κ(E mix
w ) ∼= T mix

w−1

for any w ∈W .
(2) There exists a functor

ν : Dmix
Iu,I → DIu,I

and an isomorphism of functors ν ◦ 〈1〉 ∼= ν such that for any F ,G in Dmix
Iu,I

the induced morphism⊕
n∈Z

HomDmix
Iu,I

(F ,G 〈n〉)→ HomDIu,I
(ν(F ), ν(G ))
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is an isomorphism. Moreover ν is t-exact for the perverse t-structures, and
satisfies

ν(∆mix
w ) ∼= ∆w, ν(∇mix

w ) ∼= ∇w,
ν(T mix

w ) ∼= Tw, ν(E mix
w ) ∼= Ew

for any w ∈W

Proof. The proofs are identical to those of [AR2, Theorem 5.4 and Proposition 5.5],
starting from Theorem 13.5 instead of the main result of [AR1]. �

13.5. Application to the Finkelberg–Mirković conjecture. We now explain
that the results of this paper allow to give a proof of a weak form of the conjecture
formulated by Finkelberg–Mirković in [FM], which has had an important influence
on recent work regarding the representation theory of reductive groups. Here for
simplicity we assume that G is semisimple of adjoint type, i.e. that X∗(T ) is the
root lattice of (G,T ). We assume in addition that ` > h where h is the Coxeter
number of G, and that ` 6= 19, resp. ` 6= 31, in case R has a component of type E7,
resp. E8. These assumptions ensure in particular that those of Sections 10–11–12
are satisfied.

We let G be a (simply-connected) semisimple algebraic group over k whose Frobe-
nius twist is G∨k . We also denote by B, resp. T, the Borel subgroup, resp. maximal
torus, whose Frobenius twist is B∨k , resp. T∨k . We identify the lattice of characters
of T with X∗(T∨k ) = X∗(T ) in such a way that the morphism X∗(T∨k ) → X∗(T)
induced by the Frobenius morphism is given by λ 7→ `λ. Then the simple objects in
the category Rep(G) of finite-dimensional G-modules are classified, via their high-
est weight, by the dominant weights of (G,B,T), i.e. by X+

∗ (T ). The simple object
attached to λ will be denoted L(λ).

The affine Weyl group of G in the sense of [Ja] is the subgroup W ′ of W generated
by S, i.e. the semidirect product of Wf with the coroot lattice of (G,T ) (see §4.3).
We consider the action ·` of W ′ on X∗(T) defined by

(tλx) ·` µ = x(µ+ ρ)− ρ+ `λ

for λ in the coroot lattice and x ∈Wf , where ρ is the halfsum of the positive roots
of G. We will denote by Rep0(G) the Serre subcategory of Rep(G) generated by the
simple objects L(λ) with λ ∈ (W ′ ·` 0) ∩X+

∗ (T ). It is a basic observation that the
map w 7→ w ·` 0 defines a bijection between the subset of W ′ consisting of elements
w which have minimal length in Wfw and (W ′ ·` 0) ∩X+

∗ (T ).
The category Rep(G) admits a natural structure of highest weight category with

underlying poset X+
∗ (T ) (with the order �), with standard, resp. costandard, object

attached to λ the Weyl module, resp. induced module, of highest weight λ. These
objects will be denoted M(λ) and N(λ) respectively. In particular we have a notion
of tilting objects in this category, and the indecomposable tilting objects are classi-
fied by X+

∗ (T ) (via their highest weight). The indecomposable tilting module with
highest weight λ will be denoted T(λ). The linkage principle shows that Rep0(G)
is a direct summand in Rep(G). In particular, the standard, resp. costandard,
resp. indecomposable tilting, modules whose highest weight is in (W ′ ·` 0)∩X+

∗ (T )
belong to Rep0(G). We will denote by Tilt0(G) the subcategory of Rep0(G) whose
objects are the tilting modules.

On the other hand, consider the Iu-equivariant derived category DIu,L+G of con-
structible k-sheaves on GrG. This category admits a natural perverse t-structure,
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whose heart will be denoted PIu,L+G. Let also Gr◦G be the connected compo-
nent of GrG containing the base point, and denote by DIu,L+G,◦ ⊂ DIu,L+G and
PIu,L+G,◦ ⊂ PIu,L+G the subcategories of objects supported on Gr◦G. The Iu-orbits

on Gr◦G are in a natural bijection with the subset W ′,f ⊂W ′ consisting of elements
w ∈ W ′ which have minimal length in wWf . (This bijection sends w to the image

of FlG,w in GrG.) We will denote by ∆w, resp. ∇w, resp. ICw, the !-pushforward,
resp. ∗-pushforward, resp. intermediate extension, of the constant local system on
the orbit attached to w, shifted by its dimension. In fact, the orbit attached to
w ∈ W ′,f is isomorphic to an affine space (of dimension `(w)), which implies that
∆w and ∇w are perverse sheaves. Moreover ICw is the image of the unique (up to
scalar) nonzero morphism ∆w → ∇w, and the map sending w to the isomorphism

class of ICw provides a bijection between W ′,f and the set of isomorphism classes
of simple objects in PIu,L+G,◦. The classical results of [BGS, §§3.2–3.3] ensure that
PIu,L+G,◦ admits a canonical structure of highest weight category with underlying

poset W ′,f (endowed with the restriction of the Bruhat order on W ′), with stan-
dard, resp. costandard, object attached to w the perverse sheaf ∆w, resp. ∇w. In
particular we can consider tilting objects in this category, and the indecomposable
tilting objects are classified by W ′,f . The indecomposable tilting object attached
to w will be denoted T w.

There exists a canonical (left) action of the monoidal category (D∧Iu,Iu , ?̂) on
DIu,L+G, defined by a procedure similar to that used for the action on DIu,I. The
corresponding bifunctor will also be denoted ?̂.

The following statement is the promised weak form of a conjecture formulated
in [FM].

Theorem 13.9. There exists an equivalence of categories

PIu,L+G,◦ ∼= Rep0(G)

matching, for w ∈ W ′,f , the object ∆w, resp. ∇w, resp. ICw, resp. T w, with
M(w−1 ·` 0), resp. N(w−1 ·` 0), resp. L(w−1 ·` 0), resp. T(w−1 ·` 0).

Proof. Consider the full subcategory ParBS
I,I,◦ of ParBS

I,I whose objects are the se-
quences of the form (s1, · · · , si, e, n). Let also ParI,I,◦ be the Karoubian envelope

of the additive hull of ParBS
I,I,◦; then ParI,I,◦ identifies with the category of parity

objects in the subcategory of DI,I consisting of complexes supported on the con-

nected component of the base point in FlG. We will denote by ParI,I,◦ the category
which has the same objects as ParI,I,◦, and whose morphism space from F to G is
the quotient of Hom•ParI,I(F ,G ) by the subspace consisting of sums of homogeneous

morphisms factoring through objects of the form IC I
s1 ?I · · ·?IIC I

si [n] with s1 ∈ Sf .
For any s ∈ S we can choose a weight µs on the wall of the fundamental alcove

attached to s which does not belong to any other wall (see [Ja, §II.6.3]). Then we
have translation functors Tµs0 and T 0

µs , and we set Θs := T 0
µs ◦T

µs
0 . (The definition

of this functor requires some choices, but its isomorphism class is well defined;
see e.g. [RW1, §3.2] for details.) It has been conjectured in [RW1], and proved
independently in [BR2] and [Ci], that there exists a right action of the monoidal

category ParBS
I,I,◦ on Rep0(G) such that the object IC I

s acts via a functor isomorphic
to Θs for any s ∈ S. As explained in [RW1, Theorem 5.2.1], once this statement is
known one obtains an equivalence of additive categories

(13.8) ParI,I,◦
∼−→ Tilt0(G)
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sending an object to its action on the trivial module k = L(0).
On the other hand, consider the subcategory TIu,I,◦ of TIu,I consisting of tilting

objects supported on the connected component of the base point in FlG, and de-
note by TiltIu,L+G,◦ the full subcategory of PIu,L+G,◦ consisting of tilting objects.
It is a standard fact that pushforward under the natural morphism FlG → GrG
sends tilting perverse sheaves to tilting perverse sheaves. (In fact the proof of the
corresponding fact for Q`-perverse sheaves given in [Yu, Proposition 2.4.1] applies
in the present setting also.) We deduce a canonical functor

TIu,I,◦ → TIu,L+G,◦.

It is easily seen that this functor sends each Ξs,! with s ∈ Sf to 0. As a consequence,
the composition

ParI,I,◦ → TIu,I,◦ → TIu,L+G,◦

(where the first functor is obtained from the composition of ForIIu with the functor of
Theorem 13.5 by passing to Karoubian envelopes of additive hulls) factors through
a functor

(13.9) ParI,I,◦ → TIu,L+G,◦

which for any s ∈ S intertwines right convolution (via ?I) with IC I
s on the left-

hand side and left convolution (via ?̂) with T ∧s on the right-hand side. In view
of (13.8), (13.9) provides a functor

Tilt0(G)→ TIu,L+G,◦,

which is easily seen to send T(w−1 ·` 0) to T w for any w ∈W ′,f .
The general theory of highest weight categories implies that the triangulated

category DbRep0(G), resp. DIu,L+G,◦, identifies with the bounded homotopy cate-
gory of Tilt0(G), resp. TIu,L+G,◦. From the functor above we therefore deduce a
triangulated functor

(13.10) DbRep0(G)→ DIu,L+G,◦.

We claim that for any w ∈W ′,f the functor (13.10) sends the module M(w−1 ·`0),
resp. N(w−1 ·` 0), to ∆w, resp. ∇w. We will prove this claim in the case of standard
objects; the other case is similar. The proof proceeds by induction on `(w). The

case `(w) = 0, i.e. w = e, is clear since M(0) = T(0) and ∆e = T e. Then choose
w ∈W ′,f and s ∈ S such that `(sw) = `(w)− 1 (which implies that ws ∈W ′,f) and
assume the claim is known for sw. Using adjunction and [Ja, Proposition II.7.11]
one sees that we have

(13.11) dim Hom(M(w−1s ·` 0),ΘsM(w−1s ·` 0)) = 1,

and by [Ja, Proposition II.7.12] there exists an exact sequence

M(w−1s ·` 0) ↪→ ΘsM(w−1s ·` 0)�M(w−1 ·` 0)

where, by (13.11), the first morphism can be chosen to be any nonzero morphism.
Now, consider a nonzero morphism δ → ICs[1] in ParI,I. (Such a morphism exists,
and is unique up to scalar.) Consider the image of this morphism under the com-

position of the functor of Theorem 13.5 and ForIIu , and convolve on the right with

∆sw. We deduce a nonzero morphism ∆sw → Ts ?I ∆sw
∼= T ∧s ?̂∆sw, which fits in

an exact sequence

∆sw ↪→ T ∧s ?̂∆sw � ∆w.
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These considerations show that the morphism δ → ICs[1], acting on M(w−1s ·` 0),
is sent by (13.10) to a nonzero morphism ∆sw → T ∧s ?̂ ∆sw; the latter morphism
is therefore also nonzero, and its cone (isomorphic to M(w−1 ·` 0)) is sent to ∆w,
which finishes the proof of our claim.

Once this claim is proved, we deduce by standard arguments that (13.10) is an
equivalence of categories. Namely, for w, y ∈W ′,f we have

dim HomDbRep0(G)(M(w−1 ·` 0),N(y−1 ·` 0)[n]) =

{
1 if w = y and n = 0;

0 otherwise

and

dim HomDIu,L+G,◦
(∆w,∇y[n]) =

{
1 if w = y and n = 0;

0 otherwise.

Fix w ∈W ′,f , and consider a nonzero morphism M(w−1·`0)→ N(w−1·`0). The cone
of this morphism belongs to the triangulated subcategory generated by the objects
M(y−1 ·`0) with `(y) < `(w); the image of this morphism under (13.10) is therefore a
morphism ∆w → ∇w whose cone belongs to the triangulated subcategory generated
by the objects ∆y with `(y) < `(w), hence is nonzero. These arguments show that
our functor induces, for any w, y ∈W ′,f and n ∈ Z, an isomorphism

HomDbRep0(G)(M(w−1 ·` 0),N(y−1 ·` 0)[n])
∼−→ HomDIu,L+G,◦

(∆w,∇y[n]);

by Bĕılinson’s lemma it is therefore fully faithful. This property implies that the
essential image of this functor is a triangulated subcategory of DIu,L+G,◦; since it
contains all the standard perverse sheaves it must coincide with DIu,L+G,◦.

The equivalence (13.10) is t-exact since it sends standard, resp. costandard, rep-
resentations to standard, resp. costandard, perverse sheaves. It therefore restricts
to an (exact) equivalence Rep0(G)

∼−→ PIu,L+G,◦. By exactness this equivalence
sends the image of a nonzero morphism M(w−1 ·` 0)→ N(w−1 ·` 0) to the image of

a nonzero morphism ∆w → ∇w, i.e. it sends L(w−1 ·` 0) to ICw. It must also send
indecomposable tilting modules to indecomposable tilting perverse sheaves, and by
consideration of highest weights we see that it more precisely sends T(w−1 ·` 0) to

T w, which finishes the proof. �

Remark 13.10. (1) In addition to the properties stated in Theorem 13.9, the
conjecture in [FM] requires a compatibility of the equivalence with the
Satake equivalence S; see e.g. [AR5, §1.2] for details. This compatibility
is important for some applications, see e.g. [AR6]. We expect to obtain a
proof of this stronger version in the third part of this project.

(2) In the course of the proof of Theorem 13.9 we have seen that the functor
of Theorem 13.5 induces an equivalence of additive categories

ParI,I,◦
∼−→ TIu,L+G,◦.

On the other hand, consider the category P̃arI,I,◦ whose objects are those of
ParI,I and whose morphisms are obtained from those in DI,I by quotient by
morphisms factoring through an object of the form IC I

s1 ?I · · · ?I IC I
si [n]

with s1 ∈ Sf . Recall the category DIW,I considered in the course of the
proof of Lemma 10.17. We have a notion of parity complexes in this cat-
egory (see e.g. [RW1, §11.2]), giving rise to a full subcategory ParIW,I ⊂
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DIW,I. Considering objects supported on the connected component con-
taining the base point, we obtain subcategories ParIW,I,◦ ⊂ DIW,I,◦. As
explained in [RW1, Theorem 11.7.1], the averaging functor DI,I → DIW,I
induces an equivalence of categories

P̃arI,I,◦
∼−→ ParIW,I,◦.

The obvious “degrading” functor P̃arI,I,◦ → ParI,I,◦ therefore provides a
functor

ParIW,I,◦ → TIu,L+G,◦

with properties similar to those stated in Theorem 13.5. This provides
a version of the construction of [AMRW, §7.2] involving “true” perverse
sheaves rather than their mixed versions, and also explains the relation
between the approach to Tilt0(G) proposed in [RW1] and the one that is
suggested by the Finkelberg–Mirković conjecture.

(3) From Theorem 13.9 and standard arguments (involving in particular the
considerations in [Wi, §1.13]4) one can obtain yet another proof of Lusztig’s
conjecture on characters of simple modules in Rep0(G) [Lu] in large char-
acteristic, which bypasses the comparison of characters of simple and inde-
composable tilting modules (see [RW1, §1.8]).

Appendix A. Verdier quotients, Serre quotients, and t-structures

A.1. Quotient categories. If A is an abelian category, recall that a Serre subcate-
gory of A is a nonempty strictly full subcategory which is stable under subquotients
and extensions. Given a Serre subcategory B ⊂ A, one can form the quotient cate-
gory A/B and the exact functor Q : A→ A/B which satisfy the universal property
that given an abelian category A′ and an exact functor F : A → A′ such that
F (M) = 0 for any M in B, there exists a unique functor G : A/B → A′ such that
F = G ◦Q. (Moreover, in this situation G is exact.)

Remark A.1. There exist at least two different constructions of A/B: the initial
construction of Gabriel given in [Gab, §III.1], and the construction as a localization
explained in [SP, Tag 02MN]. Since these constructions provide categories satisfy-
ing the same universal property, the corresponding categories must be canonically
equivalent.

Now, let D be a triangulated category, and E ⊂ D a full triangulated subcategory.
Then one can form the quotient category D/E and the quotient functor Π : D→ D/E
using a localization procedure as in [SP, Tag 05RA]. This category satisfies the
following universal properties (see [SP, Tag 05RJ]):

(1) for any triangulated category D′ and any triangulated functor F : D→ D′

such that F (M) = 0 for any M in E, there exists a unique functor G :
D/E→ D′ such that F = G ◦Π; moreover G is triangulated;

(2) for any abelian category A and any cohomological functor H : D→ A such
that H(M) = 0 for any M in E, there exists a unique functor H ′ : D/E→ A
such that H = H ′ ◦Π; moreover H ′ is a cohomological functor.

4Note that the combinatorial statement due to Kato discussed in this reference can also be

proved geometrically by translating in the Grothendieck group the main result of [AR5] in the
case of characteristic-0 coefficients. (This case was first proved by the first author with Arkhipov,

Braverman, Gaitsgory and Mirković).

https://stacks.math.columbia.edu/tag/02MN
https://stacks.math.columbia.edu/tag/05RA
https://stacks.math.columbia.edu/tag/05RJ
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Another property which is checked similarly is that given a triangulated bifunctor
F : D×D→ D′ such that F (X,Y ) = 0 if either X or Y is in E, there exists a unique
bifunctor G : (D/E)× (D/E)→ D′ such that F = G(Π(−),Π(−)), and moreover G
is triangulated.

A.2. Verdier quotient and t-structures. Let D be a triangulated category
equipped with a bounded t-structure (D≤0,D≥0). We will denote by A the heart of
this t-structure, and by (Hn : n ∈ Z) the associated cohomology functors. Recall
that a bounded t-structure is automatically non-degenerate; in particular we have

D≤0 = {X ∈ D | ∀n ∈ Z>0, H
n(X) = 0};

D≥0 = {X ∈ D | ∀n ∈ Z<0, H
n(X) = 0},

see [BBDG, Proposition 1.3.7].
Let also B ⊂ A be a Serre subcategory, and denote by DB the full triangulated

subcategory of D generated by B; it is easily seen that

DB = {X ∈ D | ∀n ∈ Z, Hn(X) ∈ B}.

We set

D′ := D/DB,

and denote the quotient functor by Π : D→ D′.

Lemma A.2. (1) There exists a unique t-structure on D′ such that Π is t-
exact.

(2) This t-structure is bounded, and given explicitly by

D′≤0 = {X ∈ D′ | ∀m ∈ Z>0, H
m(X) ∈ B};

D′≥0 = {X ∈ D′ | ∀m ∈ Z<0, H
m(X) ∈ B},

where we identify the objects of D and D′.
(3) If A′ is the heart of this t-structure, then the restriction of ΠD to A, seen as

a functor A→ A′, factors through an equivalence of categories A/B
∼−→ A′.

Proof. We define the full subcategories D′≤0 and D′≥0 as in the statement of the

lemma, and then set D′≤n := D′≤0[−n] and D′≥n := D′≥0[−n] for n ∈ Z; we also have

D′≤n = {X ∈ D′ | ∀m ∈ Z>n, Hm(X) ∈ B};
D′≥n = {X ∈ D′ | ∀m ∈ Z<n, Hm(X) ∈ B}.

First, let us show that (D′≤0,D
′
≥0) is a t-structure on D′.

The first axiom we have to check is that if X ∈ D′≤0 and Y ∈ D′≥1 we have

HomD′(X,Y ) = 0. Recall that a morphism f : X → Y in D′ is the equivalence
class of a diagram

X
g←− Z h−→ Y

where Z ∈ D, g, h are morphisms in D, and the cone C of g belongs to DB. Since
X ∈ D′≤0, the long exact sequence in cohomology associated with the distinguished
triangle

Z
g−→ X → C

[1]−→
shows that Hn(Z) ∈ B for any n > 0. It follows that the canonical morphism
ϕ : τ≤0Z → Z is such that Π(ϕ) is an isomorphism. Similarly the canonical
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morphism ψ : Y → τ≥1Y is such that Π(ψ) is an isomorphism. We deduce that f
can be written as the composition

X
Π(g)−1

−−−−→ Z
Π(ϕ)−1

−−−−−→ τ≤0Z
Π(ϕ)−−−→ Z

Π(h)−−−→ Y
Π(ψ)−−−→ τ≥1Y

Π(ψ)−1

−−−−−→ Y.

Now ψ ◦ h ◦ ϕ = 0 since (D≤0,D≥0) is a t-structure on D, hence f = 0.
It is clear that we have D′≤0 ⊂ D′≤1 and D′≥0 ⊃ D′≥1, so that our data satisfy

the second axiom of a t-structure. Finally, for any X ∈ D′, considered as an object

in D, the canonical triangle τ≤0X → X → τ≥1X
[1]−→ in D induces a distinguished

triangle

Π(τ≤0X)→ Π(X)→ Π(τ≥1X)
[1]−→

in D′, proving that the third axiom is also satisfied.
It is clear that the t-structure constructed above is bounded, and that Π is t-

exact. The unicity of a t-structure on D′ such that Π is t-exact follows from the
standard claim that two t-structures on a given triangulated category such that the
nonpositive part of the first one is contained in the nonpositive part of the second
one and the nonnegative part of the first one is contained in the nonnegative part
of the second one must coincide.

Let us now denote by A′ the heart of the t-structure on D′. Since Π is t-exact it
restricts to an exact functor A→ A′. It is clear that this functor sends all objects of
B to 0; by the universal property of the Serre quotient it therefore factors through
an exact functor

(A.1) A/B→ A′.

On the other hand, consider the quotient functor Q : A → A/B, and the cohomo-
logical functor Q ◦H0 : D→ A/B. It is clear that this functor sends all objects of
DB to 0; it therefore factors through a cohomological functor D′ → A/B, which by
restriction to A′ provides an exact functor

(A.2) A′ → A/B.

It is clear that (A.1) and (A.2) are quasi-inverse to each other, so that (A.1) is an
equivalence of categories. �

A.3. Quotients of derived categories. Let now A be an abelian category, and
B ⊂ A be a Serre subcategory. We consider as in §A.2 the full triangulated sub-
category DB of Db(A) generated by B. Consider the Serre quotient A/B, and the
quotient functor Q : A→ A/B. The following statement is [Mi, Theorem 3.2].

Proposition A.3. The functor

Db(Q) : Db(A)→ Db(A/B)

factors through an equivalence of triangulated categories

Db(A)/DB
∼−→ Db(A/B).

By uniqueness, in this particular setting the t-structure obtained using Lem-
ma A.2 from the standard t-structure on Db(A) is just the standard t-structure on
Db(A/B).
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Appendix B. Flat modules in categories

B.1. Modules in categories. Let k be a commutative ring, R be a k-algebra,
and A be a k-linear abelian category. Recall (see [KS, §8.5]) that an R-module in A
is a pair (X, ξX) where X is an object in A and ξX : R → EndA(X) is a k-algebra
morphism. The R-modules in A are the objects in a k-linear abelian category
Mod(R,A), where morphisms from (X, ξX) to (Y, ξY ) are defined as morphisms
f : X → Y in A which satisfy f ◦ ξX(r) = ξY (r) ◦ f for any r ∈ R. Usually the
morphism ξX will be omitted from notation. Note that if X ∈ Mod(R,A) and
Y ∈ A the k-module HomA(X,Y ) admits a natural structure of right R-module,
where r ∈ R acts on a morphism f : X → Y by sending it to f ◦ ξX(r).

Given a right R-module M and an object X ∈ Mod(R,A), if the functor

Y 7→ HomRop(M,HomA(X,Y ))

is representable we denote by M ⊗RX the object that represents it. This condition
is automatic in the following cases:

(1) A admits inductive limits, see [KS, Proposition 8.5.5(a)]. (In particular, this
condition is satisfied in case A = Ind-C with C a k-linear abelian category,
see [KS, Theorem 8.6.5(iii)].)

(2) M is of finite presentation, see [KS, Remark 8.5.7].

If we denote by Modr(R) the category of right R-modules, then in case (1) we
therefore obtain a canonical bifunctor

(−)⊗R (−) : Modr(R)×Mod(R,A)→ A,

which is additive and right exact on both sides. It is clear that if S is another k-
algebra, M is an (S,R)-bimodule and N is a right S-module, then if X ∈ Mod(R,A)
the object M ⊗R X has a canonical structure of S-module in A, and moreover we
have a canonical isomorphism

(B.1) N ⊗S
(
M ⊗R X

) ∼= (N ⊗S M)⊗R X.

If we assume that R is right noetherian and denote by Modfg
r (R) the category of

finitely generated right R-modules, then in view of (2) above we similarly have a
canonical bifunctor

(B.2) (−)⊗R (−) : Modfg
r (R)×Mod(R,A)→ A

which again is additive and right exact on both sides and satisfies (B.1) when M
is finitely generated as a right R-module and N is finitely generated as a right
S-module. Concretely, given a free presentation

R⊕n
f−→ R⊕m →M → 0,

the morphism f , seen as a matrix with coefficients in R, defines via ξX a morphism
X⊕n → X⊕m, and M ⊗R X is canonically isomorphic to the cokernel of this map.

Lemma B.1. Let X ∈ A, Y ∈ Mod(R,A) and M ∈ Modr(R), and assume that the
tensor product M ⊗R Y is defined. Then HomA(X,Y ) has a canonical structure of
left R-module, and there exists a canonical morphism of k-modules

M ⊗R HomA(X,Y )→ HomA(X,M ⊗R Y ).



156 R. BEZRUKAVNIKOV AND S. RICHE

Proof. The R-module structure on HomA(X,Y ) is defined so that an element r ∈ R
acts on a morphism f by sending it to ξY (r) ◦ f . By the standard adjunction for
tensor products of R-modules, to construct a morphism as in the lemma we need
to define a morphism of right R-modules

M → Homk(HomA(X,Y ),HomA(X,M ⊗R Y )).

In other words, given m ∈ M and a morphism f : X → Y , we need to construct
a morphism X → M ⊗R Y . By the Yoneda lemma, to construct such a morphism
one needs to define, for any Z ∈ A, a morphism

HomA(M ⊗R Y, Z)→ HomA(X,Z)

functorial in Z. Now by definition we have

HomA(M ⊗R Y,Z) = HomRop(M,HomA(Y,Z)).

To a morphism ϕ : M → HomA(Y,Z) one can associate the morphism

ϕ(m) ◦ f : X → Z,

which provides the desired construction. �

Remark B.2. (1) One can define in a similar way the notion of right R-module
in A, and the tensor product X ⊗R M if X is a right R-module in A and
M is a left R-module. In practice, we will only consider this construction
in case R is commutative, so that left and right R-modules are the same.
We will choose the most convenient notation among X⊗RM and M⊗RX,
depending on the context.

(2) In case A is the category of k-modules, then an R-module in A is nothing
but a left R-module in the usual sense. Moreover, the above definition of
the tensor product coincides with the usual definition.

B.2. Flatness. Let again k be a commutative ring, A a k-linear abelian category,
and R a k-algebra. We will assume in addition that R is right noetherian. We will
say that an object X ∈ Mod(R,A) is R-flat (or simply flat if R is clear from the
context) if the functor

(−)⊗R X : Modfg
r (R)→ A

is exact, i.e. if for any injection M1 ↪→ M2 of finitely generated R-modules the
induced morphism M1 ⊗R X →M2 ⊗R X is injective.

Remark B.3. In view of [SP, Tag 00HD], this definition is equivalent to the usual
definition of flatness for R-modules in case R is commutative5 and A is the category
of k-modules (see Remark B.2(2)).

The next lemma states that this notion satisfies the usual properties of flat
modules.

Lemma B.4. (1) Consider a short exact sequence

0→ X1 → X2 → X3 → 0

in Mod(R,A). If X3 is R-flat, then for any M in Modfg
r (R) the induced

sequence

0→M ⊗R X1 →M ⊗R X2 →M ⊗R X3 → 0

5This assumption is probably not necessary, but we were not able to find an appropriate
reference where this condition is omitted.

https://stacks.math.columbia.edu/tag/00HD


MODULAR AFFINE HECKE CATEGORY AND REGULAR CENTRALIZER 157

is a short exact sequence.
(2) Consider a short exact sequence

0→ X1 → X2 → X3 → 0

in Mod(R,A). If X1 and X3 are R-flat, then so is X2.

Proof. (1) Assume that X3 is flat, fix M in Modfg
r (R), and consider an exact se-

quence

0→M1 →M2 →M → 0

in Modfg
r (R), where M2 is free. Then we obtain a commutative diagram

0

��
M1 ⊗R X1

//

��

M1 ⊗R X2
//

��

M1 ⊗R X3
//

��

0

0 // M2 ⊗R X1
//

��

M2 ⊗R X2
//

��

M2 ⊗R X3
//

��

0

M ⊗R X1
//

��

M ⊗R X2
//

��

M ⊗R X3

��

// 0

0 0 0

in which all rows and columns are exact. Applying the snake lemma to the first
two lines we obtain that the first map on the third line is injective, which proves
the desired claim.

(2) Assume that X1 and X3 are flat, and consider an injective morphism M1 ↪→
M2 in Modfg

r (R). Then using (1) and our assumptions we obtain a commutative
diagram

0

��

0

��
0 // M1 ⊗R X1

//

��

M1 ⊗R X2
//

��

M1 ⊗R X3
//

��

0

0 // M2 ⊗R X1
// M2 ⊗R X2

// M2 ⊗R X3
// 0

with exact rows and columns. The four-lemma implies that the morphism on the
middle column is injective, proving that X2 is flat. �

Appendix C. Infinitesimal flatness

Let k be a commutative ring, and let H be an affine group scheme over Spec(k).
Let I ⊂ O(H) be the ideal defining the unit in H, i.e. the kernel of the augmentation
morphism O(H) → k in the k-Hopf algebra O(H). Following [Ja, §I.7.9], we will
say that H is infinitesimally flat if the quotient O(H)/In is a finite projective
module (equivalently, is finitely presented and flat, see [SP, Tag 00NX]) over k for
any n ≥ 1. This notion behaves well under flat base change, as explained in the
following lemma.

Lemma C.1. If H is infinitesimally flat, then for any flat morphism k → k′ the
group scheme Spec(k′)×Spec(k) H over k′ is infinitesimally flat.

https://stacks.math.columbia.edu/tag/00NX
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Proof. The claim is obvious from the fact that the ideal of the unit in the k′-group
scheme Spec(k′)×Spec(k) H is k′ ⊗k I ⊂ k′ ⊗k O(H). �

The main interest of this notion comes from the following statement, copied
from [Ja, Lemma I.7.16], where we denote by Dist(H) the distribution algebra of
H (see [Ja, §I.7.7]).

Lemma C.2. Assume that H is infinitesimally flat, noetherian, and integral. Then
for any H-modules M,M ′ such that M ′ is projective over k, the natural morphism

HomH(M,M ′)→ HomDist(H)(M,M ′)

is an isomorphism.

This notion is related to that of regular immersion (see [SP, Tag 063J]) as follows.

Lemma C.3. If the embedding of the unit Spec(k) → H is a regular immersion,
then H is infinitesimally flat.

Proof. If the embedding Spec(k) → H is a regular immersion, then by [SP, Tag
063K] and [SP, Tag 063M] the quotient I/I2 is a finite projective k-module, and

for any n ≥ 1 we have an isomorphism Symn
k (I/I2)

∼−→ In/In+1. Now the left-hand
side is finite and projective by [SP, Tag 01CK]. Hence each O(H)/In is an extension
of finite projective modules, and is therefore finite and projective. �

We deduce the following property, in case k is a k-algebra for some field k.

Corollary C.4. Assume that Spec(k) is smooth over k, and that H is smooth over
k. Then H is infinitesimally flat.

Proof. The schemes Spec(k) and Spec(H) are smooth over k, hence regular by [SP,
Tag 056S]. Using [SP, Tag 0E9J] this implies that the immersion Spec(k) → H is
regular, so that H is infinitesimally flat by Lemma C.3. �

Appendix D. Complements on the perverse t-structure on the
completed category

D.1. Statement. In this section we consider the setting of [BR1, Part I], in its
étale variant. Namely, we consider an algebraically closed field F, an F-torus A,
and a (Zariski locally trivial) A-torsor π : X → Y where X,Y are algebraic varieties
over F. We assume we are given a finite stratification

Y =
⊔
s∈S

Ys

where each Ys is isomorphic to an affine space, and the restriction of π to Xs :=
π−1(Ys) is a trivial torsor. For any s ∈ S we denote by

j′s : Ys → Y, js : Xs → X

the embeddings.
We fix an algebraic closure k of a finite field of characteristic different from

char(F). We will assume that for any s, t ∈ S and any n ∈ Z the sheaf

H n((j′t)
∗(j′s)∗kYs)

is constant. By base change this implies that each H n((jt)
∗(js)∗kXs) is constant

too, and these conditions guarantee that the formalism of perverse sheaves applies
in the category Db

S(Y,k) of bounded complexes of k-sheaves F on Y such that

https://stacks.math.columbia.edu/tag/063J
https://stacks.math.columbia.edu/tag/063K
https://stacks.math.columbia.edu/tag/063K
https://stacks.math.columbia.edu/tag/063M
https://stacks.math.columbia.edu/tag/01CK
https://stacks.math.columbia.edu/tag/056S
https://stacks.math.columbia.edu/tag/0E9J
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H n((j′s)
∗F ) is constant of finite rank for any n, s, and in the category Db

S(X,k)
of bounded complexes of k-sheaves F on X such that H n((js)

∗F ) is constant of
finite rank for any n, s.

We consider the “completed category” D̂S(X( A,k) as defined in [BR1, Defini-
tion 3.1]; this category is a certain full subcategory in the category of pro-objects
in Db

S(X,k). (This construction, as well as those considered below, and the proofs
of their properties, are initially due to Yun, see [BY, Appendix A].) This category
is triangulated, and as explained in [BR1, §5.2] it admits a (bounded) “perverse”

t-structure
(
pD̂S(X( A,k)≤0, pD̂S(X( A,k)≥0

)
. We can of course consider the sim-

ilar constructions for each variety Xs endowed with the trivial stratification; the

corresponding completed category will be denoted D̂S(Xs( A,k). For each s, the
(derived) functors (js)∗, (js)!, j

∗
s , j!

s induce triangulated functors

(js)∗, (js)! : D̂S(Xs( A,k)→ D̂S(X( A,k),(D.1)

j∗s , j
!
s : D̂S(X( A,k)→ D̂S(Xs( A,k).(D.2)

Our goal in this section is to prove the following claim.

Proposition D.1. The functors (js)∗, (js)! in (D.1) are t-exact with respect to the
perverse t-structures.

This proposition will be deduced from the fact that the similar functors

(D.3) (js)∗, (js)! : Db
S(Xs( A,k)→ Db

S(X( A,k)

are t-exact with respect to the perverse t-structures, since js is affine (see [BBDG,
Corollaire 4.1.3]). The other ingredient is a result from [BY, Appendix A]; since the
proof of this claim is somewhat sketchy, and since the construction of the perverse
t-structure in [BR1] is slightly different from the original construction in [BY], we
provide an explicit proof of this result in our setting.

D.2. Preliminaries on R∧A-modules. As in [BR1] we denote by RA the group
algebra of the cocharacter lattice X∗(A) over k, and by R∧A the completion of
RA with respect to the natural augmention ideal mA ⊂ RA. We will denote by
Modnil(R∧A) the full subcategory of Mod(R∧A) whose objects are the nilpotent R∧A-
modules, i.e. the modules such that any element is annihilated by a power of mA.
We will also denote by Modfg,nil(R∧A) the full subcategory of Modfg(R∧A) whose
objects are the modules which are both finitely generated and nilpotent. (These
modules are necessarily finite-dimensional.)

Lemma D.2. For any M in Modnil(R∧A), there exists an injective R∧A-module N

which belongs to Modnil(R∧A) and an embedding M ↪→ N .

Proof. Choose an injective R∧A-module N ′ and an embedding M ↪→ N ′. Since M
is nilpotent, this embedding necessarily factors through the submodule

N = {n ∈ N ′ | (mA)k · n = 0 for k � 0}.
Now N is an injective R∧A-module by [SP, Tag 08XW]. �

As in [BMR, §3.1.7], this lemma implies that the canonical functor

DbModnil(R∧A)→ DbMod(R∧A)

is fully faithful, and that its essential image consists of complexes all of whose
cohomology objects belong to Modnil(R∧A).

https://stacks.math.columbia.edu/tag/08XW


160 R. BEZRUKAVNIKOV AND S. RICHE

Now, we consider a bounded complex M of finitely generated R∧A-modules. Then
we can consider for any n ≥ 0 the complex(

R∧A/(mA)n ·R∧A
)
⊗R∧A M ∈ DbModnil(R∧A),

and also the derived tensor product(
R∧A/(mA)n ·R∧A

) L
⊗R∧A M ∈ DbModnil(R∧A).

(Note that R∧A has finite global dimension, so that this complex is indeed bounded.)

Lemma D.3. The pro-objects in DbModnil(R∧A)

“ lim←−
n

”
(
R∧A/(mA)n ·R∧A

)
⊗R∧A M and “ lim←−

n

”
(
R∧A/(mA)n ·R∧A

) L
⊗R∧A M

are canonically isomorphic.

Proof. There exists for any n a canonical morphism(
R∧A/(mA)n ·R∧A

) L
⊗R∧A M →

(
R∧A/(mA)n ·R∧A

)
⊗R∧A M ;

we will prove that these morphisms define an isomorphism between the pro-objects
under consideration. For that, by definition we need to show that for any N ∈
DbModnil(R∧A) the induced morphism

lim−→
n

Hom
((
R∧A/(mA)n ·R∧A

)
⊗R∧A M,N

)
→ lim−→

n

Hom
((
R∧A/(mA)n ·R∧A

) L
⊗R∧A M,N

)
is an isomorphism.

Fix a bounded below complex N• of injective and nilpotent R∧A-modules whose

image in D+Modnil(R∧A) is N . (Such a complex exists by Lemma D.2.) Then for
any bounded complex M ′ of finitely generated R∧A-modules, we observe that we
have a canonical isomorphism

lim−→
n

Hom•R∧A

((
R∧A/(mA)n ·R∧A

)
⊗R∧A M

′, N•
)
∼−→ Hom•R∧A

(
M ′, N•

)
,

where Hom•R∧A denotes the complex of morphisms of R∧A-modules between two com-

plexes of modules. Taking 0-th cohomology, and by exactness of filtrant direct
limits, we deduce a canonical isomorphism

lim−→
n

HomDbMod(R∧A)

((
R∧A/(mA)n ·R∧A

)
⊗R∧A M

′, N
)
∼−→ HomDbMod(R∧A)

(
M ′, N

)
Applying this with M ′ = M we obtain an isomorphism

lim−→
n

HomDbMod(R∧A)

((
R∧A/(mA)n ·R∧A

)
⊗R∧A M,N

)
∼−→ HomDbMod(R∧A)

(
M,N

)
.

On the other hand, applying this isomorphism with M ′ a bounded projective res-
olution of M we obtain an isomorphism

lim−→
n

HomDbMod(R∧A)

((
R∧A/(mA)n ·R∧A

) L
⊗R∧A M,N

)
∼−→ HomDbMod(R∧A)

(
M,N

)
.

This provides the desired identification. �
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In [BR1, §4.1] we consider a certain subcategory D̂(R∧A) of the category of pro-

objects in DbModnil(R∧A). We show in [BR1, Proposition 4.5] that the functor

M 7→ “ lim←−
n

”
(
R∧A/(mA)n ·R∧A

) L
⊗R∧A M

induces an equivalence of categories

DbModfg(R∧A)
∼−→ D̂(R∧A).

Lemma D.3 shows that the image of a complex M of finitely generated R∧A-modules
can also be described as

“ lim←−
n

”
(
R∧A/(mA)n ·R∧A

)
⊗R∧A M.

In particular, if for some m the complex M satisfies Hi(M) = 0 for i > m, resp. for

i < m, then its image in D̂(R∧A) can be written as “ lim←−n ”Mn where each Mn

satisfies Hi(M) = 0 for i > m, resp. for i < m.

D.3. Proof of Proposition D.1. The following statement is [BY, Lemma A.6.2].

Proposition D.4. Let F ∈ D̂S(X( A,k). Then F belongs to pD̂S(X( A,k)≤0,

resp. to pD̂S(X( A,k)≥0, if and only if there exists a projective system (Fn : n ≥
0) of objects in pDb

S(X,k)≤0, resp. in pDb
S(X,k)≥0, and an isomorphism F ∼=

“ lim←−n”Fn.

Proof. The proof of the “only if” direction is given in [BY, Lemma A.6.2]. It
proceeds by induction on the number of strata in the support of F , the base case
(one stratum) being given by the comments at the end of §D.2. The “if” direction
can be deduced as follows. Assume given a projective system (Fn : n ≥ 0) of

objects in pDb
S(X,k)≤0 such that “ lim←−n”Fn belongs to D̂S(X( A,k). To prove that

F belongs to pD̂S(X( A,k)≤0 it suffices to prove that for any G in pD̂S(X( A,k)≥1

we have Hom(F ,G ) = 0. Now, by the “only if” direction, there exists a projective
system (Gn : n ≥ 0) of objects in pDb

S(X,k)≥1 such that G ∼= “ lim←−n”Gn. We then

have

Hom(F ,G ) = lim←−
n

lim−→
m

Hom(Fm,Gn) = 0

since Hom(Fm,Gn) = 0 for any n,m. The case of pD̂S(X( A,k)≥0 is similar. �

Using this proposition we can give the proof of Proposition D.1.

Proof of Proposition D.1. Formal properties of the “recollement” formalism show
that (js)! is right t-exact and (js)∗ is left t-exact. The fact that (js)! is also left
t-exact and that (js)∗ is also right t-exact follows from the t-exactness of the func-
tors (D.3), together with Proposition D.4 (applied in the “only if” direction on Xs,
and in the “if” direction on X). �
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