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Multiscale numerical schemes for the collisional Vlasov equation in the

finite Larmor radius approximation regime

Anäıs Crestetto* Nicolas Crouseilles� Damien Prel*

September 14, 2023

Abstract

This work is devoted to the construction of multiscale numerical schemes efficient in the finite Larmor
radius approximation of the collisional Vlasov equation. Following the paper of Bostan and Finot (2019), the
system involves two different regimes, a highly oscillatory and a dissipative regimes, whose asymptotic limits
do not commute. In this work, we consider a Particle-In-Cell discretization of the collisional Vlasov system
which enables to deal with the multiscale characteristics equations. Different multiscale time integrators are
then constructed and analysed. We prove asymptotic properties of these schemes in the highly oscillatory
regime and in the collisional regime. In particular, the asymptotic preserving property towards the modified
equilibrium of the averaged collision operator is recovered. Numerical experiments are then shown to illustrate
the properties of the numerical schemes.
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1 Introduction

In this work, we consider the three dimensional collisional Vlasov model under the so-called finite Larmor radius
scaling, whose unknown is the distribution function of a population of charged particles. Motivated by the magnetic
confinement, in the finite Larmor radius regime, the typical perpendicular spatial length is of the same order as the
Larmor radius and the parallel spatial length is much larger (see [3,20]). When the collision effects are neglected,
the finite Larmor limit leads to the so-called gyrokinetic model. However, when a collision kernel is present, the
gyrokinetic model is supplemented with an averaged collision operator whose properties are different from the
original one (see [4] and [2]). Indeed, under some quite general assumptions, the authors proved in [4] that the
averaged (or effective) collision operator satisfies a set of modified invariants and have a modified equilibrium
(compared to the non averaged version). As a consequence, the hydrodynamic limit gives rise to a new system of
conservation laws called the gyrofluid model.

More precisely, we are interested in the following collisional Vlasov model satisfied by the distribution function
f(t, x, v)

∂tf +
1

ε
(v1∂x1

f + v2∂x2
f) + v3∂x3

f + E · ∇vf +
1

ε
(v2∂v1f − v1∂v2f) =

1

τ
Q(f), (1)

where (t, x, v) ∈ R+ × R3 × R3 (x = (x1, x2, x3) and v = (v1, v2, v3)), E = (E1, E2, E3) : R3 → R3 is an external
electric field and Q a collisional operator. Here the external magnetic field is supposed to be homogeneous and
oriented along the x3 direction. An initial condition f(0, x, v) = f0(x, v) and boundary conditions enable to
complete the model.

Our main motivation is to design and analyze multiscale numerical schemes for (1), which can run for arbitrary
values of ε (scaled cyclotronic period) and τ (Knudsen number). Let us remark that the limit ε → 0 (τ fixed) leads
to highly-oscillatory (in time) behavior of f whereas the limit τ → 0 (ε fixed) corresponds to a hydrodynamic
limit. For the two different limits, several contributions have been performed. For instance, uniformly accurate
numerical schemes have been proposed for the finite Larmor radius limit in [8], using two-scale strategies developed
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in [5–7,9,14,15]. On the other side, Asymptotic Preserving numerical schemes efficient in the hydrodynamic limit
have been widely studied [10, 11, 17, 19, 24, 25, 27]. However, when two limits are combined, the literature is less
abundant (see [13,28]).

To investigate these stiffnesses, from a numerical point of view, a Particle-In-Cell (PIC) method is employed for
the six-dimensional phase-space semi-discretization of (1). This method (see [1]) assumes the distribution function
is approximated by a sum of macro-particles whose positions x(t), velocities v(t), and weights ω(t) satisfy a set of
ODEs which, in our case, turns out to be a multiscale (highly-oscillatory and highly dissipative) set of ordinary
differential equations (ODEs). Our goal is then to design efficient numerical time integrators to handle these
multiscale characters using PIC method. On the one side, observing that particles positions and velocities are
highly-oscillatory in time only, uniformly accurate (UA) time integrators can be derived thanks to the two-scale
framework [5, 9, 14]. On the other side, the particles weights, which traduce the collision part, are solution to a
nonlinear equation which combines the two stiff behaviors, highly oscillatory and dissipative. Roughly speaking,
considering a BGK collision operator for Q in (1), the particles weights ω(t) are solution to an equation of the
form ω̇(t) = 1

τ (M(t/ε, ω(t)) − ω(t)) with M(θ, ·) a nonlinear function of ω. In this context, different multiscale
numerical schemes are designed and analysed.

We need to consider the two-scale form of the weights since the highly-oscillatory behavior of the particles is
transferred to the weights. Then, one of the main difficulties lies in the fact that the equilibria of the averaged
collision operator are modified by the averaging procedure and it is crucial to take this asymptotic property into
account in the numerical schemes. Indeed, in spite of its apparent simple relaxation form, the equilibria of the
averaged collision operator are the so-called gyromaxwellian and have to be included in the numerical scheme to
ensure its good asymptotic behavior. Following the penalty method combined with exponential integrators [17,26],
it is possible to design a scheme which enjoys the uniformly accuracy property with respect to ε (oscillations) and
the asymptotic preserving property with respect to τ (relaxation). Moreover, in a reduced case where the filtered
Maxwellian does not depend on the weigths, it is possible to prove that the numerical scheme enjoys the uniform
accuracy in both ε and τ .

The rest of the paper is organized as follows. First, the different asymptotic models obtained from (1) are
presented in Section 2: the averaging procedure leads to the effective collisional gyrokinetic model and the fluid
asymptotic of this model leads to a gyrofluid model. Then, the multiscale numerical schemes are presented in
Section 3 and analysed in Section 4. Lastly in Section 5, numerical results are presented to illustrate the properties
of the numerical schemes in different configurations.

2 Presentation of the models

In this section, the different asymptotic models of (1) are recalled from [4]. We first recall the highly oscillatory
limit ε → 0 (τ fixed): after filtering out the main oscillation, a collisional gyrokinetic model is obtained by
a standard averaging procedure. The main point highlighted in [4] lies in the fact that the averaged collision
operator ⟨Q⟩ has modified properties compared to the original collision operator Q. This is recalled in a second
part. This paves the way of a new gyrofluid model whose properties are studied in Appendix A.

2.1 Gyrokinetic model

To formally derive the collisional gyrokinetic model from the limit ε → 0 of (1), we make explicit the ε and τ
dependence in the distribution function unknown by denoting it fε,τ (t, z) with z = (x, v), so that (1) is recast as

∂tf
ε,τ +

1

ε
Az · ∇zf

ε,τ + h(t, z) · ∇zf
ε,τ =

1

τ
Q(fε,τ ), (2)

with

A =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 −1 0 0
0 0 0 0 0 0

 , h(t, z) =


0
0
v3

E1(t, x)
E2(t, x)
E3(t, x)

 . (3)

On the one side, the perpendicular (to the magnetic field) dynamics 1
εA generates oscillations caused by purely

imaginary eigenvalues of A. On the other side, the parallel dynamics h depends on the electric field E =
(E1, E2, E3).
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The first step is to perform a change of variable in order to filter out the main oscillation

Z = e−
t
εAz, (4)

and denote by X = (X1, X2, X3) the first 3 coordinates of Z and by V = (V1, V2, V3) the last 3 coordinates of Z.
This filtration is related to the flow Z associated to Az · ∇z by the relation Z(s, Z) = esAZ. The flow is given by

Z = (X,V),

X(s, Z) = (X + (I2 −R(−s))
⊥
V ,X3),

V(s, Z) = (R(−s)V , V3),

(5)

where X = (X1, X2), V = (V1, V2),
⊥
V = (V2,−V1), I2 the 2x2 identity matrix and R(θ) stands for the rotation

of angle θ. Due to the spectral properties of A, one can prove that the flow s → Z(s, Z) is 2π-periodic, which
will have important consequences from a numerical point of view. Let now define F ε,τ the filtered distribution
function F ε,τ (t, Z) = fε,τ (t, z) (with z = et/εAZ from (4)) which satisfies the filtered version of (2)

∂tF
ε,τ +H(t, t/ε, Z) · ∇ZF

ε,τ =
1

τ
Qfilt[F

ε,τ ](t, t/ε, Z), (6)

where

Qfilt[F
ε,τ ](t, s, Z) = Q[F ε,τ (t, e−sA·)](esAZ), H(t, s, Z) = e−sAh(t, esAZ). (7)

As one can see, the definition of Qfilt requires two changes of variables. First, the inverse change of variables
enables to compute the moments in the original variables and then, the operator is evaluated in the new variables.
As we will see in the next section, this will induce difficulties in the numerical approximation of Qfilt.

The filtered model (6) highlights three time scales. First, the slow time scale corresponding to t → H(t, s, Z)
since the parallel dynamics evolves on a larger time scale than the perpendicular one; second the fast cyclotronic
periodic time scale corresponding to θ → H(t, θ/ε, Z); lastly, the presence of the collision term induces a collisional
time scale t/τ . The averaged model obtained when ε goes to 0 is derived by averaging with respect to the fast
time variable t/ε. Following [4], the collisional gyrokinetic model satisfied by F τ (which is the limit as ε → 0 of
F ε,τ ) writes

∂tF
τ + ⟨H⟩ · ∇ZF

τ =
1

τ
⟨Q⟩ [F τ ], (8)

with

⟨H⟩ (t, Z) =
1

2π

2π∫
0

H(t, s, Z) ds, ⟨Q⟩ [F τ ](t, Z) =
1

2π

2π∫
0

Qfilt[F
τ ](t, s, Z) ds. (9)

As (8) is still a collisional Vlasov equation, the hydrodynamic limit can be investigated and a fluid model can be
derived. To do so, a careful study (performed in [4]) of the equilibrium and collision invariants of ⟨Q⟩ is necessary
since, as τ → 0, F τ converges to an equilibrium of ⟨Q⟩.

2.2 The average operator ⟨QBGK⟩
In view of numerical simuations, we will use the standard BGK operator which is the easiest operator satisfying
the properties required by Theorem 4.1 of [4]. Indeed, the analysis presented in [4] does not depend on the collision
operator choice, as long as it satisfies some properties. It is classical to check that the following BGK operator
satisfies these properties (H-theorem, Maxwellian equilibria, moments conservation). In this subsection, we omit
the time dependence for simplicity. First, we recall definition of the BGK operator:

QBGK(f) = M[f ]− f, (10)

where the maxwellian M[f ] associated to f is defined by

M[f ](x, v) =
n(x)

(2πT (x))3/2
exp

(
−|v − u(x)|2

2T (x)

)
, (11)
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where the moments n, u and T are defined by

n(x) =

∫
R3

f(x, v) dv, nu(x) =

∫
R3

f(x, v)v dv,

n

(
|u|2

2
+

3

2
T

)
(x) =

∫
R3

f(x, v)
|v|2

2
dv.

In this section, we make the filtered model (6) and the averaged model (8) more explicit under the choice of QBGK.
First, we define the filtered Maxwellian associated to a filtered density F = F (Z) (Z being defined in (4))

Mfilt[F ](s, Z) = M[F (e−sA·)](esAZ), (12)

and the averaged Maxwellian by

⟨M⟩ [F ](Z) =
1

2π

2π∫
0

Mfilt[F ](s, Z) ds. (13)

We give now the expression of the average operator ⟨QBGK⟩

⟨QBGK⟩ [F ](Z) = ⟨M⟩ [F ](Z)− F (Z). (14)

Thanks to Proposition 4.5 of [4], the equilibria of this averaged BGK operator are the so-called gyromaxwellians
defined by (recalling X = (X1, X2) and V = (V1, V2))

G[F ](X,X3, V ) = nM2
µθ

µ−θ

(V − U)M1
θ(V3 − U3)M2

µ(X +
⊥
V − Y ), (15)

with Md
T (v) = (2πT )−d/2 exp

(
− |v|2

2T

)
where n(X3) ∈ R+, U(X3) ∈ R3, Y (X3) ∈ R2, θ(X3) ∈ R+ and µ(X3) ∈ R+

are defined by integrating F against the 8 collisional invariants of ⟨QBGK⟩ (whereas QBGK has 5 collisional
invariants)

n(X3) =

∫
R2

∫
R3

F (X,V ) dV dX, (16a)

nU(X3) =

∫
R2

∫
R3

F (X,V )V dV dX, nY (X3) =

∫
R2

∫
R3

F (X,V )(X +
⊥
V ) dV dX, (16b)

n

(
K+

|U |2

2

)
(X3) =

∫
R2

∫
R3

F (X,V )
|V |2

2
dV dX, (16c)

n

(
G+

∣∣Y ∣∣2
2

−
∣∣U ∣∣2
2

)
(X3) =

∫
R2

∫
R3

F (X,V )

∣∣∣X+
⊥
V
∣∣∣2−∣∣V ∣∣2
2

dV dX. (16d)

These quantities, which only depend onX3, are called gyromoments: n is the density of particules, U = (U1, U2, U3)
is the average velocity, Y = (Y1, Y2) the Larmor-center velocity, K the internal kinetic energy and G the internal
gyration energy. Notice that n > 0, K > 0 and K +G > 0. The two temperatures θ and µ then verify µ > θ > 0
and satisfy the following relations

K =
µθ

µ− θ
+

θ

2
, G = µ− µθ

µ− θ
. (17)

We can inverse the system to express θ and µ as a function of K and G to get

θ = 2(K +G)/(1 + 2ν), µ = νθ, (18)

with

ν = 1 +
3S +

√
9S2 + 16(S + 1)

4
, S =

G

K
. (19)

Moreover, we have the following relation: µ+ θ
2 = K +G.
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Remark 1. We highlight the fact that F 7→ ⟨QBGK⟩ [F ] = ⟨M⟩ [F ]−F and the relaxation operator F 7→ G[F ]−F
are two different operators. As mentioned in [4], the average operator ⟨QBGK⟩ is more complicated than a relaxation
type operator defined with gyromoments.

Remark 2. Let us remark that P := x + ⊥v is invariant under the change of variable i.e. x + ⊥v = X +
⊥
V .

Thus, in this set of variables (P , V ), we have dx dv = dX dV = dP dV and the above calculations can be
performed by replacing F (X,V ) by F̃ (P ,X3, V ) in (16) and the gyromaxwellian can be written in a more natural
way by

G̃[F ](P ,X3, V ) = nM2
µθ

µ−θ

(V − U) M1
θ(V3 − U3) M2

µ(P − Y ). (20)

The variables (P ,X3, V ) turn out to be natural for the gyrokinetic model (8).

A study of the gyrofluid model is presented in appendix A.

3 Discretisation of models

In this section, we develop multiscale numerical schemes for the kinetic model (1) or equivalently (2). The goal is to
design numerical schemes which overcome the stiffness induced by the two physical parameters ε and τ . The main
ingredients are the following: we discretize the phase space with a weighted particle method which transforms (2)
into a set of ODEs; then, we construct uniformly accurate scheme in ε using scales-separation strategy developed
in [5–9,14,15] which introduces a new time periodic variable; the dissipative stiffness in τ is handled using IMEX
and exponential time integrations which are widely used to achieve asymptotic preserving properties [17,22,26].

3.1 Particle-In-Cell framework

In order to discretize (2), we use a particle method. In the sequel, we will omit the notation referring to the solution
dependence in τ and ε to alleviate notations. Let Np ∈ N a number of numerical macro-particles of positions xq,
velocities vq and weights ωq, q = 1, . . . , Np. We will approximate the solution f of (2) by the following particle
ansatz

fNp(t, x, v) =

Np∑
q=1

ωq(t)δ(x− xq(t))δ(v − vq(t)) =

Np∑
q=1

ωq(t)δ(z − zq(t)), (21)

with z = (x, v) and zp(t) = (xp(t), vp(t)). Evolution of particle zp(t) is given by the ODE system below, which
corresponds to caracteristics of (2).

żp(t) =
1

ε
Azp(t) + h(t, zp(t)), zp(0) = zp,0. (22)

We assume that zp,0 ∈ Ω ∪ Dv ⊂ R6 where Ω ⊂ R3 is the spatial domain and Dv ⊂ R3 the numerical velocity
domain. Due to the presence of the source term Q[f ](t, z) = 1

τ (M[f ](t, z)− f(t, z)), the weights ωq(t) in (21) are
not constant in time. We denote by sp(t) =

1
τ (mp(t)−ωp(t)) the weights of the source term with the Maxwellian’s

weights mp(t) = M[f ](t, zp(t))VNp and ωp(t) = f(t, zp(t))VNp the weights of f , with VNp = |Ω||Dv|/Np is the
average volume of the phase space domain occupied by one particle. To compute the moments of fNp , we need to
regularize fNp

with respect to x. In this work we consider tensorial product of first order B-splines: S(x1, x2, x3) =

S̃(x1)S̃(x2)S̃(x3). If Ω = [xmin, xmax]
3 and Nx the grid point number, we choose ∆x = (xmax − xmin)/Nx, then

we have

S̃(x) =


1

∆x

(
1− |x|

∆x

)
if |x| ≤ ∆x,

0 else.

(23)

With the smooth kernel S, we define the regularized form fS
Np

of fNp

fS
Np

(t, x, v) =

Np∑
q=1

ωq(t)S(x− xq(t))δ(v − vq(t)), (24)
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from which we can compute the moments of fS
Np

following(
n, nu, n

(
|u|2

2
+

3

2
T

))
(t, x) =

Np∑
q=1

ωq(t)S(x− xq(t))(1, vq(t), |vq(t)|2/2), (25)

and then, we can define M[fS
Np

] (using (11)) together with its weights

mp(t) = M[fS
Np

](t, zp(t))VNp
. (26)

Notice that mp(t) does not only depend on zp, but also depends on all weights and particles through fS
Np

and

(24). To be consistent with the continuous case, we call the first one ”functional” dependence (dependence with
respect to zp) and the second one ”operational” dependence (dependence with respect to all zp and all ωp, which
determine fS

Np
). Finally, the weights ωp satisfy the following equation

ω̇p(t) =
1

τ
(mp(t)− ωp(t)). (27)

Now if we replace collisional operator by its particles version 1
τ

∑
q(mq − ωq)δ(z − zq) in (2), we can show, using

(22)-(27), that particle density (21) is solution of (2) in the sense of distribution (see [12,23,31]). The goal is then
to solve numerically the multiscale system (22)-(27) endowed with initial conditions (zp(0), ωp(0)) = (zp,0, ωp,0).

As in the continuous case, the main oscillation generated by żp = (1/ε)Azp is filtered out by a change of

unknown. We set Zp(t) = e−
t
εAzp(t) (with A given by (3)) so that (22) becomes

Żp(t) = H(t, t/ε, Zp(t)) := e−t/εAh(t, et/εAZp(t)). (28)

Now, we explain how to compute mp(t) in (27) with filtered particules Zp(t) = (Xp(t), Vp(t)). In this framework,
the filtered distribution function writes

FNp
(t, Z = (X,V )) =

Np∑
q=1

ωq(t)δ(X −Xq(t))δ(V − Vq(t)).

To compute the moments, we need to apply the inverse change of variable. By using notations (5), we write the
regularized form FS

Np
of FNp thanks to the unfiltered particle density fS

Np
with filtered variables:

FS
Np

(t, Z) = fS
Np

(t,X (t/ε, Z) ,V (t/ε, Z))

=

Np∑
q=1

ωq(t)S (X (t/ε, Z)−X (t/ε, Zq(t))) δ (V (t/ε, Z)−V (t/ε, Zq(t))) .
(29)

We are now able to compute moments of FS
Np

as

N (t, Z) =

Np∑
q=1

ωq(t)S(X(t/ε, Z)− X(t/ε, Zq(t))),

NU(t, Z) =

Np∑
q=1

ωq(t)S(X(t/ε, Z)− X(t/ε, Zq(t)))V(t/ε, Zq(t)),

N

(
|U|2

2
+

3

2
T

)
(t, Z) =

Np∑
q=1

ωq(t)S(X(t/ε, Z)− X(t/ε, Zq(t)))
|V(t/ε, Zq(t))|2

2
,

(30)

and to reconstruct the corresponding filtered Maxwellian Mfilt[F
S
Np

]. Let us remark that we have (N ,U , T )(t, Z) =

(n, u, T )(t,X(t/ε, Z)) and that the weights of the Maxwellian M and the filtered Maxwellian Mfilt[F ] are equal
since the filtration only applies on the particles

M[fS
Np

](t, z) =

Np∑
q=1

mp(t)δ(z − zq(t)), Mfilt[F
S
Np

](t, Z) =

Np∑
q=1

mp(t)δ(Z − Zq(t)),

6



and the same holds true for fNp
and FNp

. Finally, once the filtered Maxwellian Mfilt[F
S
Np

](t, Z) has been con-

structed, the weights are computed by evaluating it at the particles Zp(t): mp(t) = Mfilt[F
S
Np

](t, Zp(t))VNp
. To

anticipate with the next subsection devoted to the numerical schemes, we introduce a new definition to highlight
the ”operational” dependence of Mfilt (with respect to the weights and particles positions) and its dependence
with respect to the fast variable

mp(t) = Mfilt[Z(t), ω(t)](t, t/ε, Zp(t))VNp
, (31)

where Z(t) = {Zq(t)}q=1,...,Np
and ω(t) = {ωq(t)}q=1,...,Np

.

3.2 Multiscale numerical schemes

The presence of a slow time scale and a fast one which is 2π-periodic is amenable to the two-scale framework
[5–9,14,15]. Then, we consider the two time scales as independent by introducing Zp(t, s) (resp. Wp(t, s)) satisfying
Zp(t, t/ε) = Zp(t) (resp. Wp(t, t/ε) = ωp(t)). We also introduce the following functions:

Hp(t, s) = H(t, s,Zp(t, s)),

Mp(t, s) = Mfilt[Z(t, s),W(t, s)](t, s,Zp(t, s))VNp
.

(32)

With these notations, (28) and (27) become

∂tZp(t, s) +
1

ε
∂sZp(t, s) = Hp(t, s),

∂tWp(t, s) +
1

ε
∂sWp(t, s) =

1

τ
(Mp(t, s)−Wp(t, s)),

(33)

where the calculation of the moments, the Maxwellian and its weights presented in Subsection 3.1 are adapted to
the two-scale framework.

Let us now discuss the time integration of (33). In this part, we present different multiscale numerical schemes
according to the considered asymptotic in ε or/and τ . Since quantities are periodic in s, we will consider the Fourier
transform to approximate the functions in this direction. With a uniform mesh sj = j2π/Ns, j = 0, . . . , Ns, with
Ns ∈ N⋆ (an even number), the Fourier transform writes, for an arbitrary function g : s ∈ [0, 2π] → g(s) of Fourier
coefficients ĝj ,

g(s) =

Ns/2−1∑
l=−Ns/2

ĝle
ils.

Applying the Fourier transform to (33) enables to get the following equations on the modes

d

dt
Ẑp,l(t) +

il

ε
Ẑp,l(t) = Ĥp,l(t),

d

dt
Ŵp,l(t) +

(
il

ε
+

1

τ

)
Ŵp,l(t) =

1

τ
M̂p,l(t).

We introduce time discretisation tn = n∆t, ∀n ∈ N with ∆t > 0 the time step. Applying the variation of constant
formula between tn and tn+1 leads to

Ẑp,l(t
n+1) = e−

il
ε ∆tẐp,l(t

n) +

tn+1∫
tn

e−
il
ε (tn+1−t)Ĥp,l(t) dt,

Ŵp,l(t
n+1) = e−( il

ε + 1
τ )∆tŴp,l(t

n) +
1

τ

tn+1∫
tn

e−( il
ε + 1

τ )(tn+1−t)M̂p,l(t) dt.

(34)

These expressions will pave the way of the time integrators that will be described in the sequel.
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3.3 Scheme A: uniform accuracy with respect to ε

In this subsection, we introduce a first numerical scheme to approximate (33). The use of the two-scale approach
will make this scheme uniformly accurate with respect to ε for all fixed τ > 0. Besides, this scheme enjoys the
asymptotic preserving property in the asymptotic τ → 0 for all fixed ε > 0.

The starting point for the numerical scheme is (34). To discretize the integrals in (34), we use an Adam-
Bashforth type method. We consider here first and second order methods but higher order can be considered as
in [9], [29]. Denoting by g(t) a function representing Ĥp,l(t) or M̂p,l(t) in (34), we replace g(t) by the following
approximations

g(t) ≈ g(tn) (first order approximation),

g(t) ≈ g(tn) + (t− tn)
g(tn)− g(tn−1)

∆t
(second order approximation).

To simplify the final expression of the scheme, we introduce for all α ∈ N, z ∈ C, the following function

φα(z) :=
1

α!

1∫
0

e−z(1−t)tα dt =
(−1)α+1

zα+1

(
e−z −

α∑
k=0

(−z)k

k!

)
,

so that
tn+1∫
tn

e−z(tn+1−t)(t− tn)α dt = α! ∆tα+1φα(z∆t). (35)

We denote Zn
p (s) (resp. Wn

p (s)) an approximation of Zp(t
n, s) (resp. Wp(t

n, s)), and Ẑn
p,l (resp. Ŵn

p,l) the
coefficients of the Fourier transform of Zn

p (s) (resp. Wn
p (s)). With these above notations, the first order numerical

scheme writes

Ẑn+1
p,l = e−

il
ε ∆tẐn

p,l +∆tφ0

(
il

ε
∆t

)
Ĥn

p,l, (36a)

Ŵn+1
p,l = e−(

il
ε + 1

τ )∆tŴn
p,l +

∆t

τ
φ0

((
il

ε
+

1

τ

)
∆t

)
M̂n

p,l, (36b)

and the second order one is

Ẑn+1
p,l = e−

il
ε ∆tẐn

p,l +∆tφ0

(
∆t

il

ε

)
Ĥn

p,l +∆tφ1

(
∆t

il

ε

)
(Ĥn

p,l − Ĥn−1
p,l ),

Ŵn+1
p,l = e−( il

ε + 1
τ )∆tŴn

p,l +
∆t

τ
φ0

(
∆t

(
il

ε
+

1

τ

))
M̂n

p,l

+
∆t

τ
φ1

(
∆t

(
il

ε
+

1

τ

))
(M̂n

p,l − M̂n−1
p,l ).

(37)

Then, once the two-scale (Fourier) numerical solutions are computed, one can evaluate the Fourier series

Zn
p (s) =

Ns/2−1∑
l=−Ns/2

Ẑn
p,le

ils, Wn
p (s) =

Ns/2−1∑
l=−Ns/2

Ŵn
p,le

ils, (38)

and the original solutions are obtained by evaluating on the diagonal s = tn/ε and applying the inverse change of
variable

Zn
p = Zn

p

(
tn

ε

)
, (xn

p , v
n
p ) = znp = e

tn

ε AZn
p , ωn

p = Wn
p

(
tn

ε

)
. (39)

Let us discuss the initial condition. By introducing the variable s, we obtain a degree of freedom on the initial
condition for (33). The only constraint is Zp(0, 0) = Zp(0) and Wp(0, 0) = ωp(0). We use this degree of freedom
to control the smoothness of Zp(t) and Wp(t). To do so, well-prepared initial conditions can be constructed that
allow the scheme to be uniformly accurate with respect to ε. For the first order approximation, we consider
constant in s initial condition

Zp(0, s) = Zp(0) = (xp(0), vp(0)), Wp(0, s) = ωp(0). (40)
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For the second order approximation, we consider

Zp(0, s) = Zp,0 + ε

s∫
0

(I −Π)H(0, θ, Zp,0) dθ,

Wp(0, s) = ωp,0 +
ε

τ

s∫
0

(I −Π)Mp(0, θ) dθ,

(41)

where Πg = 1
2π

2π∫
0

g(s)ds is the averaging operator (see [5] for more details). This preparation is only required

to ensure uniform estimates of the time derivatives with respect to ε and is not used in the classical fluid limit
(ε > 0 fixed and τ → 0). The two-scale framework provides uniform accuracy for (36) and (37) with respect to
ε, for fixed τ . Conversely, for a fixed ε and looking for the limit τ → 0, the problem becomes nonstiff in ε and
dissipative in τ . For such a problem, several numerical schemes have been proposed, entering in the category of
Asymptotic Preserving schemes [24]. This is the purpose of the next part.

3.4 Scheme A: Asymptotic property with respect to τ

In this subsection, the asymptotic behavior of the first order scheme (36) is investigated. Let us recall the scheme
on the weights (36b) (the equation on the particles (36a) being unchanged)

Ŵn+1
p,l = e−(

il
ε + 1

τ )∆tŴn
p,l +

ε

ilτ + ε

(
1− e−(

il
ε + 1

τ )∆t
)
M̂⋆

p,l,

with M̂⋆
p,l = M̂n

p,l. We have an AP property in the following sense: when τ → 0, we have Ŵn+1
p,l → M̂⋆

p,l and
thus our density weights converge toward maxwellian weights. However to get a better asymptotic behavior when
τ → 0, an implicit scheme is required by taking M̂⋆

p,l = M̂n+1
p,l . However, computing M̂n+1

p,l requires the knowledge

of Ẑn+1
p,l and Ŵn+1

p,l according to (31). Actually, M̂p,l depends on the weights through the moments, but here,
contrary to the usual Maxwellian case [11, 24], the moments (30) are not constant during this (collisional) step.
Indeed, to compute the filtered Maxwellian, the moments of (2) have to be considered and we observe that not
only they evolve in time but they are stiff with respect to ε. Thus, to avoid a costly fully implicit scheme, we
consider a hybrid approximation of (31) computed from the knowledge of Ẑn+1

p,l and Ŵn
p,l.

The procedure is then the following: we first compute Zn+1
q (s) from the first equation of (36) and then we

compute the moments according to

U⋆(s, x) =

Np∑
q=1

Wn
p (s)S(x− X(s+

∆t

ε
,Zn+1

q (s+
∆t

ε
)))m(V(s+

∆t

ε
,Zn+1

q (s+
∆t

ε
))), (42)

where m(v) = (1, v, |v|2/2). Then, we are able to compute the Maxwellian weights M⋆
p(s) according to these

moments:

M⋆
p(s) = Mfilt[Zn+1(s+∆t/ε),Wn(s)](tn+1, s+∆t/ε,Zn+1

p (s+∆t/ε))VNp . (43)

Once the weights of the filtered Maxwellien are computed, we then update the weights with

Ŵn+1
p,l = e−(

il
ε + 1

τ )∆tŴn
p,l +

ε

ilτ + ε

(
1− e−(

il
ε + 1

τ )∆t
)
M̂⋆

p,l, (44)

with M̂⋆
p,l computed with (43). Then, when τ → 0, Ŵn+1

p,l converges towards M̂⋆
p,l.

For the second order scheme, when τ goes to 0, Ŵn+1
p,l converges toward 2M̂n

p,l − M̂n−1
p,l , which is the linear

extrapolation of M̂n+1
p,l .

3.5 Scheme B: AP properties in the gyrofluid limit

In the gyrofluid limit, the distribution function converges towards the gyromaxwellian (15) which belongs to the
kernel of the averaged BGK operator ⟨QBGK⟩. This important property is not ensured by the scheme A presented
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in Subsections 3.3 and 3.4. When ε → 0, the averaged BGK operator ⟨QBGK⟩ [F ] = ⟨Mfilt⟩[F ] − F turns out
to be more complicated than standard BGK-like operator. Indeed, as τ → 0, F converges towards G[F ] and not
⟨Mfilt⟩[F ]. Hence, the averaged BGK operator ⟨QBGK⟩ shares similarities with more complex nonlinear operators
like the Boltzmann or Landau operator for which specific Asymptotic Preserving schemes have been developed
(see [17, 18]) to ensure the relaxation of the distribution function towards the Maxwellian equilibria which are
not captured by standard schemes. A similar strategy is used here to enforce the relaxation of the scheme to the
gyromaxwellian G[F ] defined in (15).

In this section, we focus on the relaxation part (τ → 0) and thus, we only consider the equation on the
weights, the particles positions being approximated by (36a). Starting from the equation (33) on the weights,
we add and substract the gyromaxwellian weights (denoted by (1/τ) Gp). We compute Gp(t, s) in a similar way
than maxwellian weights: we compute gyromoments associated to Wp, which determines a unique gyromaxwellian
G. Then we compute gyromaxwellian weights as in (32) with G instead of Mfilt. Equation (33) on the weights
becomes

∂tWp +
1

ε
∂sWp =

1

τ
(Mp −Wp)−

1

τ
Gp +

1

τ
Gp. (45)

Considering the Fourier transform in s, the variation of constant formula leads to

∂t

(
Ŵp,le

( il
ε + 1

τ )t
)
= e(

il
ε + 1

τ )t
[1
τ
(M̂p,l − Ĝp,l) +

1

τ
Ĝp,l

]
. (46)

We now integrate between tn and tn+1 to get

Ŵp,l(t
n+1) = e−(

il
ε + 1

τ )∆tŴp,l(t
n) +

1

τ

tn+1∫
tn

e−(
il
ε + 1

τ )(t
n+1−t)(M̂p,l(t)− Ĝp,l(t)) dt

+
1

τ

tn+1∫
tn

e−(
il
ε + 1

τ )(t
n+1−t)Ĝp,l(t) dt,

and perform different quadratures (Lawson and exponential integrators type strategies) on the two last right hand
side terms as follows

Ŵn+1
p,l = e−(

il
ε + 1

τ )∆tŴn
p,l +

ε

ilτ
e−

∆t
τ

(
1− e−

il
ε ∆t
)(

M̂n
p,l − Ĝn

p,l

)
+

ε

ilτ + ε

(
1− e−(

il
ε + 1

τ )∆t
)
Ĝn+1
p,l , l ̸= 0,

Ŵn+1
p,0 = e−

∆t
τ Ŵn

p,0 +
∆t

τ
e−

∆t
τ

(
M̂n

p,0 − Ĝn
p,0

)
+
(
1− e−

∆t
τ

)
Ĝn+1
p,0 .

(47)

To compute Ĝn+1
p,l , we need to compute the gyromoments Un+1 defined by (16). To do so, we integrate (45)

with respect to the invariants (assuming that particles have already evolved and are frozen during this step) to
get

∂tU+
1

ε
∂sU =

1

τ
(Ũ−U),

where Ũ denotes the gyromoments of the filtered Maxwellian Mfilt ( whose weights are denoted by Mp). An
exponential scheme to update the Fourier modes of U from tn to tn+1 is given by

Ûn+1
l = e−( il

ε + 1
τ )∆tÛn

l +
ε

ilτ + ε
(1− e−(

il
ε + 1

τ )∆t) ˆ̃Un
l , l ̸= 0,

Ûn+1
0 = e−

∆t
τ Ûn

0 + (1− e−
∆t
τ ) ˆ̃Un

0 .

(48)

As we will see in the next section, this scheme is AP in the gyrokinetic limit (ε → 0 and τ > 0 fixed) and in the
gyrofluid limit (ε → 0 then τ → 0). However, for this scheme, the classical fluid limit (τ → 0 and ε > 0 fixed) is
not recovered since ∀ε ≥ 0, Ŵn+1

p,l → Ĝn+1
p,l when τ → 0.

3.6 Convex combined scheme

The scheme B presented in the last subsection does not capture the correct limit when τ → 0 for a fixed ε since
it converges to a gyromaxwellian by construction. With the notation Ŵn+1,A

p,l obtained from (44) and Ŵn+1,B
p,l
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obtained from (47)-(48), we consider a convex combination of these two numerical schemes with coefficients ε
τ+ε

and
(
1− ε

τ+ε

)
so that, according to the desired regimes, the coefficients degenerate towards the correct scheme:

Ŵn+1
p,l =

ε

τ + ε
Ŵn+1,A

p,l +

(
1− ε

τ + ε

)
Ŵn+1,B

p,l .

To summarise the different asymptotics of this convex combined scheme, when ε > 0 fixed and τ → 0, the scheme
degenerates into scheme A which has right behaviour in the classical fluid limit. When τ > ε → 0, the scheme
degenerates into scheme B which has the good behaviour in the gyrofluid limit.

4 Asymptotic properties of the schemes

In this section, we study the asymptotic properties of the schemes presented above. As we will see in the first
subsection, scheme B is AP in the gyrofluid limit (ε → 0 then τ → 0). In the second subsection, we show that,
when the Maxwellian is independent of weights, scheme A is UA in ε and in τ .

4.1 AP properties of scheme B for the gyrofluid limit

We investigate the gyrofluid limit of scheme B. The next proposition shows that scheme B enjoys the Asymptotic
Preserving property in the gyrofluid limit.

Proposition 1. The scheme B defined by (36a)-(47)-(48) enjoys the Asymptotic Preserving property in the gy-
rofluid limit ε → 0 then τ → 0.

Proof. We first consider the limit ε → 0 in the scheme B, which corresponds to looking at the mode l = 0 in
Fourier (observing that all the Fourier modes converge towards 0 as ε → 0 except for the mode l = 0). Then, in
(36a), we obtain when ε → 0

Ẑn+1
p,0 = Ẑn

p,0 +∆tĤn
p,0,

whereas for the weights equations (47)-(48), we obtain when ε → 0

Ŵn+1
p,0 = e−

∆t
τ Ŵn

p,0 +
∆t

τ
e−

∆t
τ

(
M̂n

p,0 − Ĝn
p,0

)
+
(
1− e−

∆t
τ

)
Ĝn+1
p,0 , (49)

Ûn+1
0 = e−

∆t
τ Ûn

0 + (1− e−
∆t
τ ) ˆ̃Un

0 = Ûn
0 , (50)

since Ûn
0 = ˆ̃Un

0 when ε = 0 (indeed, ⟨QBGK⟩ conserves gyromoments). This scheme is a consistent explicit first
order time discretization of the gyrokinetic equation (8).

We now focus on the limit τ → 0. Following [11, 30, 33] in which an asymptotic preserving particle method
is used to deal with the hydrodynamic limit, we check that the weights of the unknown degenerate when τ → 0
towards the gyromaxwellian weights. It is clear from (49)-(50) that Ŵn+1

p,0 converges to Ĝn+1
p,0 which means that the

asymptotic scheme is a consistent discretization of the gyrofluid equations (65) (presented in Appendix A).

4.2 Uniform Accuracy for scheme A

In this section, we study the convergence of scheme A presented above. As the full collisional context remains
difficult to analyse, we first consider the case where the Maxwellian is a given function depending on Z only. In
this case, one can prove uniform accuracy in time with respect to both ε and τ . When the Maxwellian depends on
the weights W, we are able to prove uniform accuracy in time with respect to ε (using classical tools from [5], [32])
and an asymptotic property in τ .

The equation on Zp enters in the two-scale framework proposed and analysed in [5–9, 14, 15]. The additional
variable s ∈ [0, 2π] offers a degree of freedom to choose the initial condition Zp(0, s) which is well-prepared, i.e.
Zp(t, s) becomes smooth with respect to ε. To be more precise, following a Chapman-Enskog type expansion, the
first order initial condition chosen as (40) ensures that the time derivatives of Zp(t, s) are uniformly bounded

sup
t∈[0,tmax]

∥∂k
t Zp(t, ·)∥L∞

s
≤ C, k = 0, 1, 2. (51)

11



We consider the model for (Zp,Wp) : (t, s) ∈ [0, tmax]× [0, 2π] → (Z,W)(t, s) ∈ R6Np × RNp ,

∂tZp(t, s) +
1

ε
∂sZp(t, s) = Hp(t, s),

∂tWp(t, s) +
1

ε
∂sWp(t, s) =

1

τ
(Mp(t, s)−Wp(t, s)),

(52)

where Hp(t, s) = H(t, s,Zp(t, s)) ∈ R6Np and Mp(t, s) = M(t, s,Zp(t, s)) ∈ RNp , with a well-prepared initial
condition Zp(0, s),Wp(0, s) computed as in (41). Obviously, some assumptions are required. In the sequel, the
norm ∥ · ∥ of a vector refers to the standard euclidean norm in Rd (d ∈ N⋆). Some smoothness is required for
H and M (C2 regularity). Under these assumptions, it can be proved that (51) is true. Let us remark that we
assumed here that M is independent of ω. This point will be discussed below.

Theorem 1. Under the above assumptions, the scheme (37)-(38)-(39)
with initial condition (41) is uniformly accurate in ε and τ : there exists a constant C > 0, independent of ε and
τ such that

∥Zn(tn/ε)− z(tn)∥L∞+ ∥Wn(tn/ε)− w(tn)∥L∞ ≤ C∆t2, 0 ≤ n ≤ N, N∆t = tmax, (53)

where z(t), w(t) are the solutions of (22) and (27).

Proof. Recall that
Hp(t, s) = H(t, s,Zp(t, s)),

Mp(t, s) = Mfilt[Z(t, s),W(t, s)](t, s,Zp(t, s)),

and
Hn

p (s) = H(tn, s,Zn
p (s)),

Mn
p (s) = Mfilt[Zn(s),Wn(s)](tn, s,Zn

p (s)).

The solution Zp of the two-scale equation (52) satisfies

Zp(t
n+1, s) =

∑
l∈Z

Ẑp,l(t
n+1)eils

=
∑
l∈Z

e−
il
ε ∆tẐp,l(t

n) +

tn+1∫
tn

e−
il
ε (tn+1−t)Ĥp,l(t) dt

 eils.

(54)

A second order Taylor-Lagrange formula enables to expand the term Ĥp,l(t) at t = tn to get

Zp(t
n+1, s) =

∑
l∈Z

e−
il
ε ∆tẐp,l(t

n) +

tn+1∫
tn

e−
il
ε (tn+1−t)Ĥp,l(t

n) dt

+

tn+1∫
tn

e−
il
ε (tn+1−t)(t− tn)

d

dt
Ĥp,l(t

n) dt

 eils

+
∑
l∈Z

 tn+1∫
tn

e−
il
ε (tn+1−t)(t− tn)2

[ ∫ 1

0

(1− θ)
d2

dt2
Ĥp,l(t

n + θ(t− tn)) dθ
]
dt

 eils.

Using
∑

l∈Z e
ilsĤp,l(t

n) = Hp(t
n, s) and a Taylor-Lagrange formula on d

dtĤp,l(t
n), we get

Zp(t
n+1, s) = Zp(t

n, s− ∆t

ε
) +

tn+1∫
tn

Hp(t
n, s− tn+1 − t

ε
) dt

+

tn+1∫
tn

(t− tn)

∆t

(
Hp(t

n, s− (tn+1 − t)

ε
)−Hp(t

n−1, s− (tn+1 − t)

ε
)

)
dt+ rnp (s),

(55)
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where rnp (s) denotes the truncature error defined by

rnp (s) =
∑
l∈Z

 tn+1∫
tn

e−
il
ε (tn+1−t)(t− tn)

[ ∫ 1

0

(1− θ)∆t
d2

dt2
Ĥp,l(t

n − θ∆t) dθ
]
dt

 eils

+
∑
l∈Z

 tn+1∫
tn

e−
il
ε (tn+1−t)(t− tn)2

∫ 1

0

(1− θ)
d2

dt2
Ĥp,l(t

n + θ(t− tn)) dθ dt

 eils

=

tn+1∫
tn

1∫
0

(1− θ)(t− tn)∆t
d2

dt2
Hp(t

n − θ∆t, s− tn+1 − t

ε
) dθ dt

+

tn+1∫
tn

1∫
0

(1− θ)(t− tn)2
d2

dt2
Hp(t

n + θ(t− tn), s− tn+1 − t

ε
) dθ dt.

(56)

Let us recall that the time derivative of Ĥp,l also involves time derivatives of Zp and derivatives ∂zĤp,l. With the
assumptions performed above, these quantities are all uniformly bounded. In the same way, the numerical scheme
(37) on Z rewrites

Zn+1
p (s)=Zn

p

(
s− ∆t

ε

)
+
∑
l∈Z

(
∆tφ0

(
il

ε
∆t

)
Ĥn

p,l+∆t2φ1

(
il

ε
∆t

)[Ĥn
p,l − Ĥn−1

p,l

∆t

])

= Zn
p

(
s− ∆t

ε

)
+

tn+1∫
tn

Hn
p

(
s− tn+1 − t

ε

)
dt

+

tn+1∫
tn

(t− tn)

∆t

[
Hn

p

(
s− tn+1 − t

ε

)
−Hn−1

(
s− tn+1 − t

ε

)]
dt,

(57)

where we recall that ∆tα+1φα

(
il
ε∆t

)
=

tn+1∫
tn

e−
il
ε (t

n+1−t) (t− tn)
α

dt for α = 0, 1.

Now, in view of deriving an induction on the error enZp
(s) = Zp (t

n, s)−Zn
p (s), we define, for n ≤ N

∆Hn
p (s) = Hp

(
tn, s− tn+1 − t

ε

)
−Hn

p

(
s− tn+1 − t

ε

)
.

With this, considering the difference between (55) and (57), we obtain the following induction on enZp
(s)

en+1
Zp

(s) = enZp

(
s− ∆t

ε

)
+

tn+1∫
tn

∆Hn
p (s) dt

+

tn+1∫
tn

(t− tn)

∆t

[
∆Hn

p (s)−∆Hn−1
p (s− ∆t

ε
)
]
dt+ rnp (s).

(58)

In the following, we denote by C all constants involved, even if it means taking the maximum of them. Constant
C does not depend on ε and τ because of (51). Under the assumptions on the nonlinear term H, we have∣∣∆Hn

p (s)
∣∣ ≤ C

∣∣∣enZp
(s)
∣∣∣ ≤ C

∥∥∥enZp

∥∥∥
L∞

.

Moreover, the uniform estimates of ∂k
t Zp (k = 0, 1, 2) ensure that the local error can be estimated by

∣∣rnp (s)∣∣ ≤ ∆t3
∥∥∥∥ d2

dt2
Hp

∥∥∥∥
L∞

≤ C∆t3. (59)
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Setting tmax = N∆t and taking the maximum on p leads to∥∥en+1
Z
∥∥
L∞ ≤ (1 + C∆t)∥enZ∥L∞ + C∆t

∥∥en−1
Z
∥∥
L∞ + C∆t3. (60)

Let us denote Un = (∥enZ∥L∞ ,
∥∥en−1

Z
∥∥
L∞)T ,

A =

(
1 + C∆t C∆t

1 0

)
, b =

(
C∆t3

0

)
.

We write (60) as Un+1 ≤ AUn + b to get recursively Un ≤ AnU0 +
∑n−1

k=0 A
kb. Taking the norm, we get

UN ≤ (1 + 2C∆t)NU0 +

N−1∑
k=0

(1 + 2C∆t)kb.

Once again, we denote by C the constant involved. Since U0 = max(∥e0∥, ∥e−1∥) = ∥e−1∥ = C∆t2 (iteration
n = −1 computed with the order 1 scheme), we have finally

UN ≤ CeCT∆t2 + eCT
N−1∑
k=0

b ≤ CeCT∆t2.

Let consider now the numerical scheme on the weights. First, using the same calculations (Taylor-Lagrange
formula on M̂p,l(t)) as before, the two-scale solution Wp of (52) satisfies

Wp(t
n+1, s) = e−

∆t
τ Wp(t

n, s− ∆t

ε
) +

1

τ

∑
l∈Z

 tn+1∫
tn

e−( il
ε + 1

τ )(tn+1−t)M̂p,l(t
n) dt

 eils

+
1

τ

∑
l∈Z

 tn+1∫
tn

e−( il
ε + 1

τ )(tn+1−t)(t− tn)
M̂p,l(t

n)− M̂p,l(t
n−1)

∆t
dt

+ qnp (s),

(61)

where qnp (s) denotes the truncature error

qnp (s)=
1

τ

∑
l∈Z

 tn+1∫
tn

e−( il
ε + 1

τ )(tn+1−t)(t− tn)

∫ 1

0

(1− θ)∆t
d2

dt2
M̂p,l(t

n − θ∆t) dθ dt

eils

+
1

τ

∑
l∈Z

 tn+1∫
tn

e−( il
ε + 1

τ )(tn+1−t)(t− tn)2
∫ 1

0

(1− θ)
d2

dt2
M̂p,l(t

n + θ(t− tn)) dθ dt

 eils.

(62)

Considering the difference between (61) and the scheme (37) on W leads to an induction on the error

en+1
Wp

(s) = e−
∆t
τ enWp

(
s− ∆t

ε

)
+

1

τ

tn+1∫
tn

e−
tn+1−t

τ ∆Mn
p (s) dt

+
1

τ

tn+1∫
tn

e−
tn+1−t

τ
t− tn

∆t
dt
[
∆Mn

p (s)−∆Mn−1
p (s)

]
+ qnp (s), (63)

where we introduced the following notation for n ≤ N

∆Mn
p (s) = Mp

(
tn, s− tn+1 − t

ε

)
−Mn

p

(
s− tn+1 − t

ε

)
.
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Thanks to the definition of the φ function (35) and the assumptions on M , the truncature error qnp (s) given by
(62) satisfies the following estimate

∣∣qnp (s)∣∣ ≤ ∥∥∥∥d2Mp

dt2

∥∥∥∥
L∞

1

τ

 tn+1∫
tn

e−
1
τ (t

n+1−t) (t− tn)∆t dt+

tn+1∫
tn

e−
1
τ (t

n+1−t) (t− tn)
2
dt


≤
∥∥∥∥d2Mp

dt2

∥∥∥∥
L∞

∆t3

τ

[
φ1

(
∆t

τ

)
+ 2φ2

(
∆t

τ

)]
.

Consequently, under the assumptions on M and the uniform estimates on eZp , we have
∣∣∆Mn

p (s)
∣∣ ≤ C∥enZ∥L∞ ≤

C∆t2. Then, the second term in the right hand side of (63) can be estimated by∣∣∣∣∣∣∣
1

τ

tn+1∫
tn

e−
tn+1−t

τ ∆Mn
p (s) dt

∣∣∣∣∣∣∣ ≤ C
∆t3

τ
φ0

(
∆t

τ

)
,

whereas the third term satisfies∣∣∣∣∣∣∣
1

τ

tn+1∫
tn

e−
tn+1−t

τ (t− tn) dt
∆Mn

p (s)−∆Mn−1
p (s)

∆t

∣∣∣∣∣∣∣ ≤ 2C
∆t3

τ
φ1

(
∆t

τ

)
.

Thus, (63) becomes∥∥en+1
W
∥∥
L∞ ≤ e−

∆t
τ ∥enW∥L∞ + C

∆t3

τ

[
φ0

(
∆t

τ

)
+ 3φ1

(
∆t

τ

)
+ 2φ2

(
∆t

τ

)]
.

By induction, we have, with N∆t = tmax,∥∥eNW∥∥L∞ ≤ e−tmax/τ
∥∥e0W∥∥L∞ + C

∆t3
(
1− e−tmax/τ

)
τ
(
1− e−∆t/τ

) (φ0 + 3φ1 + 2φ2)

(
∆t

τ

)
,

≤ e−tmax/τ
∥∥e0W∥∥L∞+ C(1− e−tmax/τ )

[
∆t2+2τ2−3τ∆t+

4∆t2 − 2τ∆t

1− e−∆t/τ

]
.

One can prove that z2 + 2− 3z + 4z2−2z
1−e−z ≤ 5z2 for all z > 0 from which we deduce, using

∥∥e0W∥∥L∞ = 0,∥∥eNW∥∥L∞ ≤ e−tmax/τ
∥∥e0W∥∥L∞ + C(1− e−tmax/τ )5∆t2 ≤ C(1− e−tmax/τ )∆t2,

which concludes the proof.

Remark 3. When M depends on ω, in the truncature error (62) the term d2

dt2M makes appear ∂2
tW. For a fixed

τ , time derivatives are uniformly bounded in ε, which enable to garantee the UA property in ε. However, when
τ → 0 the time derivatives of W are not uniformly bounded in τ . In this case, we thus lose uniform accuracy in
τ on weights (this property is still present on particles since it does not depend on τ). For the AP property when
τ → 0, we refer to Subsection 3.4.

5 Numerical results

This section is devoted to numerical illustrations of the properties of the schemes presented above. We first focus
on a one-particle case and then on a PIC example where all the particles are coupled through the collision operator.

5.1 ODE framework

We consider the following multiscale ODE satisfied by z = (x, v) ∈ R6 and ω ∈ R

ż(t) =
1

ε
Az(t) + h(t, z),

ω̇(t) =
1

τ
(M(ω, z)− ω(t)),

(64)
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with A and h given by (3) and E(t, x) = ((x1 + x3) cos(t), x1x2 sin(t),−x2
2e

−t2). Two examples for M will be

investigated. In a first example, M(ω, z) = 1 + |z|2 + e−ω2

(M depends on ω) whereas in a second example

M(z) = 1 + |z|2 (M does not depend on ω). The initial condition is z(0) = (1, 1, 0, 1/2, 1/2, 3/2), ω(0) = 1 and
the final time of the simulation is tmax = 1.

In order to illustrate the properties of the schemes, we plot the error between the numerical and the exact
solutions. As we do not know the exact one, we replace it by a reference solution obtained with a small time step
∆t = 2−14. The error considered is the sum of the L∞-error of the solution components. In all tests, we consider
the second order scheme (37)-(38)-(39) with the initial condition (41) and Ns = 16 are used to discretize the s
variable.

In Figures 1, we consider the caseM(ω, z). We plot the error as a function of the time step ∆t = 2−k, k = 3, . . . , 13
for different values of ε = 10−k(k = 0, . . . , 6) with τ = 1 (left figure) and of τ = 10−k(k = 0, . . . , 4) with ε = 1
(right figure). We observe the uniform accuracy with respect to ε (left figure) since for all the values of ε, the
error remains the same and the second order is recovered, as expected. However, it is not the case when τ varies
(right figure) since the order is observed only when τ > ∆t. In Figure 2, we consider the case M(z) for which
Theorem 1 ensures uniform accuracy in both ε and τ parameters. As expected, we obtain the uniform accuracy
property in τ (the uniform accuracy in ε is ensured by the two-scale strategy).
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(a) L∞-Error for τ = 1 and different ε.
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(b) L∞-Error for ε = 1 and different τ .

Figure 1: Case M(w, z).
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Figure 2: Case M(z): L∞-Error for ε = 1 and different τ .

In Figures 3, we plot the time history of the Maxwellian weights M(z(t)) together with w(t) for different values
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of ε and τ , with ∆t = 2.5× 10−4. These two figures illustrate the asymptotic properties (gyrokinetic limit ε → 0
and fluid limit τ → 0) of (64). Indeed, when ε is fixed, we observe the convergence when τ → 0 of w(t) to M(z(t))
which oscillates in time (see Figure 3-(a)). However, for τ > 0 fixed, and ε → 0, we observe the convergence of
w(t) towards the average of M(z(t)).
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(b)

Figure 3: Time history of the M(z(t)) and of ω(t) for different values of ε and τ .

Finally, in Figure 4, we illustrate the Uniform Accuracy property in both parameters ε and τ . We take
ε = τ = 0.01 and plot the time history of ω for two different values of the time step: ∆t = 2.5 × 10−4 and
∆t = 0.05. We can observe that even if ∆t is bigger, the numerical scheme is able to capture the strong relaxation
(at the very beginning of the simulation) and the highly oscillatory behavior, without resolving these two stiffnesses.
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Figure 4: Weights trajectories for ∆t bigger than τ .

5.2 PDE framework

In this part, we consider the PIC discretization of (2)-(3) with a BGK operator. The goal is to observe the
relaxation to the gyromaxwellian equilibria. Since the problem is inherently six-dimensional and as such, is very
costly from a numerical point of view, we simplify the problem by considering h = 0 in (2)-(3) and remove the
dependence with respect to x3. As a consequence, the filtered model satisfied by F ε,τ (t, Z) becomes

∂tF
ε,τ =

1

τ
Qfilt[F

ε,τ ](t, t/ε, Z) =
1

τ
(Mfilt[F

ε,τ ]− F ε,τ ),
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where Mfilt is defined in (12). It follows that the gyromoments, and thus the equilibria, are independent of time.
The goal is to observe the relaxation towards the gyromaxwellian in the gyrofluid limit (ε → 0 then τ → 0). Hence,
from an out-of-equilibria initial data F0, we compute its associated equilibria G[F0], and observe the relaxation
of F ε,τ towards G[F0]. For the initial condition F0, we choose it as the sum of two different gyromaxwellians
of same mass characterized respectively by the following macroscopic quantities Ua = (n,Ua, Y a,Ka, Ga) and
Ub = (n,Ub, Y b,Kb, Gb). After some computations, we find that the gyromaxwellian G[F0] associated to F0 is
characterized by

Uab =

(
2n, Ua+Ub

2 , Y a+Y b

2 , Ka+Kb

2 + |Ua−Ub|2
8 , Ga+Gb

2 +
|Y a−Y b|2

8 − |Ua−Ub|2
8

)
.

For the first test, we consider the scheme B (36a)-(47)-(48) with the following numerical parameters: Np = 1.6×107

particles, Ns = 8 for the s direction and ∆t = 2× 10−4 whereas ε = 10−8 and τ = 10−4.
In Figure 5, we illustrate the relaxation from a sum of two gyromaxwellians of gyromomentsUa = (0.5, 0, 0, 0,−1, 0, 0.3, 0)

and Ub = (0.5, 0, 0, 0, 1, 0, 0.3, 0) to a gyromaxwellian G[F0] of gyromoments Uab = (1, 0, 0, 0, 0, 0, 0.3, 0.5). More
precisely, from the particle approximation of F ε,τ (t, Z), we plot a reconstruction of F ε,τ (t = 0, X1, X2 = 0, V1 =
0, V2 = 0, V3 = 0) and F ε,τ (t = tmax, X1, X2 = 0, V1 = 0, V2 = 0, V3 = 0) (let us recall that the X3-dimension has
been removed). These X1-slices are plotted in Figure 5 together with the analytical expression of F0 and G[F0]
slices. Let us remark that computing a one-dimensional slice of a particles ensemble requires some interpolation
operators. Here, before taking slice we have regularized the particle density in space and velocity variables with
the same B-spline as before. Even if the method has some noise, we clearly observe the relaxation to the correct
limit represented by the gyromaxwellian.
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t=0.0
t=0.004

Figure 5: Particle density relaxing to a gyromaxwellian.

We are now interested in more quantitative results by considering the time evolution of the error between the
particles weights and the gyromaxwellian weights. To do so, we plot at each time iteration the three following
errors: en1 =

∑
p |ωn

p −Gex
p |, en2 =

∑
p |ωn

p − Gn
p | and en3 =

∑
p |Gn

p − Gex
p |, where Gex

p denotes the weights computed
from analytical gyromaxwellian G[F0] (which are constant in time) and Gn

p are numerical gyromaxwellian weights
computed as in part 3.5. These quantities are plotted for the two schemes introduced above: the scheme A (36a)-
(44) and the scheme B (36a)-(47)-(48). The parameters taken are Np = 12288000, ε = 10−8,∆t = 10−3, Ns =
4,∆x ≈ 0.37 and we look at different values of τ .

In Figures 6 and 7, we can see that en3 increases in time whereas it should remain small. This is due to
the fact that gyromoments are not conserved exactly by our scheme which deteriorates the computation of the
gyromaxwellian Gn

p . A first way to improve this conservation is to increase the number of particles (we checked
that the conservations are improved by adding particles). A second option would be to use a projection technique
as discussed in [16,21] to enforce the conservation of the gyromoments at the discrete level.

Let us now focus on the other errors en1 and en2 for the two schemes. In Figure 6, the error en2 computed with
the scheme A does not present the good behavior since the convergence towards the gyromaxwellian is too slow.
However, we can observe in Figure 7 that the scheme B is able to capture the right limit in one iteration (since
∆t > τ) thanks to its AP property. The error en1 is the error en2 with the effect of non conservation of gyromoments
which are deteriorated with time.
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Figure 6: Evolution of the three errors eni , i = 1, 2, 3 for scheme A for two different τ .
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Figure 7: Evolution of the three errors eni , i = 1, 2, 3 for scheme B for two different τ .

6 Conclusion and opening

In this paper, we have constructed and analysed multiscale numerical schemes for the collisional Vlasov equation
in the finite Larmor radius approximation regime. This model, proposed in [4], involves two scaling parameters:
ε drives the oscillation due to the presence of the strong external magnetic field and τ drives the hydrodynamic
limit. We also made an analysis of the gyrofluid limit model.

Further developments can be performed. First, regarding the computational cost (due to high dimensionality of
the problem), it would be interesting to investigate a micro-macro approach where the one-dimensional gyrofluid
model would be coupled to a particle discretization of a collisional Vlasov equation, in the spirit of [11, 27].
Considering the coupling with the self-consistent electromagnetic field governed by Maxwell equation could be
also considered.
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A Gyrofluid model’s properties

In this section, we study the gyrofluid model derived from the gyrokinetic model (8) with the BGK operator when
τ → 0. The main interest of this gyrofluid model lies in the fact that the macroscopic unknown only depend on time
and on one spatial variable X3. For the sake of simplicity, we assume here that the electric field is given and only
depends on time: E = E(t) but the following calculations can be generalized to a given space dependent electric
field. Considering the gyromoments of (8) and replacing F τ by the gyromaxwellian (15) enables to get the following
gyrofluid model satisfied by U(t,X3) = (n, nU, nU3, nY , n(K + |U |2/2), n(G+ |Y |2/2− |U |2/2))(t,X3) ∈ R8

∂tn+ ∂X3
nU3 = 0, (65a)

∂tnU + ∂X3
nU3U = 0, (65b)

∂tnU3 + ∂X3

(
nU2

3 + nθ
)
= nE3, (65c)

∂tnY + ∂X3
nU3Y = n

⊥
E, (65d)

∂t

[
n

(
K +

|U |2

2

)]
+ ∂X3

[
nU3

(
K +

|U |2

2
+ θ

)]
= nU3E3, (65e)

∂t

[
n

(
G+

∣∣Y ∣∣2
2

−
∣∣U ∣∣2
2

)]
+ ∂X3

[
nU3

(
G+

∣∣Y ∣∣2
2

−
∣∣U ∣∣2
2

)]
= nY · ⊥E. (65f)

The gyrofluid model has also an entropic inequality, derived directly from H-theorem’s inequality

∂tn ln

(
n

µ2θ3/2

µ−θ

)
+ ∂X3

nU3 ln

(
n

µ2θ3/2

µ−θ

)
≤ 0, (66)

µ and θ being defined by (18). A space dependent electric field would have given a different right hand side in
(65): the change of variable (4) and the averaging have to be applied to E to get an average electric field as a
source term. One can observe that the gyrofluid model (65) shares similarities with compressible Euler equations
but also has its own specificities. Indeed, in addition to the equation of continuity, there are five equations on
mean velocity (with U3 as the main velocity), and two equations (65e) and (65f) on the kinetic and gyration
energies, the sum of which gives the equation on the total energy. The kinetic (resp. gyration) energy is composed
of an internal kinetic (resp. gyration) energy K (resp. G) and a kinetic (resp. gyration) energy |U |2/2 (resp.

(
∣∣Y ∣∣2 − ∣∣U ∣∣2)/2). Moreover, as θ is a function of the two internal energies K and G, nθ can be interpreted as an
equivalent of the pressure in the compressible Euler equations. The right hand side terms correspond to external
electric field applied on the system. The gyrofluid model (65) is presented in a conservative form with a source
term. In order to study algebra and wave-structure of the model, we rewrite it in a quasi-linear form expressed
with primitive variables W(t,X3) = (n,U, Y ,K,G)(t,X3) ∈ R8. This is done in the following Proposition.

Proposition 2. The gyrofluid model (65) can be rewritten in a quasilinear form

∂tW +A(W)∂X3
W = B, (67)
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with W(t,X3) = (n,U, Y ,K,G)(t,X3) and with

A(W) =



U3 0 0 n 0 0 0 0
0 U3 0 0 0 0 0 0
0 0 U3 0 0 0 0 0
θ
n 0 0 U3 0 0 θK θG
0 0 0 0 U3 0 0 0
0 0 0 0 0 U3 0 0
0 0 0 θ 0 0 U3 0
0 0 0 0 0 0 0 U3


, B =



0
0
0

E3(t)
E2(t)
−E1(t)

0
0


. (68)

Here θK and θG are such that ∂X3θ = θK∂X3K + θG∂X3G, θ being defined by (18). The gyrofluid model is
hyperbolic: A(W) is diagonalizable and presents the eigenvalue λ0 = U3 of multiplicity 6 and two eigenvalues
λ− = U3 − c and λ+ = U3 + c with c =

√
θ(1 + θK) of multiplicity 1. The associated eigenvectors for λ0 are

r1 = (0, 1, 0, 0, 0, 0, 0, 0), r2 = (0, 0, 1, 0, 0, 0, 0, 0), r3 = (0, 0, 0, 0, 1, 0, 0, 0),

r4 = (0, 0, 0, 0, 0, 1, 0, 0), r5 = (0, 0, 0, 0, 0, 0, θG,−θK), r6 = (−nθK , 0, 0, 0, 0, 0, θ, 0).
(69)

The other eigenvectors are given by

r− = (n, 0, 0,−c, 0, 0, θ, 0) for λ−, r+ = (n, 0, 0,+c, 0, 0, θ, 0) for λ+.

Remark that similarly to the classical Euler equations, the gyrofluid model presents two genuinely nonlinear
fields associated to λ± = U3 ± c, as well as a linearly degenerated field associated to λ0 = U3.
To prove Proposition (2), we need the following Lemma.

Lemma 1. We have the relations below

∂tn

∣∣U ∣∣2
2

+ ∂X3
nU3

∣∣U ∣∣2
2

= 0, (70)

∂tn

∣∣Y ∣∣2
2

+ ∂X3
nU3

∣∣Y ∣∣2
2

= nY · ⊥E, (71)

∂tn
|U |2

2
+ ∂X3

nU3
|U |2

2
= nU3E3 − U3∂X3

nθ. (72)

Proof. Starting from (65b) and use the continuity equation (65a) enables to get ∂tU+U3∂X3
U = 0. Consequently,

developing (70) leads to

∂tn

∣∣U ∣∣2
2

+ ∂X3
nU3

∣∣U ∣∣2
2

=

∣∣U ∣∣2
2

(∂tn+ ∂X3
nU3) + n(U · (∂tU + U3∂tU) = 0.

Relations (71) and (72) are obtained by similar calculations.

We prove now Proposition 2.

Proof. Using Lemma 1 together with some calculations, we will show that (65) can be written into (67) for which
the eigenstructure can be obtained easily. First, (65a) and (65b) give

∂tn+ U3∂X3n+ n∂X3U3 = 0 and ∂tU + U3∂X3U = 0,

whereas (65c) gives

∂tU3 + U3∂X3
U3 + ∂X3

θ +
θ

n
∂X3

n = E3,

where θ is a function of K and G which are independent of the other variables (see (18) and (19)). Then, there
exist θK(K,G) and θG(K,G) such that ∂X3θ = θK∂X3K + θG∂X3G. Consequently, (65c) becomes

∂tU3 + U3∂X3U3 + θK∂X3K + θG∂X3G+
θ

n
∂X3n = E3. (73)
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From (65d), we obtain

∂tY + U3∂X3
Y =

⊥
E.

We use (72) of Lemma 1 together with (65e) to get

∂tnK + ∂X3
nU3K + nθ∂X3

U3 = 0,

or again
∂tK + U3∂X3K + θ∂X3U3 = 0. (74)

We use (70) and (71) of Lemma 1 to recast (65f) into

∂tG+ U3∂X3
G = 0.

We then deduce that (65) can be written in the quasilinear form (67). Moreover, we can check that θK > 0 which
implies that c =

√
θ(1 + θK) is well defined. Because of the shape of A, we see that the characteristic polynomial

is reduced to the computation of the determinant of a 3x3 matrix

det(A− λId) = (U3 − λ)5 det

U3 − λ n 0
θ/n U3 − λ θK
0 θ U3 − λ

 .

It follows that det(A− λId) = (U3 − λ)6(λ2 − 2U3λ + U2
3 − c2) = (U3 − λ)6(λ − (U3 − c))(λ − (U3 + c)). In the

same way, we see that r1, r2, r3 and r4 are eigen vectors associated to U3. Then, it remains to find other eigen
vectors on the 4x4 matrix 

U3 n 0 0
θ/n U3 θK θG
0 θ U3 0
0 0 0 U3

 .

This concludes the proof.
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