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RAPID STABILIZATION OF A DEGENERATE PARABOLIC
EQUATION USING A BACKSTEPPING APPROACH: THE
CASE OF A BOUNDARY CONTROL ACTING AT THE

DEGENERACY

PIERRE LISSY1 AND CLAUDIA MORENO2

Abstract. The rapid exponential stabilization of a degenerate para-
bolic equation on a bounded interval with a left Dirichlet control is
studied in this paper. Our approach introduces a backstepping transfor-
mation of Fredholm type, in order to force the solution of the closed-loop
system to decay exponentially to zero with an arbitrary decay rate. The
existence, continuity and invertibility of the transformation are obtained
thanks to the study of Bessel functions of the first and the second kind,
together with abstract results on Riesz bases and some specific proper-
ties satisfied by Fredholm operators.

Keywords. Degenerate parabolic equation, backstepping, stabilization,
Fredholm transform, Bessel functions.
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1. Introduction

In the last years, a lot of works have been devoted to the rapid stabiliza-
tion of one-dimensional nondegenerate parabolic equations by a boundary
control (see e.g. [2, 5, 20, 24, 13, 19] and the references therein). Amongst
the methods that were developed to prove the boundary stabilization of one-
dimensional partial differential equations (PDEs), one of particular interest
is the backstepping method, studied intensively notably by Krstic and its
collaborators, see e.g. [18]. The main idea of the method is to exhibit an
invertible integral operator that transforms the original boundary control
problem into a exponentially stable system at a desired fixed rate, called
in what follows the target system. The original backstepping method for
PDEs relied on an integral transformation of Volterra type, which has the
advantage of being automatically invertible, but has the drawback that the
integral kernel appearing in the transformation is a solution of a PDE posed
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on a triangular problem, so that the existence of the kernel might be diffi-
cult to obtain. Here, we will rather consider an integral transformation of
a Fredholm type, that was introduced in [3] in the context of stabilization
of PDEs. It has exactly the opposite advantages and drawbacks: the kernel
appearing in the transformation is now a solution of a PDE posed on a rect-
angular domain, but the invertibility of the transformation is more difficult
to obtain. Here, we will follow the abstract approach developed in [10].

Let us now present the model under study. Our goal is to obtain a rapid
stabilization result for the following degenerate parabolic equation ∂tu = (xα∂xu)x, (t, x) ∈ R+ × (0, 1),

u(t, 0) = U(t), u(t, 1) = 0, t ∈ R+,
u(0, x) = u0(x), x ∈ (0, 1),

(1.1)

where U denotes the control. The initial condition u0 will be chosen in
L2(0, 1). Since α ∈ (0, 1), our equation corresponds to what is called a
weakly degenerate case according to the terminology of [23]. Notice that
the stabilization by the backstepping method has been proved in [16] in
the case where the control U is localized at point x = 1 (see also [7] for
a result of finite-time stabilization with a distributed control, by a totally
different technique relying on spectral tools). Here, the situation is different
since we impose a Dirichlet control at point x = 0, where the degeneracy of
the elliptic operator (xα∂x)x holds, which turns out to be a more difficult
question. From the point of view of controllability, null-controllability for
(1.1) has been proved in [17] by an indirect method based on the auxiliary
study of the corresponding wave equation and a transmutation method. A
study of the cost of control in this context, based on the moment method, has
been proposed in [9]. For more information about controllability properties
of degenerate parabolic equations, we refer to [8] and the references therein.

To study the stabilization of the system (1.1), as already mentioned, we will
use the backstepping method. We focus on the construction of an appropriate
Fredholm transformation, in the spirit of [10], which has emerged as an
alternative to the Volterra transformation during the last years (see also
[11, 12, 28, 16, 14, 15]). Let us emphasize that our main stabilization result
can be obtained from the abstract theorem given in [1, Theorem 1.6], but
the backstepping method has some additional advantages (see [16, Remark
2]) that make relevant the present study.

Let us now emphasize the main difficulties that arise compared to [16] (where
the control was localized at point x = 1), that are of technical nature but
make the present situation different and somehow trickier. Of course, the
spectral properties of the underlying elliptic operator are the same in both
cases, but the behaviour of the control operator changes: the asymptotic
behaviour of the normal derivative of the eigenvalues at point x = 0 (which
is related to the adjoint operator of our control operator) is different from
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the one at point x = 1 (see (1.24) and (1.25)). This difference requires to be
much more careful concerning the functional setting, and to work in different
fractional weighted Sobolev spaces (see notably (2.13) and Proposition 3.4).
Another important difference comes from the kernel introduced in (2.7): in
[16], the corresponding ψn was expressed only in terms of Bessel functions
of the first kind. Here, ψn is expressed as an appropriate linear combination
of Bessel function of the first and the second kind (see the formula given in
(2.11)). Bessel functions of the second kind are less standard than Bessel
functions of the first kind, so that our study notably requires to prove appro-
priate estimates for these functions, that differ from the corresponding ones
for Bessel functions of the first kind (see notably Lemmas 1.8 and 1.9). These
estimates are crucial to obtain the Riesz basis property given in Proposition
3.4, that constitutes the core of our proof and is more delicate to prove than
in [16].

Now, we present our main result.

Theorem 1.1. There exists a discrete set S ⊂ R such that for any λ > 0
with λ 6∈ S , there exists C(λ) > 0 and a feedback law U(t) = K(u(t)), where
K ∈ L2(0, 1)′, such that for any u0 ∈ L2(0, 1), there exists a unique solution
u of (1.1) that verifies, for any t ≥ 0:

||u(t, ·)||L2(0,1) ≤ C(λ)||u0||L2(0,1)e
−λt.

Remark 1. The precise generic condition on λ > 0 is given in (1.27).

The plan of the paper is as follows: in Section 2, we introduce some basic
properties of the parabolic operator associated with the degenerate equation
(1.1), and technical results about Bessel Function of the first and second
kind. In Section 3, we present three linear operators in order to rewrite the
degenerate parabolic equation (1.1) in an abstract form and we prove the
existence of the kernel associated to the Fredholm transformation together
with some additional properties. Then, in Section 4, we show that the trans-
formation mapping the degenerate parabolic equation into the target system
is a continuous and invertible Fredholm operator. At last, in Section 5, we
prove Theorem 1.1.

1.1. Some properties on the degenerate operator A. Here, we sum-
marize the presentation of [16] concerning the degenerate elliptic operator
appearing in (1.1). We first define

H1
α(0, 1) := {f ∈ L2(0, 1) |x

α
2 fx ∈ L2(0, 1)},

endowed with the natural scalar product

〈f, g〉H1
α

:=

∫ 1

0
(fg + xαfxgx) dx, f, g ∈ H1

α(0, 1), (1.2)

that makes H1
α a Hilbert space.



4 PIERRE LISSY1 AND CLAUDIA MORENO2

We also define

H1
α,0(0, 1) := {f ∈ H1

α(0, 1) | f(0) = f(1) = 0},

which is a closed subspace of H1
α(0, 1) that can be endowed with the scalar

product

〈f, g〉H1
α,0

:=

∫ 1

0
(xαfxgx) dx, f, g ∈ H1

α,0(0, 1), (1.3)

which defines an equivalent norm to the norm coming from the scalar product
(1.2).
We define the unbounded operator A : D(A) ⊂ L2(0, 1)→ L2(0, 1) by:

Au := (xαux)x,

D(A) := {u ∈ H1
α,0(0, 1) |xαux ∈ H1(0, 1)},

where D(A) endowed with the scalar product

〈f, g〉
D̃(A)

:=

∫ 1

0
(fg + xαfxgx + (xαfx)x (xαgx)x) dx, f, g ∈ D(A),

(1.4)
that makes D(A) a Hilbert space.
Then, there exists a Hilbert basis {φn}n∈N∗ of L2(0, 1) and an increasing
sequence (λn)n∈N∗ of real positive numbers such that λn → +∞ and

−Aφn = λnφn. (1.5)

Moreover, we have
λn := (κjν,n)2, n ∈ N∗, (1.6)

and

φn(x) =

√
2κ

J ′ν(jν,n)
x

1−α
2 Jν(jν,nx

κ), x ∈ (0, 1), n ∈ N∗, (1.7)

where ν and κ are two parameters given by

ν :=
1− α
2− α

and κ :=
2− α

2
. (1.8)

Here, Jν is the Bessel function of order ν and of the first kind, and (jν,n)n∈N∗
is the strictly increasing sequence of the zeros of Jν , that are all simple
and positive. For more information about Bessel functions, we refer to the
monographs [26, 21, 6]. Remind that we have the expansion

Jν(x) =
∞∑
k=0

(−1)k(x/2)ν+2k

k!Γ(ν + k + 1)
. (1.9)

Let us finally remark that we can characterizeD(A) andH1
α,0(0, 1) as follows:

D(A) =

{
f =

∞∑
n=1

anφn ∈ L2(0, 1)

∣∣∣∣∣
∞∑
n=1

λ2na
2
n <∞

}
,
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so that

D(A)′ =

{
f =

∞∑
n=1

anφn ∈ D ′(0, 1)

∣∣∣∣∣
∞∑
n=1

a2n
λ2n

<∞

}
, (1.10)

and

H1
α,0(0, 1) = D(A

1
2 ) =

{
f =

∞∑
n=1

anφn ∈ L2(0, 1)

∣∣∣∣∣
∞∑
n=1

λna
2
n <∞

}
,

so that

H1
α,0(0, 1)′ = D(A

1
2 )′ =

{
f =

∞∑
n=1

anφn ∈ D ′(0, 1)

∣∣∣∣∣
∞∑
n=1

a2n
λn

<∞

}
. (1.11)

To conclude, for s ∈ [0, 1], we introduce

D(As) =

{
f =

∞∑
n=1

anφn ∈ L2(0, 1)

∣∣∣∣∣
∞∑
n=1

λ2sn a
2
n <∞

}
(1.12)

and

D(As)′ =

{
f =

∞∑
n=1

anφn ∈ D ′(0, 1)

∣∣∣∣∣
∞∑
n=1

a2n
λ2sn

<∞

}
. (1.13)

All these spaces are endowed with the natural scalar product induced by their
definitions, and the associated norm is equivalent to the norm associated with
the scalar product given in (1.3) for s = 1/2 and (1.4) for s = 1. We also
emphasize that for any s ∈ [0, 1], the operator A can be uniquely extended
from D(As) to D(As)′ (see [25, Section 3.4]). We will still denote by A these
extensions.

1.2. Some technical Lemmas. In what follows, we will need various tech-
nical results about Bessel functions, the eigenvectors φn and the eigenvalues
λn introduced in the previous Section. The goal of this Section is to gather
all these results. In what follows, we will denote by Yν the Bessel function
of order ν (ν ∈ (0, 1)) and of the second kind, and (yν,n)n∈N∗ the strictly
increasing sequence of the zeros of Yν , that are all simple and positive. By
definition,

Yν(x) :=
(cos νπ)Jν(x)− J−ν(x)

sin(νπ)
. (1.14)

Remind that the following orthogonality property holds (see e.g. [17, Section
4.3.1].

Lemma 1.2.∫ 1

0
x1−αJν(jν,nx

κ)Jν(jν,mx
κ)dx =

δnm
2κ

J ′ν(jν,n)2. (1.15)

The two following formulas come respectively from [21, Section 11.2, (2) and
(4)].
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Lemma 1.3. For all (a, b) ∈ R such that a 6= b,∫ 1

0
xJν(ax)Jν(bx)dx =

1

a2 − b2
[
bJν(a)J ′ν(b)− aJ ′ν(a)Jν(b)

]
, (1.16)

∫ 1

0
xJν(ax)Yν(bx)dx =

1

a2 − b2
[
bJν(a)Y ′ν(b)− aJ ′ν(a)Yν(b)

]
− lim
x→0+

x

a2 − b2
[
bJν(ax)Y ′ν(bx)− aJ ′ν(ax)Yν(bx)

]
.

(1.17)

Let us prove the following Lemma.

Lemma 1.4. For all (a, b) ∈ R such that a 6= b,

lim
x→0+

x

a2 − b2
[
bJν(ax)Y ′ν(bx)− aJ ′ν(ax)Yν(bx)

]
=

2
(
a
b

)ν
π (a2 − b2)

. (1.18)

Proof of Lemma 1.4.
From the Taylor expansion given in (1.9), we observe that

Jν(x) ∼ xν

2νΓ(ν + 1)
as x→ 0+, J ′ν(x) ∼ νxν−1

2νΓ(ν + 1)
as x→ 0+. (1.19)

This formula is also valid if we replace ν by −ν. Hence, using (1.14), we
deduce that

Yν(x) ∼ − x−ν

2−νΓ(−ν + 1) sin(νπ)
as x→ 0+ (1.20)

and

Y ′ν(x) ∼ νx−ν−1

2−νΓ(−ν + 1) sin(νπ)
as x→ 0+.

Combining these expressions, we deduce that
x

a2 − b2
[
bJν(ax)Y ′ν(bx)− aJ ′ν(ax)Yν(bx)

]
∼ x

a2 − b2

[
b

aνxν

2νΓ(ν + 1)

νb−ν−1x−ν−1

2−νΓ(−ν + 1) sin(νπ)

+a
νaν−1xν−1

2νΓ(ν + 1)

b−νx−ν

2−νΓ(−ν + 1) sin(νπ)

]
∼
(a
b

)ν 2ν

(a2 − b2)

[
1

sin(πν)Γ(1− ν)Γ(1 + ν)

]
as x→ 0+.

From the formula Γ(ν + 1) = νΓ(ν) and the complement formula for the
Euler Gamma function (valid because ν ∈ (0, 1)), we have

Γ(ν + 1)Γ(1− ν) =
νπ

sin(πν)
.

We deduce that (1.18) is verified.
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The following expansions of the zeros of the Bessel functions and of the
derivative at the origin of the Bessel functions is classical (see e.g. [22,
(1.14) and (1.24), Pages 436-437]).

Lemma 1.5. As n→∞, we have

jν,n = π

(
n+

ν

2
− 1

4

)
− 4ν2 − 1

8n
+ O

(
1

n3

)
(1.21)

and ∣∣J ′ν(jν,n)
∣∣ ∼√ 2

πjν,n
. (1.22)

From (1.21) (see [16, (45) and (46), page 3839]), we notably obtain the
following estimate (here and in all this paper,

√
· has to be understood as

the principal determination of the complex square root).

Lemma 1.6. As n→∞, we have

jν,n −
√
λn − λ
κ

=
λ

2jν,nκ2
+ O

(
1

n3

)
= O

(
1

n

)
. (1.23)

We will also need estimates of the derivative of φn at the endpoints x = 0
and x = 1.

Lemma 1.7. We have
φ′n(1) =

√
2κκjν,n, (1.24)

and

lim
y 7→0+

yαφ′n(y) =
(1− α)

√
2κjνν,n

2νJ ′ν(jν,n)Γ(1 + ν)
. (1.25)

Proof of Lemma 1.7.
Differentiating expression (1.7) leads to

φ′n(y) =

√
2κ

J ′ν(jν,n)

[
1− α

2
y−

1+α
2 Jν(jν,ny

κ) + y
1−α
2 κjν,nJ

′
ν(jν,ny

κ)yκ−1
]
.

(1.26)
Taking x = 1 and using that jν,n is a zero of Jν immediately leads to (1.24),
whereas using (1.19) together with (1.8) and (1.9) gives immediately (1.25).

In all what follows, we will assume that λ > 0 is chosen is such a way that

λn − λ 6= 0, λn − λ 6= λk, λn − λ 6= κ2y2ν,k, for any k, n ∈ N∗, (1.27)

the last condition being new compared to [16]. Under these conditions, one
can obtain the following result.
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Lemma 1.8. As n→∞, we have

Jν

(√
λn − λ
κ

)
= −λJ

′(jν,n)

2jν,nκ2
+ O

(
1

n
7
2

)
. (1.28)

Notably, there exist two constants C1 > 0 and C2 > 0 such that, for any
n ∈ N∗, we have

C1

n
3
2

≤
∣∣∣∣Jν (√λn − λκ

)∣∣∣∣ ≤ C2

n
3
2

. (1.29)

Proof of Lemma 1.8. Assume that n is large enough such that λn > λ.
Let us introduce

εn = jν,n −
√
λn − λ
κ

. (1.30)

A Taylor expansion gives that there exists en ∈ [jν,n − εn, jν,n] such that

Jν

(√
λn − λ
κ

)
= −εnJ ′ν(jν,n) +

ε2n
2
J ′′ν (en). (1.31)

From [16, (50), Page 3840], we have

J ′′ν (en) ∼ −J
′
ν(jν,n)

jν,n
as n→∞.

Taking into account (1.30) and (1.23), we deduce that (1.28) holds. To
conclude, (1.29) comes from (1.28) together with (1.21) and (1.22), since
(1.29) has to be proved only for n large enough by (1.27).

In the same spirit, we will also prove the following property.

Lemma 1.9.

Yν

(√
λn − λ
κ

)
= − 2

J ′ν(jν,n)πjν,n
+ O

(
1

n

)
. (1.32)

Notably, there exist two constants C1 > 0 and C2 > 0 such that, for any
n ∈ N∗, we have

C1√
n
≤
∣∣∣∣Yν (√λn − λκ

)∣∣∣∣ ≤ C2√
n
. (1.33)

Proof of Lemma 1.9.
Assume that n is large enough such that λn > λ. We have

Yν

(√
λn − λ
κ

)
= Yν (jν,n) + Y ′ν(c)

(√
λn − λ
κ

− jν,n
)
,

for some c ∈
[√

λn−λ
κ , jν,n

]
. Moreover, usual recurrence relations on Bessel

functions give

Y ′ν(c) =
νYν(c)

c
− Yν+1(c).
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Since Yν+1 and
νYν(·)
· are bounded on [1,∞), we deduce that when n→ +∞,

Yν

(√
λn − λ
κ

)
= Yν (jν,n) + O

(√
λn − λ
κ

− jν,n
)
.

From (1.6) and (1.23), we have

Yν

(√
λn − λ
κ

)
= Yν (jν,n) + O

(
1

n

)
. (1.34)

It remains to investigate the behaviour of Yν (jν,n). From the Wronskian
identity given in [21, Page 29, (2)], we have, for any x > 0,

Jν(x)J ′−ν(x)− J−ν(x)J ′ν(x) = −2 sin(νπ)

πx
.

Applying this identity at point x = jν,n, we deduce that

J−ν(jν,n) =
2 sin(νπ)

J ′ν(jν,n)πjν,n
.

Using identity (1.14), we deduce that

Yν(jν,n) = − 2

J ′ν(jν,n)πjν,n
.

Gathering the previous computations gives (1.32). To conclude, (1.33) comes
from (1.28) together with (1.21) and (1.22), since (1.33) has to be proved
only for n large enough by (1.27).

2. Abstract setting: the operators T , B and K

Let us now present into details the target system that will consider in this
paper: for λ > 0 (that will also satisfy additional constraints, see (1.27)), we
introduce  ∂tv = (xα∂xv)x − λv, (t, x) ∈ R+ × (0, 1),

v(t, 0) = v(t, 1) = 0, t ∈ R+,
v(0, x) = v0(x), x ∈ (0, 1).

(2.1)

Basic semigroup theory (see e.g. [25, Proposition 2.3.5]) implies that for any
v0 ∈ D(A), there exists a unique solution v to (2.1) verifying

v ∈ C1([0,∞), L2(0, 1)) ∩ C0([0,∞), D(A)),

and for any v0 ∈ L2(0, 1), there exists a unique solution v to (2.1) (the first
line being verified in D(A)′ for any t ∈ [0,∞)) verifying

v ∈ C1([0,∞), D(A)′) ∩ C0([0,∞), L2(0, 1)).

Basic energy estimates (see [16, Page 3629]) show that for any t ≥ 0,

V (t) ≤ V (0)e−2λt, (2.2)

where V (t) :=
∫ 1
0 v(t, x)2dx, at least formally. Then, (2.2) can be proved

rigorously by an easy density argument, for any v0 ∈ L2(0, 1).
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Our general goal is to exhibit an adequate invertible transformation in order
to reduce the original question of rapid stabilization of (1.1) to the stability
of (2.1).
The goal of the present Section is to introduce some linear operators that
enable us to write (1.1) in an abstract form, with an appropriate feedback
operator at the boundary x = 0. Let us introduce the linear operator given
by

Tf : x 7−→ f(x)−
∫ 1

0
k(x, y)f(y)dy, (2.3)

where k is chosen in an appropriate functional space, in such a way that if
u is the solution of (1.1), then v = Tu verifies the target system (2.1), with
initial condition

v0(x) = u0(x)−
∫ 1

0
k(x, y)u0(y)dy. (2.4)

Let us derive formally the equation that the kernel k should verify. Using
(2.3) with f = u and (1.1), we have

∂tv(t, x) = ∂tu(t, x)−
∫ 1

0
k(x, y)∂tu(t, y)dy

= (xα∂xu)x −
∫ 1

0
k(x, y)(yα∂yu)ydy.

From the first line of (2.1), we deduce that

(xα∂xv)x − λv = (xα∂xu)x −
∫ 1

0
k(x, y)(yα∂yu)ydy. (2.5)

Using one more time (2.3) with f = u, we obtain

(xα∂xu)x −
∫ 1

0
u(t, y)[(xαkx(x, y))x − λk(x, y)]dy − λu(t, x)

= (xα∂xu)x −
∫ 1

0
k(x, y)(yαuy(t, y))ydy.

Using integration by parts, we obtain

−
∫ 1

0
u(t, y)[(xαkx(x, y))x − λk(x, y)]dy − λu(t, x)

= −
∫ 1

0
(yαky(x, y))yu(t, y)dy

− k(x, y)yαuy(t, y)|10 + ky(x, y)yαu(t, y)|10.

Since u verifies Dirichlet boundary conditions and taking into account the
relations given in (1.24) and (1.25), it is reasonable to cancel the boundary
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terms by imposing the conditions k(x, 1) = k(x, 0) = ky(x, 0) = 0 and
lim
y→0+

yαky(x, y) = 0. Hence, the kernel k has to satisfy the following system:

−(yαky(x, y))y + (xαkx(x, y))x − λk(x, y) = −λδx=y, (x, y) ∈ (0, 1)2,
lim
y→0+

yαky(x, y) = 0, (x, y) ∈ (0, 1)2,

k(x, 0) = 0, x ∈ (0, 1),
k(x, 1) = 0, x ∈ (0, 1),
k(1, y) = 0, y ∈ (0, 1).

(2.6)
Let us decompose the kernel k formally as

k(x, y) =
∑
n∈N∗

ψn(x)φn(y). (2.7)

Formally, the system (2.6) is equivalent to solving for any n ∈ N∗ the system
λnψn(x) + (xα∂xψn(x))x − λψn(x) = −λφn(x), x ∈ (0, 1),
ψn(1) = 0,
lim
y→0+

yα
∑
n∈N∗

ψn(x)φ′n(y) = 0, x ∈ (0, 1).
(2.8)

Using the change of unknowns

ψn = φn − ξn,
and taking into account (1.5), this is equivalent to solving
−(λn − λ)ξn(x)− (xα∂xξn(x))x = 0, x ∈ (0, 1),
ξn(1) = 0,
lim
y→0+

yα
∑
n∈N∗

ξk(x)φ′k(y) = lim
y→0+

yα
∑
n∈N∗

φk(x)φ′k(y), x ∈ (0, 1).

(2.9)
We introduce the Sturm-Liouville problem −(xαy′(x))′ = µy(x), x ∈ (0, 1), µ ∈ R,

y(0) = 0,
y(1) = 0.

(2.10)

According to [17, Section 4.3.2], the solution of the first line of (2.10) can be
written as

y(x, µ) = x
1
2
(1−α)Zν

(√
µxκ

κ

)
, x ∈ (0,∞),

where Zν is any Bessel function of order ν. The solution to the first line of
system (2.9) can be written under the form

ξn(x) = Anx
1
2
(1−α)Jν

(√
λn − λ
κ

xκ
)

+Bnx
1
2
(1−α)Yν

(√
λn − λ
κ

xκ
)
,

for some real numbers An, Bn.
Since we impose ξn(1) = 0, we choose An, Bn such that

AnJν

(√
λn − λ
κ

)
+BnYν

(√
λn − λ
κ

)
= 0.
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From Assumption (1.27) and (1.6), we have that Yν
(√

λn−λ
κ

)
6= 0, so that

we can solve this equation as

Bn = −
AnJν

(√
λn−λ
κ

)
Yν

(√
λn−λ
κ

) .

Hence, by comparison with the expression (1.7), since we would like ξ̃n to be
“close” in some sense to φn, it is reasonable to consider

ξ̃n(x) =

√
2κx

1−α
2

J ′(jν,n)

Jν (√λn − λ
κ

xκ
)
−
Jν

(√
λn−λ
κ

)
Yν

(√
λn−λ
κ

)Yν (√λn − λ
κ

xκ
) ,

(2.11)
and to write ψn under the form

ψn = φn − cnξ̃n, (2.12)

where cn is a number to be determined.
Let us now us justify rigorously that in this case, a duality argument enables
us to define a control operator B : R → D

(
A
ν
2
+ 3

4

)′
. This will be a conse-

quence of abstract interpolation theorems between Banach Spaces (see e.g.
[4, Section 4.1]). Let us consider the operator

C : g 7→ xαgx.

Then, C is linear continuous from D(A1/2) to L2(0, 1) (because for any
g ∈ H1

α,0(0, 1) = D(A1/2), we have ||xαgx||L2(0,1) ≤ ||xα/2gx||L2(0,1) ≤
||g||H1

α,0(0,1)
by (1.3)) and is also linear continuous from D(A) to H1(0, 1)

(because for any g ∈ D(A), we have ||xαgx||H1(0,1) ≤ ||g||D(A) by a sim-
ilar argument and (1.4)). Hence, for any s ∈ (1/2, 1), C is also linear
continuous from D(As) to H2s−1(0, 1), since for θ = 2s − 1 ∈ (0, 1), the
interpolation space [D(A1/2), D(A)]θ is D(As) and the interpolation space
[L2(0, 1), H1(0, 1)]θ is H2s−1(0, 1). Here, since ν ∈ (0, 1/2) by (1.8), for
s = ν

2 + 3
4 ∈ (3/4, 1), we obtain that C is continuous from D

(
A
ν
2
+ 3

4

)
to

Hν+ 1
2 (0, 1), which is also continuously embedded in C0([0, 1]) because ν > 0

by (1.8).
We deduce that ϕ ∈ D

(
A
ν
2
+ 3

4

)
7→ lim

x→0+
xαϕ′(x) is well-defined and contin-

uous. Hence, for any z ∈ R, we can define by duality the linear continuous
operator B : R→ D

(
A
ν
2
+ 3

4

)′
as follows:

〈Bz, ϕ〉
D
(
A
ν
2 +3

4

)′
,D

(
A
ν
2 +3

4

) = z lim
x→0+

xαϕ′(x), z ∈ R, ϕ ∈ D
(
A
ν
2
+ 3

4

)
.

(2.13)
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We also introduce the linear operator K given by

Kf : x 7−→
∫ 1

0
k(0, y)f(y)dy. (2.14)

The existence of K will be proved later on. With these notations and setting
U = Ku, equation (1.1) can be rewritten in an abstract way as

∂tu = (A+BK)u, t ∈ (0, T ),
u(0, ·) = u0, x ∈ (0, 1).

To conclude, let us introduce an appropriate functional setting for A+BK.
Let us call

H1
α,R(0, 1) := {f ∈ H1

α(0, 1) | f(1) = 0}
and

D(A)R := {f ∈ H1
α,R(0, 1) |xαfx ∈ H1(0, 1)}.

Finally, we define

D(A+BK) = {f ∈ D(A)R | f(0) = Kf},
where Kf has been defined in (2.14).

3. Proofs

One of the main ingredient is the following Theorem, that will be proved in
the next subsections.

Theorem 3.1. Assume that (1.27) holds. There exists a unique sequence
(cn)n∈N∗ such that

cn − 1 ∈ l2(N∗) (3.1)
and such that for any n ∈ N∗, the corresponding ψn defined in (2.12) verifies
(2.8). Moreover, the corresponding kernel k defined by the formula (2.7)
verifies k ∈ L2((0, 1)2).

3.1. A Riesz basis property. The first ingredient of our proof is a Riesz
basis property for the family {ξ̃n}n∈N∗ . Let us recall the following definition.

Definition 3.2. Let H be a Hilbert space and {gn} ⊂ H. The sequence {gn}
is said to be ω-independent if for any sequence (an)n∈N∗ of real numbers,∑

n∈N∗
angn = 0 and

∑
n∈N∗

|an|2||gn||2H <∞⇒ an = 0, ∀n ∈ N∗. (3.2)

Then, one can prove the following result (see [27, Theorem 15] and [10,
Theorem 3.3].

Proposition 3.3. Let H be an infinite dimensional separable Hilbert space
and let {en}n∈N∗ be a Hilbert basis of H. If {gn}n∈N∗ is quadratically close
to {en}n∈N∗, i.e.

∑
n∈N∗ ‖en − gn‖2H < +∞, and {gn}n∈N∗ is either a ω-

independent sequence in the sense of Definition 3.2 or a complete sequence
in H, then {gn}n∈N∗ is a Riesz basis of H.

Proposition 3.3 enables to prove the following result.
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Proposition 3.4. The family {(λn)
ν
2
+ 1

4 ξ̃n}n∈N∗ is a Riesz basis in D(A
ν
2
+ 1

4 )′.

Proof of Proposition 3.4.

First step:{(λn)
ν
2
+ 1

4 ξ̃n}n∈N∗ is quadratically close to {(λn)
ν
2
+ 1

4φn∈N∗}.
We study the scalar product

〈φn − ξ̃n, φk〉 =

∫ 1

0

(2κ)x1−α

J ′(jν,n)J ′(jν,k)
Jν(jν,nx

κ)Jν(jν,kx
κ)dx

−
∫ 1

0

(2κ)x1−α

J ′(jν,n)J ′(jν,k)
Jν(jν,kx

κ)

(
Jν

(√
λn − λ
κ

xκ
)

−
Jν

(√
λn−λ
κ

)
Yν

(√
λn−λ
κ

)Yν (√λn − λ
κ

xκ
) dx.

(3.3)

By using the change of variable y = xκ, then dx = dyx1−κ

κ and we obtain,
using (1.15) for the first term and (1.8),

〈φn − ξ̃n, φk〉 = δnk −
∫ 1

0

2y

J ′ν(jν,n)J ′ν(jν,k)
Jν(jν,ky)Jν

(√
λn − λ
κ

y

)
dy

+

∫ 1

0

2y

J ′ν(jν,n)J ′ν(jν,k)

Jν

(√
λn−λ
κ

)
Yν

(√
λn−λ
κ

)Jν(jν,ky)Yν

(√
λn − λ
κ

y

)
dy.

(3.4)
By equation (1.16), the fact that jν,k is a root of Jν and (1.6), we obtain∫ 1

0
yJν(jν,ky)Jν

(√
λn − λ
κ

y

)
dy = −

κ2jν,k
(λk − λn + λ)

J ′ν(jν,k)Jν

(√
λn − λ
κ

)
.

(3.5)
From equations (1.17) and (1.18), the fact that jν,k is a root of Jν and (1.6),
we obtain that∫ 1

0
yJν(jν,ky)Yν

(√
λn − λ
κ

y

)
dy

= −
κ2jν,k

(λk − λn + λ)
J ′ν(jν,k)Yν

(√
λn − λ
κ

)
−

2κ2
(

jν,kκ√
λn−λ

)ν
π (λk − λn + λ)

.

(3.6)

From (3.4), (3.5) and (3.6), we deduce that

〈φn − ξ̃n, φk〉 = δkn −
4κ2

(
jν,kκ√
λn−λ

)ν
Jν

(√
λn−λ
κ

)
π (λk − λn + λ) J ′ν(jν,n)J ′ν(jν,k)Yν

(√
λn−λ
κ

) . (3.7)
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In the case n = k, from (1.23), (1.28) and (1.32), we deduce that

4κ2
(

jν,nκ√
λn−λ

)ν
Jν

(√
λn−λ
κ

)
πλ(J ′ν(jν,n))2)Yν

(√
λn−λ
κ

) =

4κ2
(

jν,nκ√
λn−λ

)ν
πλ(J ′ν(jν,n))2


 −λJ ′(jν,n)

2jν,nκ2
+ O

(
1

n
7
2

)
− 2
J ′ν(jν,n)πjν,n

+ O
(
1
n

)


= 1 + O

(
1

n
5
2

)
= 1 + O

(
1

n2

)
.

Putting this estimate in (3.7) leads to

〈φn − ξ̃n, φn〉 = O

(
1

n2

)
. (3.8)

In the case n 6= k, from (1.6), (1.21), (1.22), (1.29) and (1.33), we deduce
that for some C,C ′ > 0 independent of n and k, we have

∣∣∣∣∣
〈
λn

ν
2
+ 1

4

λk
ν
2
+ 1

4

(
φn − ξ̃n

)
, φk

〉∣∣∣∣∣
=
λn

ν
2
+ 1

4

λk
ν
2
+ 1

4

4κ2
(

jν,kκ√
λn−λ

)ν
Jν

(√
λn−λ
κ

)
√
λkπ (λk − λn + λ) J ′(jν,n)J ′(jν,k)Yν

(√
λn−λ
κ

)
≤ Cλn

ν
2
+ 1

4

λk
ν
2
+ 1

4

kνn−νn−3/2k1/2n1/2n1/2

|k2 − n2|

≤ C ′

|k2 − n2|
.

(3.9)

From (3.8) and (3.9), we deduce that there exists positive constants C1, C2

such that

||φn − ξ̃n||2
D
(
A
ν
2 +1

4

)′ =
∑
k∈N∗

|〈φn − ξ̃n, φk〉|2

6 C1

∑
k∈N∗,k 6=n

≤ 1

|k2 − n2|2

6
C2

n2
,

where the last inequality comes from [16, (55), page 3841]. This ends the
proof of our first step.

Second step: {(λn)
ν
2
+ 1

4 ξ̃n∈N∗} is complete or ω-independent in

D
(
A
ν
2
+ 1

4

)′
.
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Let us consider 
(xα∂xb)x = 0, x ∈ (0, 1),

b(0) = 1,

b(1) = 0.

(3.10)

One can solve explicitly (3.10) and deduce that there exists a unique solution
given by b(x) = 1 − x1−α. Notably, b ∈ L2(0, 1) and we can decompose b
as b =

∑
n∈N∗ bnφn, with (bn)n∈N∗ ∈ l2(N∗). The coefficients bn can be

expressed as

bn =

∫ 1

0
(1− x1−α)φn(x) dx = − 1

λn

∫ 1

0
(1− x1−α)(xαφ′n)′ dx. (3.11)

An integration by parts gives

bn = − 1

λn

(
[(xα − x)φ′n]10 −

∫ 1

0
(1− α)φ′n dx

)
= − limx→0+(xα − x)φ′n(x)

λn
.

(3.12)
From (1.25) together with the fact that α ∈ (0, 1), we deduce that for all
n ∈ N∗,

bn = − limx→0+ x
αφ′n(x)

λn
6= 0. (3.13)

Now, let us investigate the behaviour of ξ̃n at x = 0. From (1.9) and (1.8),
we have that

lim
x→0+

x
1−α
2

J ′(jν,n)
Jν

(√
λn − λ
κ

xκ
)

= 0. (3.14)

By (1.14) and (1.9), we obtain that

Yν

(√
λn − λ
κ

xκ
)
∼ −

(
√
λn−λ
κ )−νx−κν

2−νΓ(−ν + 1) sin(νπ)
as x→ 0. (3.15)

From (3.14) and (3.15) together with (1.8) and the definition of ξ̃n given in
(2.11), we obtain that

lim
x→0+

ξ̃n(x) = lim
x→0+

[√
2κx

1−α
2

J ′(jν,n)

]−Jν
(√

λn−λ
κ

)
Yν

(√
λn−λ
κ

)Yν (√λn − λ
κ

xκ
)

=
Jν

(√
λn−λ
κ

)
Yν

(√
λn−λ
κ

) (√λn − λ
κ

)−ν ( √
2κ

J ′(jν,n)2−νΓ(−ν + 1) sin(νπ)

)
.

(3.16)
Let us introduce

βn :=
Jν

(√
λn−λ
κ

)
Yν

(√
λn−λ
κ

) (√λn − λ
κ

)−ν ( √
2κ

J ′(jν,n)2−νΓ(−ν + 1) sin(νπ)

)
,

(3.17)
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so that βn = ξ̃n(0). We introduce the auxiliary function

ηn = ξ̃n − βnb. (3.18)

From (2.9) and (3.10), we deduce that ηn verifies
λnηn(x) + (xα∂xηn(x))x − ληn(x) = −(λn − λ)βnb, x ∈ (0, 1),

ηn(0) = 0,

ηn(1) = 0.

Hence, ηn ∈ D(A) and ηn verifies

−Aηn = (λn − λ)ηn + (λn − λ)βnb. (3.19)

As already explained in [16, Pages 3845-3846], it is in fact enough to prove
that {ξ̃n}n∈N∗ is either complete, or ω-independent in L2(0, 1). In order to
prove that, we introduce a sequence of real numbers (an)n∈N∗ such that∑

n∈N∗
|an|2||ξ̃n||2L2(0,1) <∞

and ∑
n∈N∗

anξ̃n = 0. (3.20)

We remark that thanks to (3.7) and the fact that {φk}k∈N∗ is a Hilbert basis
of L2(0, 1), we have

||ξ̃n||2L2(0,1) =
+∞∑
k=1

∣∣∣∣∣∣
4κ2

(
jν,kκ√
λn−λ

)ν
Jν

(√
λn−λ
κ

)
π (λk − λn + λ) J ′ν(jν,n)J ′ν(jν,k)Yν

(√
λn−λ
κ

)
∣∣∣∣∣∣
2

.

Isolating the term k = n and using (1.6) together with (1.21), (1.22), (1.29)
and (1.33) gives that

||ξ̃n||2L2(0,1) ≥

∣∣∣∣∣∣
4κ2

(
jν,nκ√
λn−λ

)ν
Jν

(√
λn−λ
κ

)
πλJ ′ν(jν,n)J ′ν(jν,n)Yν

(√
λn−λ
κ

)
∣∣∣∣∣∣
2

≥ C.

Notably, (3.20) implies that (an)n∈N∗ ∈ l2(N∗). Let us also remark that from
(3.17) together with (1.22), (1.21) and (1.29), we have βn = O

(
1
n

)
.

The rest of the proof is very similar to [16, Pages 3843-3846], so that we
only give a sketch of the proof. The first step is to remark that by an easy
induction argument together with (3.18), (3.19) and (3.20), for any p ∈ N,
we have ∑

n∈N∗

an
(λn − λ)p

ξ̃n =

p∑
j=1

(∑
n∈N∗

anβn
(λn − λ)j

)
Aj−pb. (3.21)

Then, we distinguish two cases.
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• If one of the coefficients in the right-hand side of (3.21) does not
vanish, let us denote by j0 ∈ N∗ the first integer such that∑

n∈N∗

anβn
(λn − λ)j0

6= 0. (3.22)

Then, using (3.21) with p = j0 and (3.22), we deduce that b ∈
span{ξ̃n}n∈N∗ , so that applying A−1 successively on (3.21) with p =

j0 implies that {A−kb}k∈N ∈ span{ξ̃n}n∈N∗ . Following the argu-
ments (based on complex analysis) given in [16, First case, 3844-
3845], we can deduce that {ξ̃n}n∈N∗ is complete in D(A

ν
2
+ 1

4 )′. Since
{(λn)

ν
2
+ 1

4 ξ̃n}n∈N∗ is also quadratically close to {(λn)
ν
2
+ 1

4φn∈N∗} in
D(A

ν
2
+ 1

4 )′, so that Proposition 3.3 implies that {(λn)
ν
2
+ 1

4 ξ̃n}n∈N∗ is
a Riesz basis in D(A

ν
2
+ 1

4 )′.
• On the contrary, if for any p ∈ N, we have∑

n∈N∗

anβn
(λn − λ)p

= 0,

following now the arguments (based on complex analysis) given in
[16, Second case, 3845-3846], we can deduce that for any n ∈ N∗, we
have an = 0, so that {ξ̃n}n∈N∗ is now ω-independent in D(A

ν
2
+ 1

4 )′.
Since it is also quadratically close to {(λn)

ν
2
+ 1

4φn∈N∗} in D(A
ν
2
+ 1

4 )′,
Proposition 3.3 implies that {(λn)

ν
2
+ 1

4 ξ̃n}n∈N∗ is a Riesz basis in
D(A

ν
2
+ 1

4 )′.

3.2. Existence of k. Our goal is now to deduce the existence of (cn)n∈N∗
satisfying the last equation of (2.9). As soon as the existence of the sequence
(cn)n∈N∗ is verified, using formula (2.12) (remind that ξ̃n is defined in (2.11)),
we can deduce the existence of a solution of equation (2.6) and then we will
obtain the kernel k thanks to equation (2.7). In order to use Riesz basis
results, we rewrite the last equation of (2.9) as

lim
y→0+

yα
∑
n∈N∗

cnξ̃n(x)φ′n(y) = lim
y→0+

yα
∑
n∈N∗

φn(x)φ′n(y)

= lim
y→0+

yα
∑
n∈N∗

φ′n(y)[ξ̃n(x) + φn(x)− ξ̃n(x)].

(3.23)
Using (1.25), (1.22) and (1.21), we deduce that for some C1, C2 > 0, we have

C1n
ν+ 1

2 ≤ | lim
y→0+

yαφ′n(y)| ≤ C2n
ν+ 1

2 . (3.24)

Since {(λn)
ν
2
+ 1

4 ξ̃n}n∈N∗ is quadratically close to {(λn)
ν
2
+ 1

4φn∈N∗} inD(A
ν
2
+ 1

4 )′,
from (1.6) and (1.21), we deduce that
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lim
y→0+

y2α
∑
n∈N∗

| φ′n(y) |2|| φn(x)− ξ̃n(x) ||2
D(A

ν
2 +1

4 )′
<∞. (3.25)

Now, using (3.23) and introducing dn = cn − 1, we rewrite (3.23) as

lim
y→0+

yα
∑
n∈N∗

φ′n(y)dnξ̃n(x) = lim
y→0+

yα
∑
n∈N∗

| φ′n(y) | [φn(x)− ξ̃n(x)]. (3.26)

Using (3.24), (3.25), (1.6), (1.21), and Proposition 3.4, we obtain that there
exists {d̃n}n∈N∗ ∈ l2(N∗) such that

lim
y→0+

yα
∑
n∈N∗

φ′n(y)(φn(x)− ξ̃n(x)) =
∑
n∈N∗

(λn)
ν
2
+ 1

4 ξ̃nd̃n,

which is equivalent to

lim
y→0+

yα
∑
n∈N∗

φ′n(y)(φn(x)− ξ̃n(x)) =
∑
n∈N∗

lim
y→0+

yαφ′n(y)

 (λn)
ν
2
+ 1

4 d̃n
lim
y→0+

yαφ′n(y)

 ξ̃n

=
∑
n∈N∗

lim
y→0+

yαφ′n(y)dnξ̃n,

where the sequence dn is given by

dn =
(λn)

ν
2
+ 1

4 d̃n
lim
y→0+

yαφ′n(y)
. (3.27)

Notice that by (1.6), (1.21) and (3.24), we have (dn)n∈N∗ ∈ l2(N∗). Since
cn = 1 + dn, using (2.12) and (2.7), we rewrite the kernel k as

k(x, y) =
∑
n∈N∗

(φn(x)− ξ̃n(x)− dnξ̃n(x))φn(y). (3.28)

In order to prove Theorem 3.1, we are left to prove that ||k||2L2((0,1)2) < ∞.
We begin by proving that∑

n∈N∗
|| φn − ξ̃n ||2L2(0,1)<∞. (3.29)

First of all, from (3.9) together with (1.6) and (1.21), the following estimate
holds for some C > 0 and for k 6= n,∣∣∣〈φn − ξ̃n, φk〉∣∣∣ ≤ C |kν+ 1

2n−ν−1/2|
|k2 − n2|2

. (3.30)

Our goal is to get an estimate for the following sum:∑
k∈N∗,k 6=n

k2ν+1

n2ν+1|k2 − n2|2
. (3.31)
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Note that we can decompose this sum into three sums. The first one is∑
1≤k<n

k2ν+1

n2ν+1|k2 − n2|2
≤
∑

1≤k<n

1

|k + n|2|k − n|2

≤ 1

n2

∑
1≤k<n

1

|k − n|2

≤ C

n2
,

(3.32)

for some positive C. The second one is∑
n<k≤2n

k2ν+1

n2ν+1|k2 − n2|2
≤

∑
n<k≤2n

22ν+1

|k + n|2|k − n|2

≤ 22ν+1

n2

∑
n<k≤2n

1

|k − n|2

≤ C

n2
,

(3.33)

for some positive C. The last one is∑
k>2n

k2ν+1

n2ν+1|k2 − n2|2
=

1

n2ν+1

∑
k>2n

k2ν+1

|k − n|2|k + n|2

≤ 4

n2ν+1

∑
k>2n

k2ν+1

k2|k + n|2

≤ 4

n2ν+1

∑
k>2n

1

k3−2ν

≤ C

n3
,

(3.34)

for some positive C. Using this last inequality together with (3.8) (for k = n)
and the fact that ν > 0, we deduce that∑

n∈N∗

∑
k∈N∗

∣∣∣〈φn − ξ̃n, φk〉∣∣∣2 <∞. (3.35)

It follows from (3.35) that (3.29) is verified. From the previous computations,
we can infer that there exists a constant C > 0 such that for any n ∈ N∗

|| φn − ξ̃n ||2L2(0,1)≤
C

n2
. (3.36)

Since {φn}n∈N is a Hilbert basis on L2(0, 1), we obtain

||φn − ξ̃n − dnξ̃nφn||2L2(0,1) ≤ 2
(
‖ φn − ξ̃n||2L2(0,1)+ | dn |

2‖ ξ̃n ‖2L2(0,1)

)
.

The last term in the right-hand side can be bounded by

2|dn|2||ξ̃n − φn||2L2(0,1) + 2|dn|2||φn||2L2(0,1),
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so that by using (3.36), we have

||φn − ξ̃n − dnξ̃nφn||2L2(0,1) ≤ 2

(
C

n2
+ 2C

|dn|2

n2
+ 2|dn|2

)
.

Thus, we obtain that there exists a constant C1 > 0 such that

||φn − ξ̃n − dnξ̃nφn||2L2(0,1) ≤ C1

(
1

n2
+ d2n

)
.

Hence,

||ψn||2L2(0,1) = ||φn − ξ̃n − dnξ̃nφn||2L2(0,1) ≤ C1

(
1

n2
+ d2n

)
.

Finally, from (3.28) and the fact that (dn)n∈N∗ ∈ l2(N∗), we obtain that

||k||2L2(0,1)2 =
∑
n∈N
||φn − ξ̃n − dnξ̃nφn||2L2(0,1) <∞,

which concludes the proof of Theorem 3.1.

3.3. Continuity.

Proposition 3.5. The transformation T belongs to Lc(L
2(0, 1)).

Proof of Proposition 3.5. Let f ∈ L2(0, 1). By the definition of T given
in (2.3), we have, for every x ∈ (0, 1),

Tf(x) = f(x)−
∫ 1

0
k(x, y)f(y)dy = IL2(0,1)f(x)−

∫ 1

0
k(x, y)f(y)dy, (3.37)

where IL2(0,1) is the identity operator. Note that the operator T is linear
from L2(0, 1) into itself. On the other hand, by Theorem 3.1 we obtain that
the linear operator f ∈ L2(0, 1) 7−→

∫ 1
0 k(x, y)f(y)dy is continuous. This

concludes the proof of the continuity.

Lemma 3.6. The operator

K : f ∈ L2(0, 1) 7→
∫ 1

0
k(0, y)f(y)dy =

∑
n∈N∗

ψn(0) < f, φn >

is well-defined and belongs to
(
L2(0, 1)

)′.
Proof of Lemma 3.6. In order to prove Lemma (3.6), it suffices to prove
that the sequence (ψn(0))n∈N∗ belongs to l2(N∗) and to use the Cauchy-
Schwarz inequality.

From (2.7), (2.11) and (2.12), we obtain that

ψn(x) = φn(x)− cn
√

2κx
1−α
2

J ′(jν,n)

(
Jν

(√
λn − λ
κ

xκ
)

−
Jν

(√
λn−λ
κ

)
Yν

(√
λn−λ
κ

)Yν (√λn − λ
κ

xκ
) .
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From (2.12), (3.16) and the fact that φn(0) = 0, we obtain that

ψn(0) = −cn
Jν

(√
λn−λ
κ

)
Yν

(√
λn−λ
κ

) (√λn − λ
κ

)−ν ( √
2κ

J ′(jν,n)2−νΓ(−ν + 1) sin(νπ)

)
.

Using (1.29), (1.33), (1.6), (1.21) and (1.22), we obtain that for some con-
stant C > 0,

|ψn(0)| ≤ C cn

n1/2+ν
,

where C is a positive constant. Since (cn)n∈N belongs to l∞(N∗) and since
ν > 0, we have that (ψn(0))n∈N∗ ∈ l2(N∗). Therefore, we deduce by the
Cauchy-Schwarz inequality that K is well-defined and belongs to

(
L2(0, 1)

)′.
This concludes the proof of Lemma 3.6.

3.4. Functional identities.

Proposition 3.7. The operator defined by (2.4) and (2.7) can be uniquely

extended as a linear continuous operator from D
(
A
ν
2
+ 3

4

)′
to D

(
A
ν
2
+ 3

4

)′
verifying the functional identity TB = B in D

(
A
ν
2
+ 3

4

)′
.

Proof of Proposition 3.7. Let us write f =
∑

n∈N anφn ∈ L2(0, 1).
Then, using equations (2.3) and (2.7), we have

Tf(x) = f(x)−
∫ 1

0

(∑
n∈N∗

ψn(x)φn(y)

)(∑
n∈N

anφn(y)

)
dy

=
∑
n∈N∗

an (φn(x)− ψn(x)) .

(3.38)

Hence, if f =
∑

n∈N anφn ∈ D
(
A
ν
2
+ 3

4

)′
, we define

Tf(x) =
∑
n∈N∗

an (φn(x)− ψn(x)) . (3.39)

We have∣∣∣∣∣
∣∣∣∣∣∑
n∈N∗

ψn(x)an

∣∣∣∣∣
∣∣∣∣∣
2

D
(
A
ν
2 +3

4

)′ =
∑
n∈N∗

1

λ
ν+3/2
k

(∑
n∈N

an < φk, ψn >L2(0,1)

)2

,

(3.40)
where ψn is defined in (2.12). By (3.7), we obtain that
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< φk, ψn >L2(0,1) =< φk, φn − (1 + dn)ξ̃n >L2(0,1)

= δkn −
4κ2 (1 + dn)

(
jν,kκ√
λn−λ

)ν
Jν

(√
λn−λ
κ

)
π (λk − λn + λ) J ′ν(jν,n)J ′ν(jν,k)Yν

(√
λn−λ
κ

) .
(3.41)

In the case n = k, by (3.41), (1.21), (1.29), (1.33), (1.22) and the fact that
cn = 1 + dn ∈ l∞(N∗), we have that

< φn, ψn >L2(0,1)= O(1). (3.42)

Hence, we deduce that∑
n∈N∗

1

λ
ν+3/2
n

a2n < φn, ψn >
2
L2(0,1)≤ C

∑
n∈N∗

a2n

λ
ν+3/2
n

≤ C||f ||2
D
(
A
ν
2 +3

4

)′ <∞.
If k 6= n, the same argument leads to

| < φn, ψk >L2(0,1) | 6 C
kν+

1
2

nν+
1
2 |k2 − n2|

. (3.43)

Hence, using the Cauchy-Schwartz inequality, (3.40), (3.42), (3.43), (1.6),
(1.21), (1.29), (1.33), (1.22) and the fact that cn = 1+dn ∈ l∞(N∗), we have
that for some C > 0, ∣∣∣∣∣

∣∣∣∣∣∑
n∈N∗

ψn(x)an

∣∣∣∣∣
∣∣∣∣∣
2

D
(
A
ν
2 +3

4

)′

≤ C
∑
k∈N∗

∑
n6=k

(
n2

k2|n2 − k2|2

)∑
n 6=k

a2n
n2ν+3


≤ C

∑
k∈N∗

∑
n6=k

(
n2

k2|n2 − k2|2

)
||f ||2

D
(
A
ν
2 +3

4

)′ .
From the computations of [16, Proof of Proposition 3], we obtain that∑

k∈N∗

∑
n6=k

(
n2

k2|n2 − k2|2

)
< +∞.

Hence, we deduce that
∑

n∈N∗ anψn ∈ D
(
A
ν
2
+ 3

4

)′
, so that by (3.39), Tf ∈

D
(
A
ν
2
+ 3

4

)′
and T is a linear continuous operator from D

(
A
ν
2
+ 3

4

)′
to itself.

It remains to prove that TB = B. Using the last line of (2.8), we obtain, for
any n ∈ N∗,

lim
y→0+

xα
∑
k∈N∗

< ψk, φk > φ′n(x) = 0. (3.44)
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Then, for any n ∈ N∗, thanks to (3.44), (2.13) and (2.7), we have

〈TB, φn〉
D
(
A
ν
2 +3

4

)′
,D

(
A
ν
2 +3

4

) = 〈B, T ∗φn〉
D
(
A
ν
2 +3

4

)′
,D

(
A
ν
2 +3

4

)
= lim

x→0+
xα
∑
n∈N∗

φ′n(x)

− lim
x→0+

yα
∑
k∈N∗

< ψk(x), φn > φ′k(y)

= lim
x→0+

xα
∑
n∈N∗

φ′n(x)

= 〈B,φn〉
D
(
A
ν
2 +3

4

)′
,D

(
A
ν
2 +3

4

),
which concludes our proof.

Our next step is to establish that for any f ∈ D(A + BK), the following
identity

T (A+BK)f = (A− λI)Tf

holds in L2(0, 1). We remark that the relation (A + BK)f = g, for g ∈
L2(0, 1), holds, if and only if the equation

(xα∂xf)x = g, x ∈ (0, 1),

f(1) = 0,

f(0) = K(f),

(3.45)

is satisfied. We have the following proposition:

Proposition 3.8. For f ∈ D(A+BK), we have

T (A+BK)f = (A− λI)Tf in L2(0, 1).

Proof: Let f ∈ D(A + BK). From (1.5), the two last lines of (3.45) and
some integration by parts, we have, for any n ∈ N∗,

〈(A+BK)f, φn〉L2(0,1) = 〈(xα∂xf)x, φn〉L2(0,1)

= 〈f, (xα∂xφn)x〉L2(0,1) + lim
x→0+

xαφ′k(x)K(f)

= −λn 〈f, φn〉L2(0,1) + lim
x→0+

xαφ′n(x)K(f),

(3.46)
where the limit exists by (1.25). This implies that

(λn 〈f, φn〉L2(0,1) − lim
x→0+

xαφ′n(x)K(f))n∈N∗ ∈ l2(N∗).
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We deduce that (A + BK)f ∈ L2(0, 1). Now, using (2.3), (2.7), (3.46) and
(3.44), we also have

〈T (A+BK)f, φn〉L2(0,1)

= 〈(A+BK)f, φn〉L2(0,1) −
∑
k∈N∗

〈ψk, φn〉 〈(A+BK)f, φk〉L2(0,1)

= −λn 〈f, φn〉L2(0,1) + lim
x→0+

xαφ′n(x)K(f)

+
∑
k∈N∗

〈ψk, φn〉L2(0,1) λk 〈f, φk〉L2(0,1) .

On the other hand, from system (2.8) and the definition of Kf given by
(2.14), we have Tf ∈ D(A). Integrating (2.8) on (0, 1), and integrating by
parts, we obtain

〈Aψk, φn〉L2(0,1) = −λn 〈ψk, φn〉L2(0,1) + lim
x→0+

xαψk(0)φ′n(x). (3.47)

On the other hand, equation (2.8) leads to

〈Aψk, φn〉L2(0,1) = (λ− λn) 〈ψk, φn〉L2(0,1) − λδnk. (3.48)

Finally, from (2.14), (2.7), together with (3.47) and (3.48), we see that, for
any f ∈ D(A+BK) and any n ∈ N∗,
〈(A− λI)Tf, φn〉L2(0,1)

= −〈Tf, (λn + λ)φn〉L2(0,1)

= −(λn + λ) 〈f, φn〉L2(0,1) +
∑
k∈N∗

(λn + λ) 〈ψk, φn〉L2(0,1) 〈f, φk〉L2(0,1)

= −(λn + λ) 〈f, φn〉L2(0,1) +
∑
k∈N∗

(
λn 〈ψk, φn〉L2(0,1)

+ lim
x→0+

xαψk(0)φ′n(x) + λδnk

)
〈f, φk〉

= −λn 〈f, φn〉L2(0,1) + lim
x→0+

xαφ′n(x)K(f)

+
∑
k∈N∗

〈ψk, φn〉L2(0,1) λk 〈f, φk〉L2(0,1)

= 〈T (A+BK)f, φk〉L2(0,1) .

This concludes our proof.

3.5. Invertibility of the transformation. The next step of our proof is
to obtain that the transformation T is invertible. The first step is to prove
that T can be written as the sum of a compact operator and an invertible
operator, so that it is a Fredholm operator of order 0.

Lemma 3.9. The operator T : L2(0, 1) → L2(0, 1) can be decomposed as
T = T̃ + C̃ where T̃ is an invertible operator and C̃ is a compact operator.
Consequently, T is a Fredholm operator of order 0.
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The proof of Lemma 3.9 is totally similar to the proof of [16, Proof of Lemma
4] and is skipped. It is mainly based on the decomposition obtained in
Theorem 3.1, which enables to write

Tf =
∑
n∈N∗

(1 + dn)ξ̃n < f, φn >L2(0,1),

for some {dn}n∈N∗ ⊂ `2(N), so that we can write

T̃ f :=
∑
n∈N∗

ξ̃n(x) < f, φn >L2(0,1), C̃f :=
∑
n∈N∗

dnξ̃n(x) < f, φn >L2(0,1),

that turn out to verify the desired properties. We are now able to state the
invertibility of T .

Proposition 3.10. The transformation T is invertible from L2(0, 1) to itself.

The proof is also totally similar to [16, Proof of Proposition 5]. The only dif-
ference in the proof is that now, from (2.13), we haveB∗φk = limy→0+ y

αφ′k(y),
which is always nonzero thanks to (1.25).

4. Proof of Theorem 1.1.

In this section we prove the Theorem 1.1, which is the main result of the
present article.

Proof of Theorem 1.1.The proof is then divided into three steps:

• Step 1: we show that A+BK is dissipative.
• Step 2: we show that A+BK is maximal.
• Step 3: we prove the exponential stability of system (1.1).

Step 1: the operator A+BK is dissipative

Since T is continuous and invertible on L2(0, 1), the norm || · ||T := ||T · ||
(issued from the scalar product 〈·, ·〉T = 〈T ·, T ·〉L2(0,1)) is equivalent to the
norm || · ||L2(0,1). We want to prove that the operator A+BK is dissipative
for this norm, which means that

〈(A+BK)u, u〉T ≤ 0, ∀u ∈ D(A+BK).

Indeed, since A is dissipative and applying Proposition 3.8, we obtain that
for any u ∈ D(A+BK), we have

〈(A+BK)u, u〉T =〈(A− λIL2(0,1))Tu, Tu〉L2(0,1)

=〈ATu, Tu〉L2(0,1) − λ||u||2T ≤ 0.

Step 2: the operator A+BK is maximal
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We aim to prove that Ran(σIL2(0,1)− (A+BK)) = L2(0, 1), for some σ > 0.
It is clear that for any σ > 0, Ran(σIL2(0,1)−(A+BK)) ⊂ L2(0, 1). Now, to
show the other inclusion, it is sufficient to prove that, for any u ∈ L2(0, 1),
there exists σ > 0 and ū ∈ D(A+BK) such that

T−1T (A+BK − σIL2(0,1))ū = u. (4.1)

Applying Proposition (3.8), we have

(σIL2(0,1) − (A− λIL2(0,1)))T ū = −Tu. (4.2)

Since A − λIL2(0,1) is maximal, from (4.2), we deduce that, for any u ∈
L2(0, 1), there exists σ > 0 and ū such that (4.1) is verified.
This, together with the fact that A+BK is dissipative, implies that A+BK
is m−dissipative and by [23, Proposition 3.1.6], A+BK is the infinitesimal
generator of a semigroup of contractions. Notably, from [23, Proposition
2.3.5] we obtain the existence of a unique solution of (1.1).

Step 3: exponential stability of system (1.1)
From the continuity and the invertibility of the transformation T , the fact
that v = Tu and (2.2), we have, for all t ≥ 0,

||u(t, ·)||L2(0,1) =||T−1Tu(t, ·)||L2(0,1)

≤ ||T−1||L2(0,1)||Tu(t, ·)||L2(0,1)

≤ ||T−1||Lc(L2(0,1))e
−λt||Tu0||(L2(0,1)

≤ ||T−1||Lc(L2(0,1))||T ||Lc(L2(0,1))e
−λt||u0||L2(0,1).

This concludes Step 3 and the proof of Theorem 1.1.

5. Conclusion

The goal of the present paper was to prove a boundary rapid stabilization
result for a particular degenerate parabolic equation, in the case where the
boundary control acts at the point where the degeneracy occurs. This re-
quired to exhibit an adequate integral transformation of a Fredholm type.
The existence and uniqueness of the kernel involved in the integral transfor-
mation is proved by using properties on Riesz bases. Then, the continuity
and invertibility of the integral transformation is proved by means of tools
from functional analysis and operator theory. To finish, the exponential
stability of the original system is easily deduced by using the exponential
stability of the target system and the properties above-mentioned.
Taking into account the present study and [16], one question that naturally
arises is to find some general setting that encompasses for instance well-
posed parabolic-like abstract control systems under the form y′ = Ay +
Bu, firstly with diagonalizable operator A, or more generally with A having
generalized eigenvectors that form a Riesz basis. Another challenging open
problem would be to understand if the backstepping method with Fredholm
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transformation enables to obtain some finite-time stabilization results in the
spirit of [13], where the authors were able to prove a finite-time stabilization
result for the usual heat equation, thanks to the backstepping method with
Volterra transformation. If we look carefully to [13], one important point is to
obtain some precise estimates on the kernel involved in the transformation,
which is not possible here, because Theorem 3.3 (and its proof) does not
provide explicit bounds on the Riesz basis {

√
λnξ̃n∈N∗}. It would be very

interesting to understand if it is possible to change our approach in order to
obtain finite-time stabilization.
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