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Recurrent fluorescence (RF) from isolated carbon clusters containing between 24 and 60 atoms is theoretically inves-
tigated as a function of internal energy, cluster size and structural features. The vibrational relaxation kinetics and the
associated IR emission spectra are determined by means of a Monte Carlo approach with vibrational densities of states
computed in the harmonic approximation. RF is generally found to be highly competitive with vibrational emission.
The behaviors predicted for clusters of various sizes and archetypal structures indicate that the IR emission spectra are
strongly influenced by RF, an energy gap law being obtained for the evolution of the RF rate constant depending on
the electronic excitation state. The present results are relevant to the photophysics of the interstellar medium and could
contribute to elucidating the carriers of the extended red emission bands as well as the continuum emission lying below
the aromatic infrared bands believed to originate from mixed aromatic-aliphatic compounds.

I. INTRODUCTION

The sp, sp2 and sp3 hybridizations exhibited by carbon are
a central component of organic chemistry and explain the var-
ious allotropic forms of carbon, including its different crys-
talline phases of diamond, lonsdaleite and graphite, as well
as the amorphous phase. At the nanoscale, structural diver-
sity is manifested by the existence of a great variety of carbon
clusters, but also nanotubes and graphene itself.1–4 In partic-
ular, the detailed structures of pure carbon cluster ions have
been investigated and detected for C24, C40, C60 and even
larger clusters using ion mobility experiments.5–10 It has been
established from these experiments that cages, graphitic and
ring isomers of carbon clusters are sufficient stable to be de-
tected. Recently, motivated by astrophysical issues, the struc-
tural diversity of carbon clusters was also explored from the
perspective of their infrared and electronic spectra.4,11,12 A
systematic exploration of the structures themselves,4 carried
out by means of molecular simulation and a systematic sam-
pling based on the REBO reactive potential,13 revealed that
in the range between 24 and 60 atoms, carbon clusters can
be classified into four main families depending essentially
on their aromatic content and overall shape: cages, that in-
clude fullerenes; flakes, that can be defined as mostly pla-
nar polycyclic aromatic compounds; pretzel-like structures,14

with a more open character and long carbon chains; and fi-
nally branched structures with terminating sp carbons. From
a knowledge of these structures, both the vibrational11 and
optical12 spectra were subsequently determined using an ef-
ficient electronic structure method, namely self-consistent
charge density-functional based tight-binding (SCC-DFTB)15

and its time dependent version.16

Carbon clusters are found notably as products of incom-
plete combustion,17–19 and several of them have been detected

in the interstellar medium (ISM). Owing to combined ef-
forts from observation, experiments and simulations, it is now
known that a large fraction of carbon in Space is included in
large carbonaceous molecules and dust grains. The former
could be (nano-)diamonds, fullerenes, polycyclic aromatic
structures, amorphous carbon and their hydrogenated amor-
phous carbon forms.20 In particular, C60 buckminsterfullerene
and C70 have been identified through their infrared emission
spectra in several ISM environments (reflection nebulae, plan-
etary nebulae, protoplanetary nebulae, diffuse medium)21–26

and the C70 in Tc 1 planetary nebulae.22 The C60 buckminster-
fullerene cation has also been detected in absorption,27 likely
in emission too28 and five diffuse interstellar bands have been
attributed to it.29–31 Interestingly, smaller clusters such as C2
(Ref. 32) C3 (Ref. 33) or C5 (Ref. 34) have also been de-
tected.

From the point of view of interstellar absorption spec-
troscopy, carbon clusters with a high aromatic content such
as fullerenes or flakes may contribute to the UV-bump at
217.5 nm.12 Two main models have been proposed to explain
the presence of fullerenes in the ISM. In the so-called top-
down model, large polycyclic aromatic hydrocarbons (PAHs)
experience UV irradiation and consequently undergo dehy-
drogenation, fragmentation and then isomerization to form
pentagon rings until they reach a cage shape.35,36 In the al-
ternative bottom-up scenario, the growth of fullerenes is ex-
plained by the successive incorporation of individual car-
bon atoms or dimers, a mechanism known as closed network
growth.37

Owing to their reasonably large size and great structural di-
versity, these clusters can exhibit low lying electronic excited
states in the vicinity of vibrational excited states. This prox-
imity makes the photophysics of carbon clusters particularly
interesting. In the present work, we further exploit the large
database of structures made available from previous studies in
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the context of photophysical evolution,4,11,12 and address their
relaxation kinetics upon absorption of a UV photon.

Upon excitation, which may be electronic or vibrational, a
large molecule can undergo various relaxation processes act-
ing on the different degrees of freedom and operating over dif-
ferent time scales, and which include electronic fluorescence,
internal conversion or intersystem crossing, isomerization,
ionization or fragmentation. One typical situation is that of in-
ternal conversion or intersystem crossing, in which the initial
electronic energy is entirely converted into nuclear motion,
leading the system into the electronic ground state but with
a high vibrational energy. Relaxation proceeds subsequently
through emission of IR photons (vibrational emission),38,39

in competition with fragmentation and isomerization if these
pathways are open at the available internal energy. In the case
of carbon cluster ions, radiative cooling has been specifically
investigated in the size range of 36–96 atoms,40–45 in smaller
carbon clusters46–51 and perylene cation as well,52 especially
by means of electrostatic storage rings.

However, it is also possible that a part of the vibrational
energy flows back into the electronic degrees of freedom, es-
pecially if there are some low-lying electronic excited states
as in the case of carbon clusters. In this process called inverse
internal conversion, the internal energy is sufficient to possi-
bly induce spontaneous electronic excitation, after which the
molecule can again relax through electronic fluorescence or
non-radiative processes. When electronic fluorescence occurs
after such inverse internal conversion, it is usually referred to
as recurrent or Poincaré fluorescence.53

In the context of photophysics in the ISM, recurrent fluores-
cence (RF) has been suggested as a likely relaxation pathway
for PAH emission53, and RF of large carbon clusters is sus-
pected to be a possible cause for the extended red emission de-
tected in several interstellar environments (reflection nebulae,
HII regions, carbon-rich planetary nebulae, diffuse interstel-
lar medium, galactic cirrus clouds and in other galaxies) and
particularly in the Red Rectangle.54–56 RF is also suspected
to contribute to the continuum of the near-IR emission57. In
very hot environments such as flames, carbon clusters are
so highly vibrationally excited that RF may extend over the
near-IR and visible wavelength ranges.58,59 Recently, evi-
dence for RF taking place in (hydro)carbon clusters such as
PAH cations, anthracene,60 naphthalene,61 small carbon clus-
ters C+

n , n= 8,10,13−16 (Ref. 49), the C−6 anion,62,63 as well
as metallic Co+n (n=5–23) clusters64 was provided in experi-
ments in which the relaxation could be monitored over long
times in electrostatic storage rings. RF can be fairly suspected
to occur in neutral species as well, even though, to our best
knowledge, it remains to be observed.

The purpose of the present work is to obtain more insight
into the possible competition between recurrent fluorescence
and vibrational emission occurring in isolated large carbon
clusters and the dependence of both processes on the internal
energy, the size and the structural features of these clusters.
We have chosen to focus on archetypal isomers of C60 that
belong to the four structural families identified in our earlier
contribution,4 and to selected structures of the smaller C42 and
C24 clusters, both taken from the sample of flake isomers.

To quantify the relative efficiencies of recurrent fluores-
cence and vibrational emission, we employ a kinetic Monte
Carlo model that uses static vibrational and electronic data ob-
tained from electronic structure calculations and assumes an
harmonic approximation for the level densities. Using appro-
priate expressions for the various rate constants associated to
the different relaxation pathways, the time evolution of the in-
ternal energy of the system can be monitored and the radiative
cooling mechanisms can be addressed in detail.

The article is organized as follows. The theoretical and
computational details of our approach are detailed in Sec. II,
while Sec. III is devoted to its application to several iso-
lated carbon clusters of selected size and shape. In Sec. IV
we discuss the dependence of the RF rate on the electronic
state energy and find some connection with the energy gap
law65,66 in the context of radiationless transitions. We also
elaborate further on the relation between RF efficiency and
structural features, extending much beyond our reduced se-
lection of archetypal isomers, by considering now a thousand
of them. Finally, Sec. V summarizes the main findings of our
work and draws some conclusions and perspectives.

II. METHODS

Before laying out the general theoretical framework, it is
useful to recall the typical time scales associated with the
various elementary radiative processes taking place in car-
bon clusters. Upon an electronic excitation, large molecules
such as carbon clusters or carbonaceous aromatic compounds
undergo internal conversion over ∼10−14–10−8 s. Intersys-
tem crossing occurs over ∼10−10–10−7 s, usually involving
neighboring electronic states, until the electronic ground state
is reached citebirks1970aromatic with the excess energy be-
ing converted mainly into vibrational motion. Concomitantly,
intramolecular vibrational redistribution (IVR) typically pro-
ceeds over ∼10−13–10−10 s,67,68 the vibrational energy being
thus redistributed among all vibrational states so that the sys-
tem reaches statistical equilibrium.

In contrast, the typical time scales for vibrational emission
(VE) and recurrent fluorescence are∼10−2–101 s and∼10−4–
101 s, respectively, much slower than internal conversion, in-
tersystem crossing and IVR. We will thus safely assume as a
statistical hypothesis that the vibrational energy in the ground
electronic state is ergodically distributed between two succes-
sive emissions. In doing so, we neglect the contribution of ro-
tational degrees of freedom to the total system energy.69 How-
ever, for the present relatively large clusters, the rotational en-
ergy is negligible compared to the vibrational contribution, so
we ignore it in our modeling. Various relaxation channels are
a priori in competition for carbon clusters. These include ra-
diative pathways, which are RF and VE as mentioned above,
but also direct electronic fluorescence and non radiative relax-
ation channels such as dissociation and ionization.70

Our aim is to compute the emission spectra originating from
the various radiative relaxation channels and their dynamical
features. Here we follow a methodology already laid out in
earlier contributions,71,72 which relies on an event-driven ki-
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netic Monte Carlo (kMC) approach where all possible relax-
ation events are enumerated for a given state of the system,
the next state being stochastically advanced from the knowl-
edge of the corresponding rate constants. The kMC simulation
requires evaluating the entire set of rate constants associated
with the various relaxation mechanisms, at the current internal
state of the system. kMC is intrinsically microcanonical, as
we do not consider the additional interaction between the sys-
tem and the environment once the initial excitation has driven
it out of equilibrium.

The emission spectrum is obtained from the accumulation
of photons emitted over many independent realizations of the
simulations, for a fixed observation time or until the system
has reached its ground state or, in practice, a very low internal
energy sufficient to make it stable over extremely long times.

A. Vibrational emission and recurrent fluorescence rate
constants

We first discuss the case of vibrational emission, starting
with the decay of vibrational energy on the ground electronic
state by successive emission of IR photons.

In the harmonic approximation, the vibrational state of the
system can be described from the knowledge of its vibrational
frequencies {ωi, i = 1, · · · ,g} where g denotes the number of
vibrational modes. For a given internal energy E, the micro-
canonical probability Pi,v that a specific mode i is occupied by
v vibrational quanta reads

Pi,v(E) =
ρ/i(E− vh̄ωi)

ρ(E)
, (1)

where ρ(E) is the total ground state vibrational density of
states at the internal energy E, ρ/i(E − vh̄ωi) is the ground
state vibrational density of states at the internal energy E −
vh̄ωi without taking into account the ith vibrational mode.
This is made possible because we use the harmonic approx-
imation for the vibrational density of states. From this prob-
ability, the emission rate constant from the ith mode occupied
by all possible v vibrational quanta is obtained as

Ai(E) =
vmax

∑
v=1

ρ/i(E− vh̄ωi)

ρ(E)
Av→v−1

i , (2)

where Av→v−1
i is the one-photon emission rate from v upper

level to the next lower level v−1 from the ith mode, and vmax
the maximum number of quanta that this mode can sustain at
the current total energy, given by the integer part of E/h̄ωi.
Note that the total emission rate constant Ai(E) is a weighted
sum of all possible rate constants Av→v−1

i , individual weights
being related to the occupation of the respective vibrational
levels. In addition, we do not take into account overtones or
combination bands, which we assume to be negligible com-
pared to the direct v→ v− 1 emissions. For harmonic oscil-
lators we can further use the relation Av→v−1

i = vA1→0
i , where

A1→0
i is the Einstein coefficient of the fundamental transition

of mode i. This allows the emission rate constant from the ith

vibrational mode to be rewritten as73,74

Ai(E) = A1→0
i

vmax

∑
v=1

ρ/i(E− vh̄ωi)

ρ(E)
× v. (3)

The emission rate constant Ai(E) can be viewed as resulting
from two different contributions, namely a quantum contri-
bution through the Einstein coefficient A1→0

i , and a statistical
contribution which expresses the occupation of the vibrational
levels and gives rise to a dependency of the emission rate on
the internal energy. The Einstein coefficients are directly re-
lated to the frequency ωi and the vibrational oscillator strength
fi of the mode through75

A1→0
i =

8π3e2ω2
i

ε0mec3 × fi. (4)

Turning now to recurrent fluorescence, we again assume
that owing to the much faster time for vibrational redistribu-
tion, the distribution of vibronic states is entirely statistical,
not only in the ground electronic state but also for all acces-
sible electronic excited states. The occupation probability of
any nth electronic state lying at energy En is proportional to
ρn(E − En), where ρn(E − En) is the density of vibrational
states on the corresponding electronic state at energy En rela-
tive to the ground electronic state. It should also be stressed
here that the internal energy E is defined as the sum of the vi-
brational and electronic energies, relative to the ground elec-
tronic state at the minimum energy configuration.

Here we introduce two additional approximations. First,
we assume that for relatively large systems as those under
scrutiny in the present work, the vibrational structure is sim-
ilar between the low-lying electronic states and the ground
state, allowing us to write ρn(E−En)≈ ρ0(E−En). To sim-
plify notations, the subscript 0 is removed from the vibrational
density of states ρ0(E) = ρ(E), thus assumed not to depend
on the electronic level. The probability of the nth electronic
state at thermal equilibrium thus reads

γn =
ρ(E−En)

∑k ρ(E−Ek)
, (5)

where the denominator is a normalizing factor. In addition,
the densities of states grow very fast with increasing energy,
hence we approximate the sum in this denominator as its first,
dominant term:

γn '
ρ(E−En)

ρ(E)
. (6)

This approximation is discussed and justified in more details
in the Supplemental Information material, see Fig. S1.

The RF rate constant, which can be considered as an effec-
tive electronic fluorescence rate constant, is then written as

An→0
RF (E) = An0

f
ρ(E−En)

ρ(E)
. (7)

For this process too the rate constant contains one quantum
contribution in the prefactor, and a statistical contribution in-
volving the densities of vibronic states. Moreover, the elec-
tronic fluorescence rate constant An0

f is expressed from Eq. (4)
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in which fi is the electronic oscillator strength and h̄ωi the
electronic energy of the ith excited electronic state.

For the sake of computational simplicity, we further neglect
fluorescence between different electronic excited states and
assume that only the n→ 0 transitions are efficient. Vibra-
tional emission from electronically excited states can also be
accounted for, using a similar expression as Eq. (3) above for
the ground state but involving now the correctly shifted den-
sities of states (still assuming ρn ≈ ρ0 = ρ):

An
i (E) =

ρ(E−En)

ρ(E)
Ai(E−En). (8)

VE from electronically excited states is usually negligible
compared to VE from the ground electronic states and to RF.
Expressions (3), (7) and (8) are implemented for the simula-
tion.

B. Approximate analytical expressions for the rate constants

For both RF and VE mechanisms, simple expressions can
be obtained for the corresponding rate constants by consid-
ering specific approximations and limiting forms. The total
rate constant for RF processes and its dependence on inter-
nal energy can be determined at high internal energy using a
semiclassical expression for the harmonic vibrational density
of states76

ρ(E)≈ (E +Ez)
g−1

(g−1)!
g

∏
i=1

h̄ωi

, (9)

where E is the internal energy and Ez the zero-point energy.
Incorporating the latter expression inside Eq. (7) and assum-
ing that E +Ez � En, the total RF rate constant can be ex-
pressed as

Atot
rec(E) =

nmax

∑
n=1

An0
f × exp

(
− (g−1)En

E +Ez

)
, (10)

in which nmax is the highest electronic quantum number that
is accessible at the internal energy E. Likewise, an analytical
approximation can be obtained for the VE rate constant from
the ith vibrational mode using a continuous approximation for
the discrete sum of Eq. (3). This approximation is also valid
at high internal energies E/h̄ωi = vmax� 1 and yields:

Ai(E)' A1→0
i (g−1)

∫ vmax

0
dv

v
vmax

(
1− v

vmax

)g−2

(11)

This integral can be solved exactly as

Ai(E) = A1→0
i

E
gh̄ωi

(12)

in which we further neglected the zero-point contribution to
the internal energy E, assumed to be high.

Summing over all VE rate constants eventually leads to

Atot
vib(E) =

E
g

nmax

∑
i=0

A1→0
i

h̄ωi
. (13)

Equations (9), (10) and (12) will be used for interpreting sim-
ulation results.

C. Other processes: C2 or C3 dissociation, delayed ionization
and isomerization

When modeling the long-time relaxation decay of carbon
clusters it is important to also consider the possible contri-
bution of other non-radiative pathways. At high energies,
thermal dissociation or fragmentation could be activated, and
we have evaluated the propensity for such events through the
traditional unimolecular reaction theories based on the Rice-
Ramsperger-Kassel (RRK) framework.76 More precisely, the
dissociation rate constant can be expressed within this ap-
proach simply as

kdiss(E) = A(1−D/E)g−1, (14)

where D is the dissociation energy and A is a prefactor. For
C60, accepted values for A = 1020 s−1 and D = 10 eV77–81

yield a dissociation rate constant of 10−38 s−1 at the excess
energy of 18.5 eV, which is the maximum value considered in
the present work. For C42, a similar prefactor and a dissocia-
tion energy of 7.5 eV78,79,82 lead to a much higher dissociation
rate constant of about 10−7 s−1, although, and as seen below,
still much slower than the processes we are focusing on.

To the best of our knowledge, no such data are available
for C24. The dissociation rate constant for this cluster can be
estimated at 12.5 eV excess energy if we assume a prefactor
A = 3 ·1020 s−1 and a conservative dissociation energy D of 6
eV only.82,83 Such values lead to a dissociation rate constant
of 35 s−1. For this cluster, the neglect of thermal dissocia-
tion could be a more stringent approximation than for the two
larger systems, for which dissociation is unlikely to occur at
all under the conditions of our modeling.

However, in all cases we note that the actual dissociation
process is a highly complex function of the isomer too, which
further involves strong anharmonicities, making the rate con-
stant determination quite difficult. Additionally, the RRK
modeling used here for crude evaluation of the rate constants
ignores the possibility of fragmentation on electronic excited
states, which for carbon clusters was shown to be also a real-
istic pathway.84

Similarly, we also rule out the possibility of delayed
(thermo)ionization, which is negligible for C60 compared to
radiative emission by several orders of magnitude at the in-
ternal energies considered in this work.70,77 Despite being of
smaller size, the ionization threshold of the C24 and C42 clus-
ters is higher than that of C60.70 We then further assume that
delayed ionization will also be negligible for these clusters.
On a side note, stimulated emission processes are altogether
ignored since the systems under scrutiny are all isolated and
remains so once they have been initially excited.
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Another relaxation mode is that of isomerization, which
could be recently experimentally evidenced on the small C−10
cluster ion.85 Accounting for isomerization processes on the
same footing as electronic or vibrational relaxation for each
individual isomer is in principle possible but would require,
at least, the independent identification of transition states be-
tween connected isomers together with the evaluation of iso-
merization rate constants, e.g. from harmonic transition state
theory. While such approaches have been used in the past
to address the influence of kinetic rearrangement on spectro-
scopic properties,86 they ignore the possibly important role of
electronic excitation on which we focus here. Moreover we
arbitrarily assume the multiple isomers of our samples to be
uniformly distributed, treating their individual contribution in
a statistical way. It should be noted that in our previous study,4

temperatures well above 3500 K had to be used to realize effi-
cient sampling of the potential energy surfaces in the REMD
(Replica Exchange Molecular Dynamics) simulations. This is
consistent with the result from14 in which they found a melt-
ing temperature for 4000 K for C60 associated with a large
structural reorganization. Isomerization in the considered en-
ergy range (< 18.5 eV internal energy) is thus expected to
be inefficient or only between rather similar isomer. In our
phenomenological model, we thus choose to ignore individ-
ual isomerization.

D. Kinetic Monte Carlo modeling of emission cascades

We now incorporate the previously determined rates for vi-
brational and recurrent relaxations into an integrated frame-
work in which the evolution of the system and its internal en-
ergy can be monitored as a function of time. The main idea
is to enumerate all possible events for a given internal energy
and calculate their absolute rate constants, then select one of
them randomly based on a probability proportional to its rate
constant.

In practice, owing to complete IVR between successive
events, memory loss allows us to assume a Markovian pro-
cess for the kMC procedure, and a time duration for the cur-
rent state that follows Poissonian statistics.87 From the knowl-
edge of all individual rate constants, their sum Γ is deter-
mined and the duration δ t of the current state is taken as
δ t = − log(ran)/Γ, where ran is a uniform random number
in the range 0 < ran ≤ 1. Alternatively, a simple constant
δ t = 1/Γ was found sufficient to describe the overall kinetics.

By repeating the kMC simulations a large number of in-
dependent trajectories, the results can be averaged to yield a
statistical description of the complete relaxation pathway as a
function of time. The total emission spectra are notably ob-
tained by integrating the trajectory until no more relaxation
events are possible.

E. Computational details and structural selection

All ingredients needed for the above calculations were pro-
vided by dedicated electronic structure calculations based on

the SCC-DFTB method15 for ground state vibrational ener-
gies and intensities of normal modes. Its time dependent ver-
sion, which is referred to as TD-DFTB,16 was used to deter-
mine vertical electronic state energies and oscillator strengths,
computed for transitions from the ground electronic state ex-
clusively. This approach was found to be able to determine
both vibrational11 and electronic12 spectra of chemically di-
verse carbon clusters, and is thus found to be appropriate
here for evaluating the intensity strengths and the vibrational
densities of states, which were numerically calculated using
the Beyer-Swinehart algorithm.88 SCC-DFTB vibrational fre-
quencies and TD-DFTB excitation energies were scaled11,12

and 105 independent kMC trajectories were considered for
each case.

Our objective is to unravel the relative efficiencies of RF
and VE mechanisms in the radiative cooling of carbon clus-
ters. Of special interest are the combined influences of size
and structural features. In the present work, we considered
sets of isomers for Cn (n=60, 42, 24) belonging to the four
families mentioned in the introduction (cages, flakes, pretzels,
branched). About 100 000 isomers per family were optimized
at the SCC-DFTB level for C60. Among those, we determined
a subset of 1000 isomers per family for which the root mean
square deviation (RMSD) of the families’ order parameters
(sp2 fraction and asphericity parameter β ) were the closest
to the average value for the given family. The full sets of iso-
mers will be considered in section IV. However, our first study
is dedicated to individual isomers. We therefore first selected
four isomers of C60 belonging to the cages, flakes, pretzel, and
branched families, respectively, as well as two other members
of the flakes family but having 24 or 42 atoms only.

These specific isomers, depicted in Fig. 1, were selected
so that their average electronic and vibrational oscillator
strengths are the closest to the average of the same quantities
among the entire family set.

These properties are reported in Table I. Here we should
emphasize that we purposely did not choose the buckminster-
fullerene isomer of the cage family, which owing to its very
particular symmetry is actually poorly representative of its
own family. For instance, its lowest allowed electronic excited
state lies more than 3 eV above the ground electronic state,89

yielding essentially no recurrent fluorescence under the con-
ditions where the other, less ordered isomers contribute to a
much greater extent.

III. KINETICS OF RADIATIVE COOLING IN CARBON
CLUSTERS: SELECTED CASES

A. Emission spectra

The total emission spectra of the six selected species were
computed for a radiative cascade initiated from an excitation
arbitrarily fixed at an internal energy 12.4 eV. These spectra
are shown in Fig. 2. In the following, we discuss the influ-
ence of the different parameters on the competition between
RF and VE. Regarding RF from an electronic excited state, its
intensity depends on the electronic state energy, but also on
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C60 cage C60 pretzel C60 branched

C60 flake C42 flake C24 flake

FIG. 1: Archetypal isomers of carbon clusters for all families
and sizes.

C60 C42 C24
Property cage pretzel branched flake flake flake

50

∑ felec 0.14 0.22 1.34 0.26 0.31 0.23
∑ Ivib (km/mol) 990 3300 7424 5600 3530 3260

ω (cm−1) 754 537 372 559 557 557
ZPE (eV) 9.4 8.1 7.3 8.4 5.8 3.1
E1 (eV) 0.25 0.33 0.27 0.21 0.26 0.60
E2 (eV) 0.53 0.48 0.36 0.31 0.39 0.83
E3 (eV) 0.58 0.76 0.66 0.35 0.50 0.95

TABLE I: Main features for the six selected carbon clusters,
from top to bottom: sum over the first fifty electronic

oscillator strengths (for all isomers, the 50th electronic state
energy is less than 3 eV above that of the ground state),

summed vibrational intensities, geometrical mean of
vibrational wavenumbers, zero-point energies and energies of

the three lowest excited electronic states.

the oscillator strengths of the involved transitions. The sum
of the oscillator strengths over the fifty electronic states for
all considered isomers is reported in Table I. The reported
values for C60 illustrate the dependence on structure. More
insight is provided by considering size effects. Comparing
the RF from the C24, C42 and C60 flake isomers, interesting
variations can be noticed, which can be related to the density
of electronic states. For such aromatic isomers, the density of
electronic states increases with size (see Supplemental Mate-
rial, Fig. S2), which leads to lower energies and more effi-
cient RF processes. This can be explained by noticing that the
larger the cluster, the higher the density of electronic states
and the lower in energy are the first excited states. This trend
is expected for such aromatic species, because the π elec-
trons can be approximately considered as free in a spatially
limited constant potential. By analogy with a particle in an

infinite well, the more extended is the cluster, the broader
is the well and the lower are the electronic energies.90,91 In
contrast, and while the number of vibrational modes also in-
creases, their frequencies are limited on the high-frequency
side by the carbon-carbon bond strength, which does not scale
with cluster size but remains approximately constant (≈ 2100
cm−1). Therefore, RF appears to be increasingly competitive
with VE when the size of the isomer increases. It should also
be noticed that C24 exhibits a particularly intense peak in the
mid-IR region near 2000 cm−1, which is a consequence of this
structure having a terminating C3 dangling chain (see Fig. 1)
with a strongly varying dipole moment, leading to a partic-
ularly active IR response for this specific system, as seen in
Table I on the summed IR intensity strength, which competes
with that of the larger C42 cluster.

The dependence on structural type for a given size can also
be examined by considering the four isomers chosen for C60,
assisted by the data reported in Table I. However, unlike size
effects for the chemically similar flake isomers, the effects of
structural type are not as clear. Still, it is worth noting that
the RF and VE contributions to the emission spectrum are the
most distinguishable from one another for the more disordered
pretzel and branched isomers, the spectrum obtained for the
cage structure presenting the same extent of overlapping be-
tween its electronic and vibrational parts.

B. Recurrent fluorescence and vibrational emission rate
constants

Fig. 3 shows the variations of the total RF and VE rate con-
stants, respectively for the 6 selected clusters, as a function of
their internal energy. At low internal energies E < 2.5 eV the
relative values of the RF constants for the 6 chosen clusters
can be rationalized by both their relative density of electronic
states below this energy and their oscillator strengths. At high
energy, E > 12.5 eV, the density of states being similar for all
clusters (Fig. S2), the relative rate constants can be accounted
for by the oscillator strengths only. We discuss this in more
detail below.

For an excess energy <2.5 eV, the total RF rate constant is
particularly high for the cage and flake isomers of C60, which
is due to these isomers having their first electronic states lower
in energy than the other two pretzel and branched isomers
(see Table I). The particularly low total RF rate constant of
the branched isomer of C60, despite the first excited electronic
state being as low as 0.27 eV, is explained by its very low vi-
brational frequencies as well (the lowest at 7 cm−1), which
makes the vibrational density of states increase more rapidly
with internal energy and, in turn, leads to a slower increase
of the excited electronic state occupation probability [see Eq.
(6)], hence a lower RF rate constant than for the cage isomer
of C60.

We can then speculate at this stage that the positions of the
first electronic states drive the evolution of the total RF rate
constant at low internal energies. However, in some isomers
the electronic oscillator strength of these first electronic states
may be decisive for the value of the total RF rate constant at
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FIG. 2: Normalized emission intensity spectra of the six
selected carbon clusters, as obtained from radiative cooling

with 12.4 eV initial internal energy. The spectra were
obtained as histograms and convoluted by a Lorentzian
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low internal energies. An example of this behavior is pro-
vided by comparing the total RF rate constant of the branched
and the pretzel isomers. At low internal energies, the pret-
zel conformer has a total RF rate constant slightly higher than
the rate constant of the branched conformer despite its first
electronic levels being much higher. This particular situation
is explained by the relative electronic oscillator strengths in-
volved in the process. According to our SCC-DFTB calcu-
lations, the oscillator strengths associated with the first and
second electronic states of the pretzel and branched isomers
are in the approximate ratios 1.1:0.4 and 4.9:1. This explains
why RF is more efficient for the pretzel isomer.

At high internal energies E > 12.4 eV, the electronic oscil-
lator strengths dictate the total RF rate constant because the

energy of all electronic states is essentially the same for all
clusters, whichever the family they belong to. The reason is
that the electronic density of states for electronic energies be-
low 2 eV above the ground state is approximately equal for all
the C60 isomers, except for cages (see Fig. S2).

In particular, the higher electronic oscillator strengths, the
higher the total RF rate constant. The branched isomer has
higher electronic oscillator strengths than isomers from other
families, further supporting this view. Conversely, the cage
isomer is associated with a relatively low total RF rate con-
stant that concurs with a relatively low electronic oscillator
strength (see figure (3) and Table I for the selected species)
and also with a slightly lower electronic density of states (fig.
S2).

Size effects are also important on the magnitude of the total
RF rate constant and its variations with increasing internal en-
ergy. For the specific flake family, from which members were
selected for C24, C42 and C60, Fig. 3 shows that below 2.5 eV
internal energy, the total RF rate constant of C60 exceeds that
of C24 (and that of C42). However, the rate of variations is also
much steeper for the smaller cluster. This is a consequence of
its reduced ability for storing energy, which is intimately re-
lated to the fewer degrees of freedom of C24. Moreover, RF is
efficient only if the electronic states are appreciably occupied
and this occurs only if the quantity γ = ρ(E −En)/ρ(E) is
not negligible. Such a condition implies that vibrational exci-
tation has to be high enough for the upper electronic states to
be populated as well.

At high internal energies, the number of degrees of freedom
also affects the total RF rate constant but in a much smoother
way. The analysis of Sec. IIB shows that the main depen-
dence on the number of degrees of freedom g occurs through
the exponential term in the right hand side of Eq. (10), the
total RF rate constant decreasing for increasing g at fixed in-
ternal energy. As the internal energy becomes very high, the
exponential term tends toward unity and the RF rate constant
from the nth excited electronic state tends to its electronic flu-
orescence rate constant.

Fig. 3 also shows the variations of the total VE rate con-
stants with increasing internal energy for the same 6 clusters.
The vibrational activity is mostly sensitive to the set of fre-
quencies, which for simplicity we sum up in their geometric
average, and the set of vibrational intensity strengths.

Fig. 3 shows that the cage and the branched isomers of C60
are associated with the lowest and the highest VE rate con-
stants for this stoichiometry, respectively. These differences
can be understood from looking at the properties of the iso-
mers in Table I: the intensity strength appears to be the lowest
for the cage, while the average vibrational frequency is the
highest, implying fewer quanta at a given internal energy. The
same arguments can be used to explain the opposite behav-
ior of the branched isomer and its particularly high VE rate
constant.

Size effects are also marked for VE processes, and remain
the manifestation of fewer quanta being distributed in the var-
ious vibrational modes at fixed internal energy. As expressed
by Eq.(12), the VE rate constant is expected to decrease with
increasing g, at fixed E. In Fig. 3 the VE rate constant for the
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FIG. 3: Left panel: Recurrent fluorescence rate constants for the six selected carbon clusters, as a function of their internal
energy. Right panel: Vibrational emission rate constants for the six selected carbon clusters, as a function of their internal

energy. The inset focuses on the low internal energies below 1.24 eV.

C42 flake isomer indeed lies between the corresponding rate
constants for the two other flake isomers C24 and C60 at low
energies, but crosses that of C60 at high energies. As seen in
Table I, this specific behavior is partly fortuitous as it results
from the unexpectedly low average intensity strength for this
system, very close to the value in C24.

C. Quantifying the competition between RF and VE
processes

Having neglected electronic fluorescence, thermal dissoci-
ation and delayed ionization, the competition between RF and
VE mechanisms can be directly quantified from the ratio of
their rate constants:

ξ (E) =
Atot

rec

Atot
rec +Atot

vib
. (15)

The variations of this quantity with increasing energy are
shown in Fig. 4 for the 6 selected clusters. At low energy,
VE is the main mechanism for all systems. Then ξ increases
monotonically with internal energy and ranges from 0 at low
energies and eventually exceeds 90% above 17.5 eV, indicat-
ing that RF becomes the increasingly dominant process at very
high energies.

The value of the RF efficiency ξ and its variations from
one isomer to another can be rationalized again from the elec-
tronic oscillator strengths and the vibrational activities. The
particularly low electronic levels of the C60 cage and flake
isomers cause their RF efficiency to increase from an internal
energy as low as 1.24 eV. Their increase is steeper than that
of the two other isomers of this size, but this is due to two

distinct effects. In the case of the flake isomer, RF is particu-
larly strong, while VE is very inefficient for the cage. For the
branched isomer, vibrational frequencies are particularly low
(22 vibrational frequencies below 100 cm−1 and the lowest is
at 7 cm−1) as shown by the value of the geometrical mean of
vibrational frequencies (Table I), making the RF rate constant
lower despite its first electronic state being similar to that of
the cage isomer: low vibrational frequencies imply higher vi-
brational densities of states and thus lower excited electronic
state occupation probabilities [see Eq. (6)].

In general, the isomer size also has an effect on the overall
evolution of the RF efficiency. At low energy, larger isomers
are associated with lower electronic states energies, leading
to higher total RF rate constants. The RF efficiency then in-
creases and reaches a maximum value at lower internal en-
ergies. Even though the RF efficiency for C24 increases at
higher internal energies, it reaches its maximum value earlier
than for both C42 and C60, the three efficiencies crossing each
other near 6.2 eV. The reason behind this size effect is again to
be found in noticing that, for a fixed internal energy, smaller
clusters are warmer because of the fewer degrees of freedom
in which this excess energy can be shared. At low internal en-
ergy, smaller clusters thus have a higher fraction of this energy
available for recurrent fluorescence, hence a lower associated
rate constant. At high internal energy, where electronic and
vibrational components can flow both ways more easily, RF
efficiency becomes stronger for smaller clusters because the
vibrational degrees of freedom play a relatively less important
role.
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FIG. 4: Recurrent fluorescence efficiency ξ obtained from the rate constants of figure 3.

D. Kinetics of radiative cooling

We turn now to the kinetics of radiative cooling processes in
more detail, to discuss the decay of the internal energy initially
deposited into the system.

Using the kinetic Monte Carlo procedure described in Sec.
II, the flow of energy in the system between the various elec-
tronic and vibrational degrees of freedom can be monitored as
a function of time. Fig. 5 displays the variations of the total
energy in the six clusters as a function of time, for an excess
energy of 18.5 eV in all systems; the statistics are accumulated
over 105 independent kMC trajectories.

From this graph, plotted in double logarithmic scale, it ap-
pears that for some isomers the internal energy decays in a
piece-wise linear fashion. If we arbitrarily define a relaxation
time as the duration needed for the internal energy to decrease
by a factor of 10, we find values between 0.1 and 1 s depend-
ing on the size and isomer type.

The different slopes in the various curves are the manifes-
tations of different relaxation regimes in which the dominant
mechanism varies along the relaxation path. A more detailed
example is discussed in Fig. 5 for the flake isomer of C60,
in conjunction with Fig. 6 where the four main relaxation
regimes are highlighted. The first relaxation regime, occurring
at short times and for energies still located above 12.4 eV, is
correlated with the presence of five competing relaxation path-
ways involving recurrent fluorescence, in particular first, sec-
ond, third, twelfth and thirteenth electronic states (see Fig. 6).
Once the energy drops to 8.7 eV, recurrent fluorescence from
the twelfth and thirteenth electronic levels become negligible
and this corresponds to another decay regime, denoted as the
second regime, located between 7.4 and 3.1 eV. As the inter-
nal energy drops below 3.1 eV, RF becomes efficient when the
first electronic state is involved, which is associated with yet

another decay regime (third regime) between 2.5 and 1 eV.
Finally, below 0.75 eV, RF from the first electronic excited
state becomes negligible compared to VE processes, leading
to another, fourth regime. The time dependence of RF and VE
competition can be analyzed by putting together Figs. 4 and 5.
For the C60 flake, the RF efficiency is less than 0.5 for inter-
nal energies below 1.9 eV and for times beyond 0.2 s during
which RF occurs only from the first excited electronic state
(Fig. 6).

Comparing now the behaviors for the various isomers, and
keeping in mind that RF is the dominant process at high ener-
gies, relaxation in the branched isomer is slightly faster than
in the 60-atom flake, although this is not immediately obvi-
ous in Fig. 5. This is concomitant with the higher RF rate for
the branched isomer. However, below 10 eV relaxation in the
C60 flake is faster because its RF rate constant is much higher
than others while the RF rate constant of the C60 branched
isomer is reduced owing to the high first electronic levels of
this isomer (see Fig. 3). Below 2.5 eV, the cage isomer relaxes
faster than the branched and pretzel isomers because their RF
rate constants are particularly low. This is not the case for
the flake and cage isomers owing to their low-lying electronic
states. The faster decrease obtained for the cage isomer com-
pared to the flake compound is due to the VE process being
dominant at energies lower than 0.4 eV, and which is favored
also for the cage isomer relative to the flake (see inset in Fig.
3).
As shown in Sec. III C, the RF efficiency increases with in-
ternal energy whatever the size and the family of the isomer.
Fig 2 shows that RF usually emits higher energetic photons.
Smaller isomers have a higher RF efficiency at high internal
energies and thus their radiative relaxation is faster for smaller
isomers (Fig. 5). Even at low internal energy, where RF is
poorly efficient, radiative relaxation is faster for smaller iso-
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FIG. 5: Temporal decay of the internal energy for the six carbon clusters. For all isomers, the initial internal energy was set to
18.5 eV except for the C24 flake for which it was only 14.9 eV. Main regime shifts are highlighted by vertical dashed lines. The
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and the delay for which the RF efficiency is 0.5 (as deduced from Fig. 4).
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mers because, at fixed energy, vibrational quantum numbers
are higher and thus the VE rate constant is higher. As far
as structural dependence is concerned, our study also indi-
cates that there is no clear general tendency but, conversely,
that relaxation processes depend significantly on the isomers
structures. More insight into these aspects can be gained from
looking at broader sets of structures.

IV. BEHAVIOR OVER A LARGE SET

We now extend our scope by attempting to correlate the
fluorescence rate constants with the structural features of the
carbon clusters, beyond the limited examples scrutinized in
Sec. III.

A. Electronic gap law decay type for RF rate constants

For simplicity, we assume that a single excited electronic
state is available for all clusters. Its recurrent fluorescence rate
constant in Eq. (7) can be expressed more explicitly by em-
ploying the semiclassical harmonic approximation of Eq. (9).
The corresponding rate constant is straightforwardly obtained
by applying Eq. (10) with nmax = 1:

A1
rec = A1

f e−
g−1

E+Ez E1 , (16)

where, consistent with the semiclassical approximation, we
have further used E1�E+Ez. In Eq. (16), the internal energy
E can be viewed as a parameter of the RF rate constant.

We have determined the corresponding quantity for much
larger sets of structures for which the low-lying electronic ex-
cited states are available,12 namely one thousand isomers for

each of the four families of C60, as well as one thousand flake
isomers for each of the smaller C24 and C42 systems. The RF
rate constants obtained through kMC simulations for these six
sets of isomers and for different values of the internal energy
are shown as scattered plots in Fig. 7.

For each system, the logarithm of the RF rate constant
varies roughly linearly with the first electronic excited state
energy at sufficiently high energies, confirming the exponen-
tial relation of Eq. (16). This exponential behavior is particu-
larly clear in the case of C60 cage isomers, for which the RF
rate constant was determined at four internal energies, the re-
sults being shown in the upper left part of Fig. 7. In this case,
the linear part in the logarithmic RF rate constant is well es-
tablished once the electronic energy lies above 0.2 eV. We can
correlate the quality of the exponential dependence by per-
forming a linear regression of the logarithmic rate constant
for electronic energies in the above range and estimating the
corresponding Pearson correlation factor R. At internal ener-
gies below 12.4 eV this factor is the range of 53–96%, while
it drops to 6% at the higher internal energy considered.

The slope of the linear fit of the scatter plots tends to 0 with
increasing internal energy, which is explained by the expo-
nential in Eq. (16) approaching unity in this regime. Thus,
the scatter plots tend to the electronic fluorescence values for
very high internal energies. At lower electronic energies, the
strong increase in the RF rate constant reflects the concomi-
tant increase in the electronic oscillator strength. A similar
dependence is also predicted for the other electronic states
of all isomers, with comparable exponential variations since
the slope in logarithmic scale only depends on the size of the
system and its internal energy. This behavior is illustrated in
Fig. 7b where the RF rate constants obtained for C60 cage iso-
mers and excitations on the first or second electronic states
are represented against the corresponding energy, at the two
internal energies of 0.62 and 6.2 eV: the exponential rate of
variations does not depend on the electronic state from which
fluorescence originates, but only on internal energy.

The size dependence is better examined by comparing the
RF rate constants obtained for the various flake isomers of
the three different clusters, for a fixed electronic excitation
state and a fixed internal energy. The resulting total RF rate
constants determined for such samples of C24, C42 and C60
are shown in Fig. 7c. From this figure the slope in the log-
arithmic scale is found to decrease with decreasing size [see
Eq. (16)]. However, these slopes do not scale linearly with
the term g−1

E+Ez
, as Eq. (16) would suggest. From Fig. 7c and

Eq. (16), the ratios between the slope and the corresponding
term g−1

E+Ez
vary as 1.14(C24):1.11(C42):1(C60). We interpret

this discrepancy as due to the condition E +Ez � E1 neces-
sary for Eq. (16) but not completely valid for all C24 and C42
isomers at 1.24 eV internal energy. These ratios tend to unity
with the internal energy and at 2.5 eV internal energy they
read as 1.08(C24):1.07(C42):1(C60) (see Supplemental Mate-
rial, Fig. S3). Fig. 7d shows RF rate constants from the first
electronic states for flake and cage isomers. The overall shape
of the scatter plot remains unchanged even if slight differences
are seen due to the electronic levels of C60 flake isomers being
lower than those of cage isomers.
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The exponential decay dependence of the RF rate constant
from a given electronic level is similar to the energy gap law
decay (EGL) encountered in radiationless transitions, which
states that the non-radiative (internal conversion or intersys-
tem crossing) rate constant from an upper electronic level to
a lower level decreases as e−β∆E with ∆E the energy gap be-
tween the two electronic states.66 Such an exponential depen-
dence originates from the couplings between the electronic
state and the vibronic states of other electronic states. These
are proportional to Franck-Condon factors, which present an
exponential decay with the electronic gap,65 itself determined
by the accepting modes of the vibrational energy reservoir.

Here, the origin of the term e−
g−1

E+Ez E1 is exactly the same as
that of the Boltzmann factor in the canonical framework. The
overall internal energy can therefore be viewed as an energy
reservoir by the electronic level being occupied, as long as it
is negligible against internal energy. In this case, there is an
analogy between the quantity E+Ez

g−1 appearing in the exponen-
tial decay and the well-known thermal energy kBT .

B. Global emission spectra

The effects of isomer diversity can also be examined by
their emission spectra resulting from a cascade of successively
emitted photons, as modeled using the kinetic Monte Carlo
approach described in Sec. IIB. Following a similar approach
to previous work95,96 we determined the emission spectra of
entire samples of isomers by summing the individual contri-
butions of all their members (independent of each other as in
the gas phase), with uniform weighting. The initial internal
energy is the same for all isomers. The emission spectra were
determined assuming either vibrational emission only, or in-
cluding also the contribution of recurrent fluorescence.

The upper panels of Fig. 8 show the emission spectrum re-
sulting from the sample of 1000 cage isomers of C60 excited
at 2.5 eV and 12.4 eV energies, respectively. The RF spectra
span a broad range of wavenumbers, usually starting around
500 cm−1, and overlap with the VE spectra. RF seems also
rather weak compared to VE in the region where VE domi-
nates (below 2000 cm−1), which could seem somewhat con-
tradictory with our earlier conclusion that RF efficiency is sig-
nificant, especially at the higher internal energy considered.
However, it is important to recognize that the density of vibra-
tional states is much higher than the corresponding density of
electronic states in the overlap region, and this effect is further
magnified by the statistical averaging over the 1000 isomers
(Figs. S4, S5, and S6), which leads to a nearly continuous
distribution of vibrational modes in the 0–2000 cm−1 range,
while the electronic states are much fewer and fall into much
narrower distributions. Moreover, once VE becomes signif-
icant it quickly drains internal energy away from the system
and quenches the possibility of RF, making it even less likely.

These processes contribute to partitioning the overall emis-
sion spectra and showing an overlapping region between the
two ranges in which either of the two processes is clearly dom-
inant. At both internal energies, the overall RF spectral profile

shows a bell shaped profile with an extended high frequency
wing. The sharp increase at low electronic energy is due to the
square dependence of electronic fluorescence rate constant on
electronic energy expressed in Eq. (4) and to the increase of
the electronic density of states (Figs. S3, S4 and S5). The de-
crease at high energies is found to be exponential, and can be
essentially understood from the EGL type behavior of the RF
rate constants, even though the global spectrum obtained here
results from an emission cascade and the contribution from
multiple isomers.

The global emission spectra obtained for the other struc-
tural families of C60 are depicted in the lower part of Fig. 8, at
the same two internal energies of 2.5 and 12.4 eV, and together
with the spectra discussed above for the cage isomers. For the
other three families, a vibrational emission band is seen above
2000 cm−1, as originating from chains of sp carbon atoms that
are mostly absent in the cages. Broad bands found between
1600 cm−1 and 1000 cm−1 are essentially due to CC stretch-
ing modes possibly overlapping with CCC bending modes
near 1000 cm−1 (Ref. 11). Broad bands around 600 cm−1

involve CCC in-plane and out-of-plane bending modes asso-
ciated with stronger deformation of the overall structures.11

At 2.5 eV initial internal energy, the RF component of the
global emission spectrum is not very strong for all the four
structural families, especially for pretzels and branched iso-
mers. This is consistent with our earlier observation in Fig. 4
that these structures have a particularly low RF efficiency. At
12.4 eV, the contribution of RF to the global spectrum is much
stronger and affects the entire spectral range for all families.
As the internal energy increases, the band ratios thus also vary
as the result of the increasing importance of recurrent fluo-
rescence. This effect is more pronounced for high frequency
modes, which can be interpreted by the high energy approxi-
mation of Eq. (12):

Ai(E) = A1→0
i

E
gh̄ωi

∝ ω
2
i fi

E
g
. (17)

The influence of RF processes on the VE emission spectra
thus amounts to inhibitting emission from high vibrational
frequency modes, where the competition with the low-lying
electronic states is the strongest. High frequency vibrational
modes are therefore less likely to emit photons when RF is
accounted for, which precisely matches our computational re-
sults.

V. CONCLUDING REMARKS

Upon initial excitation, isolated large carbon clusters may
relax through recurrent fluorescence and vibrational emission
processes, whose relative efficiency was found here to depend
on a number of factors. The present work aimed at elucidating
this dependence by means of dedicated modeling, systemati-
cally addressing the roles of cluster size, structural features,
and the excess energy itself.

For the present clusters containing several tens of carbon
atoms, recurrent fluorescence was generally found to become
important as soon as the internal energy exceeds about 1 eV,
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even dominating over vibrational emission above 10 eV. The
very high efficiency of recurrent fluorescence identified at
high internal energies is not only due to the appreciable occu-
pation of excited electronic states but also to their significant
electronic oscillator strength, which is typically two or three
orders of magnitude larger than vibrational intensities.

At low or moderate internal energies, a significant depen-
dence of recurrent fluorescence efficiency on the structural
family was also found, such electronic processes being more
exacerbated for flakes owing to their low-lying electronic
states. Cages also show a higher RF efficiency, but as the
result of their lower vibrational activity. The size dependence
of recurrent fluorescence is also substantial at low internal en-
ergies (below 7.4 eV), in relation with their reduced ability to
store vibrational energy.

From the spectral viewpoint, the recurrent fluorescence
spectra obtained from an emission cascade is constituted of

a main emission band that becomes increasingly broad with
increasing internal energy. The intensity increase in the RF
spectrum at low energies originates from the concomitant in-
crease in the propensity for spontaneous emission with elec-
tronic transition energy, given that these states are appreciably
occupied. Similarly, the decrease at high energies results from
the exponentially decaying occupation probabilities.

When considering populations of isomers, the recurrent
fluorescence rate constant from a given electronic state was
found to follow a behavior similar to the energy gap law decay
in radiationless transitions. This was interpreted as resulting
from the numerous degrees of freedom in the present clus-
ters, whose vibrational energy distribution is perceived as a
statistical reservoir from the perspective of an electronic exci-
tation. Recurrent fluorescence also has a noticeable influence
on vibrational emission spectra by inhibiting high vibrational
frequency modes. In this spectral region, recurrent fluores-
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FIG. 8: (a) and (b): Normalized emission intensity spectra from one thousand isolated C60 cage isomers with 2.5 and 12.4 eV
initial internal energy. Contribution from recurrent fluorescence and vibrational emission are also displayed. The inset

highlights the exponential fit for the recurrent fluorescence component; (c) and (d): Normalized emission intensity spectra from
one thousand isolated C60 isomers for each family. Spectra in dashed lines (resp. solid lines) are those without (resp. with)

recurrent fluorescence taken into account over the relaxation cascade.

cence tends to attenuate the band ratio between high and low
frequency vibrational modes.

SUPPLEMENTARY MATERIAL

The Supplementary Material contains four sections. The
section A is dedicated to the estimation of the corrected γn
quantity in Eq. 6 when the approximation ρn(E − En) ≈
ρ0(E −En) is not assumed. The conclusion is that the cor-
rection on γn is usually less than 10 %. In section B, the elec-
tronic density of states of the six chosen isomers are shown.
In section C, the recurrent fluorescence rate at 2.5 eV internal

energy for flake isomers is shown to compare the slopes with
analytical expressions in Eq. 7. Section D concerns the elec-
tronic density of states and number of vibrational modes over
a large set of isomers for the four families and the three sizes.
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