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Olivier3[0000−0003−0540−543X]

1 Department of Computer Science, Faculty of Exact Sciences, University of Mascara
Mascara, Algeria

benyahia.samia@univ-mascara.dz
2 LRSBG Laboratory, University of Mascara

Mascara, Algeria
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Abstract. Skin lesion is one of the most critical challenges nowadays
due to the difficulty of distinguishing a benign lesion from a malignant
one. Melanoma represents a malignant melanocytic type of cancer among
the most dangerous ones. In contrast, basal cell carcinoma and squamous
cell carcinoma represent no malignant melanocytic types of cancer that
threaten many human lives. Fortunately, there is some possibility of a
cure it if is early detected and well treated. Currently, dermatologists
use a hierarchical visual categorization of the lesion or skin biopsy for
the diagnostic of skin lesion types. However, computer-aided detection
methods can be more accurate, faster, and less expensive than human
based techniques. We propose to combine both strategies to develop an
efficient skin lesion classification models: the hierarchical organization
accredited by dermatologists and a deep learning architecture. In this
work, we propose a new hierarchical model for detecting various types
of skin lesions based on the combination of several models of convolu-
tional neural networks, where each model is specialized to some types
of skin lesion according to the taxonomy. The obtained results highlight
the benefits of addressing the classification of different skin lesions with
CNNs in such a hierarchically structured way.

Keywords: Classification · Convolutional Neural Networks · Hierarchi-
cal Diagnosis · Skin Lesion Diagnosis

1 Introduction

Human skin represents the most significant organ covering the body. The skin
acts as a huge sensor packed with nerves to keep the brain in touch with the
outside world. At the same time, it acts as a waterproof, helps regulating body
temperature and damaging sunlight, additionally allowing us free movement,
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and protecting us from microbes. Human skin is made up of three layers. The
epidermis that represents the outermost layer of the skin and consists mainly
of cells called keratinocytes. The dermis is beneath the epidermis and consists
of tough connective tissue and hair follicles. Then, the hypodermis, the deeper
subcutaneous tissue, consists of fat and connective tissue. The melanin pigmen-
tation of existing mesodermal cells can absorb UV radiations and cause cancers
capable of spreading to other organs. Skin cancer is considered as one of the most
diagnosed cancer in the world, and its diagnosis in a precise time is an essential
health requirement. However, every misdiagnosis of skin cancer can led to the
death of a patient. Dermatologists experts declare that if the cancer is early di-
agnosed and followed by an appropriate treatment, they can avoid the patient’s
death and therefore improve global healthcare. Due to the difficulty of analyzing
skin images and detecting cancer with traditional medical techniques such as the
ABCD rule or the the 7 point list, various methods have been proposed.

In recent years, we have witnessed an extensive use of Convolution Neural
Networks (CNN), that have outperformed others conventional machine learning
approaches. CNNs reduce the need of manually handcrafting features by learning
highly discriminative features while being trained in an end-to-end supervised
way. Several CNN models have successfully been used for the identification of
skin cancer lesions with higher efficiency in a reasonable time. We review some of
them in the sequel. Sara Atito et al. [1] proposed a deep learning method for skin
lesion classification by fusing and fine-tuning an ensemble of three pre-trained
deep learning architectures (Xception, Inception ResNet-V2, and NasNetLarge)
using the ISIC2019 database and achieved an accuracy of 93.70%.

Pacheco et al. [2] proposed an ensemble of thirteen different convolutional
neural networks (CNN) for diagnosing eight skin lesions using ISIC 2019 and
achieved an accuracy of 89.7%. The test data represents only 10% of the dataset
with an ensemble of the best three models based on the balanced accuracy.

Gessert et al. [3] proposed a deep learning method for skin lesion classification
with an ensemble of CNNs including EfficientNets, SENet, and ResNeXt WSL,
with a multiple model input resolutions and a search strategy. The proposed
ensemble achieved an accuracy of 63.6% in the ISIC 2019 challenge test dataset.

Kassem et al. [4] proposed a deep learning method for classifying eight differ-
ent skin lesions based on the modified GoogleNet architecture by adding more
filters to each layer using ISIC 2019 and a multiclass SVM. They achieved an
accuracy of 94.92%.

To et al. [5] proposed a multi-step approach to the problem of classification of
skin cancer detection. They divided the task into many smaller sub-tasks easier
to treat using several CNNs Inception Resnet, Exception Net, and EfficientNet,
and data normalization and a dedicated loss functions. The proposed approach
achieved an accuracy of 56.3% on the ISIC 2019 challenge test dataset.

Pollastri et al. [6] proposed a classification model based on the ensembling
of two baseline models. Each baseline model contains different CNNs such as
ResNet-152, DenseNet-201 and SeResNext-101, SeResNext-50, and SeNet-154.
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They employed data augmentation techniques to training the model, and achieved
an accuracy of 59.3% on the ISIC 2019 challenge test dataset.

With the impressive growth of deep networks, this paper investigates the abil-
ity of commonly pre-trained deep convolutional neural network architectures to
diagnose various dermoscopic skin lesions by improving diagnosis with a hier-
archical CNN model. Unlike the sequential model used in the most state-of-art
approaches, we propose a hierarchical approach to classify eight types of skin
lesions using ResNet and DenseNet convolutional neural networks on the ISIC
2019 dataset.

The rest of the paper is structured as follows. Section 2 focuses on the
methodology adopted for the classification task and describes the various pre-
trained CNN we used. Section 3 describes the experimental results. Last Section
provides the conclusion of this study.

2 Methodology

The overall steps of our proposed model are shown in Figure 1. In the first step,
we divide the dermoscopic images dataset into two parts: the first represents the
training data, and the second represents the testing data. The training phase is
composed of five independant CNNs organized into a hierarchical tree, and each
one performs individually a decision for a specialized and specific type of skin
lesion.

Fig. 1. Proposed method́’s flowchart

The first CNN is used for distinguishing between melanocytic and non-
melanocytic lesions. Identified Melanocytic lesions are injected into the second
CNN to distinguish between melanocytic malignant (Melanoma) and melanocytic
benign (Nevus). Contrariwise, identified non-melanocytic lesions are fed to the
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third CNN to distinguish between non-melanocytic malignant and non-melanocytic
benign lesions. The fourth CNN receives non-melanocytic malignant lesions as
input and distinguishes Squamous cell Carcinoma (SCC) from Basal carcinoma
(BCC).

Finally, the fifth CNN acquires non-melanocytic benign as input and distin-
guishes Dermatofibroma (DF), vascular lesion (VASC), actinic keratosis (AK),
Benign keratosis (BKL). Once the training phase is finished we evaluate the
model with a test dataset.

2.1 Convolutional Neural Networks

In recent years, deep Convolutional Neural Networks (CNN) have enabled many
breakthroughs for different applications in the domain of dermoscopy image
analysis. It was used as a feature extractor directly from images or for the
classification and segmentation tasks [7],[8],[9],[10], with various architectures
(LeNet, AlexNet, VGGNet, ResNet, DenseNet, GoogLeNet...etc.). CNN can be
trained from scratch, used from pre-trained architectures initially trained on vast
datasets, or fine-tuned for the problem under study. In this work, we tackled the
skin lesion classification problem by using two of the most accurate pre-trained
CNNs among the top-ranked architectures of the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) [11]: ResNet and DenseNet.

ResNet is a convolutional neural network architecture proposed by He et
al. in 2015 [12]. They are characterized by residual blocks that introduce skip
connections between layers where each layer feeds into the following layer (Figure
2). ResNet architecture contains 3 × 3 convolutions, global average pooling, and
max-pooling layers, residual blocks, batch normalization layers followed by a
fully connected layer, and finally a softmax for the classification. The ResNet
architecture comes with several variations with different numbers of layers such
as ResNet18, ResNet34, ResNet50, ResNet101, and ResNet152.

Fig. 2. ResNet architecture [12].

DenseNet is a convolutional neural network architecture proposed by Huang
et al. in 2016 [13]. It introduces shortcut connections, where the concept consists
of dense blocks linked by transition layers. Each dense block is composed of
convolution layers (Figure 3). It is connected to all prior layers, and all feature
maps from previous layers are passed to all subsequent layers in the same block.
DenseNet architecture contains a convolution filter, global average pooling and
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max-pooling layers, transition layers, dense blocks followed by fully connected
layers, and finally a softmax for the classification. DenseNet architecture comes
with several variations with different numbers of layers such as DensNet-121,
DensNet-169, DensNet-201, and DensNet-246.

Fig. 3. DenseNet architecture [13].

3 Experimental Results and Discussion

3.1 Dataset

The ISIC 2019 dataset was provided from the International Skin Imaging Col-
laboration (ISIC) Archive [14], [15], [16] as part of the ISIC 2019 challenge,
which maintains an archive of dermoscopic images. This dataset is divided into
eight classes: Melanoma (MEL); Melanocytic nevus (NV); Basal cell carcinoma
(BCC); Actinic keratosis (AK); Benign keratosis (BKL); Dermatofibroma (DF);
Vascular lesion (VASC); Squamous cell carcinoma (SCC). Figure 4 shows some
samples from the ISIC 2019 dataset.

Fig. 4. Samples from ISC 2019 dataset.

3.2 Evaluation Metrics

The evaluation of the proposed model is computed using different performance
metrics: accuracy, sensitivity, specificity, and precision, as defined below.
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Accuracy =
(TP + TN)

(TP + FP + FN + TN)
(1)

Sensitivity =
TP

(TP + FN)
(2)

Specificity =
TN

(FP + TN)
(3)

Precision =
TP

(TP + FP )
(4)

Where TP, FP, FN, TN refer to true positive, false positive, false negative,
and true negative respectively.

3.3 Results and Discussion

Several experiments have been conducted with the ISIC 2019 dataset. The
dataset was divided into three separated parts: 80%, 10%, and 10%, respectively
for the training, validation, and testing datasets. We specify that no data pre-
processing has been done. All experiments were trained with the same training
dataset and tested with the same test dataset.

All Experiments were performed on a desktop computer equipped with a
Core i9 processor, and 32 GB RAM carried on NVIDIA GTX1080ti GPU card.
CNNs are trained and evaluated using Python 3.6.10, Keras 2.2.4 [17] and a
tensorflow backend 1.14 [18].

We carried out experiments with two scenarios: sequential and hierarchical
classification approaches. Each scenario is tested without data augmentation
with two CNNs: DenseNet201 and ResNet50. For the sequential approach, we
use the CNN directly to perform the classification in end-to-end. In the hier-
archical approach, we train five CNNs where each one performs individually a
classification for a specific type of skin lesion in a hierarchically structured way
such that:

– The first CNN is used for distinguishing between melanocytic and non-
melanocytic

– For Melanocytic, the second CNN is used for distinguishing between Melanoma
and Nevus

– For non Melanocyt, the third CNN is used to distinguish between non-
melanocytic malignant and non-melanocytic benign

– For non Melanocyt malignant, the fourth CNN is used to distinguish between
Squamous cell Carcinoma and Basal carcinoma

– For non Melanocyt benign, the fifth CNN is used to distinguish between
Dermatofibroma, vascular lesion, actinic keratosis and benign keratosis.
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Table 1 depicts the performance results obtained for classifying the ISIC 2019
dataset into eight classes with ResNet50 and DenseNet201 for both sequential
and hierarchical architectures without augmentation. Through the obtained re-
sults from Table 1, we can observe that the proposed hierarchical model achieves
the best results as compared to the sequential model for both architectures
DenseNet201 and ResNet50. On the other side, we find that the DenseNet201
model provides the best results as compared to ResNet50.

Table 1. Summary of results obtained with sequential and hierarchical Resnet50 and
DenseNet201 architectures.

Metric Sequential Hierarchical Sequential Hierarchical
ResNet50 ResNet50 DenseNet201 DenseNet201

Accuracy 64.03% 77.69% 66.69% 79.43%
Sensitivity 37.33% 76.6% 38.21% 76.37%
Specificity 94.32% 95.83% 94.40% 95.89%
Precision 35.14% 66.35% 35.86% 69.14%

The dataset used in this work is extremely unbalanced. There are many more
samples in some classes than in others. For example, As shown in Table 2, NV
contains 12875 samples versus DF having only 239 samples. Table 2 shows the
distribution of all the samples for each class in the dataset.

Table 2. Distribution of ISIC 2019 samples for each class.

Diagnostic Description Number Percentage
Class of images of images

NV Melanocytic nevus 12875 50.83%
MEL Melanoma 4522 17.85%
BCC Basal cell carcinoma 3323 13.14%
SCC Squamous cell carcinoma 628 2.48%
DF Dermatofibroma 239 0.94%
VASC Vascular lesion 253 1.00%
AK Actinic keratosis 867 3.42%
BKL Benign keratosis 2624 10.36%

The popular procedure employed to deal with this issue is to artificially
augment the less frequent classes by augmenting the data with different ratios
for different classes, or to decrease the most frequent classes by upsampling and
downsampling or both. In this work, we use both upsampling and downsampling
before feeding the images to the networks. The training data was also augmented
using the following transformations: rotations, zooming, shearing, Flips (top-
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bottom, left-right), and skew-left-right, contrasting. Examples can be seen in
Figure 5.

Fig. 5. The different types of data augmentation we have considered.

Tables 3 depicts the results obtained for classifying the ISIC 2019 dataset
into eight classes with ResNet50 and DenseNet201 for both sequential and hier-
archical arcitectures with augmentation.

Table 3. Summary of results obtained with sequential and hierarchical ResNet50 and
DenseNet201 architectures with data augmentation.

Metric Sequential Hierarchical Sequential Hierarchical
ResNet50 ResNet50 DensNet201 DensNet201

Accuracy 77.81% 78.91% 74.37% 81.11%
Sensitivity 71.52% 67.43% 73.12% 70.59%
Specificity 95,84% 95,88% 95.34% 96.06%
Precision 63.43% 61.29% 60.96% 67.70%

Through the evaluation and results obtained from Tables 3 and 1, we can no-
tice that data augmentation improves the accuracy for all models either sequen-
tial or hierarchical. Figures 6 and 7 present a visualization of the performance
metrics obtained with DenseNet201 and ResNet50 respectively for sequential
and hierarchical approaches.

4 Conclusion

This paper has presented a structured hierarchical classification for multi-class
skin lesions based on a deep convolutional neural network system. Further, we
presented comparative studies between the proposed hierarchical model and a
sequential model using different CNN architectures: Resnet50 and DenseNet201.
In this study, the results obtained exhibit that the hierarchically structured
classification based on a distinction between melanocytic and non-melanocytic
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Fig. 6. Summary of results obtained with DenseNet201.

Fig. 7. Summary of results obtained with ResNet50.
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followed by a hierarchical diagnosis of the other classes leads to better results
than the sequential models.
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