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EQUILIBRIUM PERTURBATIONS FOR STOCHASTIC

INTERACTING SYSTEMS

LU XU AND LINJIE ZHAO

Abstract. We consider the equilibrium perturbations for two stochastic systems: the d-dimensional

generalized exclusion process and the one-dimensional chain of anharmonic oscillators. We add

a perturbation of order N−α to the equilibrium profile, and speed up the process by N1+κ for

parameters 0 < κ ≤ α. Under some additional constraints on κ and α, we show the perturbed

quantities evolve according to the Burgers equation in the exclusion process, and to two decoupled

Burgers equations in the anharmonic chain, both in the smooth regime.

1. Introduction

One of the main aims in the theory of hydrodynamic limit is to derive partial differential equations

from microscopic systems. For asymmetric systems with one or several conservation laws, the conserved

quantity/quantities usually evolve macroscopically according to the hyperbolic system under the Euler

scaling (time accelerated by N and space divided by N), cf. [18, 16, 12] for example. To refine the

hydrodynamic limit, when the system has only one conservation law, in the seminal paper [5], Esposito,

Marra and Yau perturb the asymmetric simple exclusion processes around the equilibrium point with

order N−1 at the initial time in dimensions d ≥ 3, and show that the evolution of the perturbed

quantity, namely the equilibrium perturbation, is governed by the viscous Burgers equation under the

diffusive scaling (time accelerated by N2 and space divided by N). This is closely related to the

understanding of Navier–Stokes corrections and is called the incompressible limit in the literature,

cf. [12, Section 7.7] for details. Later, such kind of result is extended by Seppäläinen [19] to dimension

d = 1. He considers the one-dimensional Hammersley’s model, adds a perturbation of order N−α to the

equilibrium, and shows that the perturbation macroscopically obeys the invisid Burgers equation in the

time scale N1+αt if 0 < α < 1/2. The proof uses combinatorial properties of the Hammersley’s model

and coupling techniques, and the result holds even beyond the appearance of shocks. Independently,

Tóth and Valkó [20] obtain the same result for a large class of one-dimensional interacting particle

systems, which is called deposition models in their paper, but only for 0 < α < 1/5. Tóth and

Valkó employ Yau’s relative entropy method [25], thus the result holds only in the smooth regime

of the solutions. Very recently, Jara, Landim and Tsunoda [11] consider equilibrium perturbations in

weakly asymmetric exclusion processes and derive viscous Burgers equation under the diffusive scaling.

Equilibrium perturbations have also been considered for systems with two conservation laws. In [21],

Tóth and Valkó prove for a very rich class of systems that the small perturbations are universally

driven by a two-by-two system. In [22], Valkó shows that small perturbations around a hyperbolic

equilibrium point evolve according to two decoupled Burgers equations. For system with three or more

conservation laws, the problem remains generally open.
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1.1. Nonlinear geometric optics for conservation laws. To illustrate the idea, for n ≥ 1, we

start from an n-system of conservation laws

∂tf(t, v) +
(
m · ∇v

)
J
(
f(t, v)

)
= 0, f(0, ·) = f ini, (1.1)

where v ∈ Rd, f ini ∈ C1(Rd;Rn), m ∈ Rd, J : Rn → Rn is a smooth, nice function and(
m · ∇v

)
J
(
f(v)

)
:=

(
m1

∂

∂v1
+ ...+md

∂

∂vd

)
J
(
f(v)

)
∈ Rn.

To avoid the discussion on boundary terms, we adopt the periodic condition f(t, v + ei) = f(t, v) for

each i = 1, ..., d. It is equivalent to say that the space variable v ∈ Td := (R/Z)d.

The stationary solutions to (1.1) are given by constant functions. We are interested in the behavior

of the solution when the initial condition is slightly perturbed from the stationary. More precisely, fix

a vector w∗ ∈ Rn and consider the perturbed system

∂tf
ε(t, v) +

(
m · ∇v

)
J
(
fε(t, v)

)
= 0, fε(0, ·) = w∗ + εwini,

where ε > 0 and wini ∈ C1(Td;Rn). Suppose that fε decomposes as

fε(t, v) = w∗ + εw(t, v) + wε(t, v), |wε(t, v)| = o(ε).

By expanding J at w∗, we obtain the linearized equation of the first order component:

∂w

∂t
+A

d∑
i=1

mi
∂w

∂vi
= 0, w(0, ·) = wini, (1.2)

where A = DJ(w∗) is the Jacobian matrix. Assume that (1.1) is strictly hyperbolic at w∗: A has n

distinct, non-zero eigenvalues λ1, ..., λn, with the corresponding left (right) eigenvectors denoted by

l1, ..., ln (r1, ..., rn):

l′j(λjId−A) = (λjId−A)rj = 0, l′jrk = 1{j=k}.

From (1.2), (d/dt)l′jw = 0 along each characteristic lines (t, v + λjtm). Hence,

w(t, v) =

n∑
j=1

l′jw
ini
(
φj(t, v)

)
rj , φj := v − λjtm.

To observe non-trivial evolution along these lines, we investigate at longer time ε−1t. Assume that

the solution decomposes further to the second order as

fε(t, x) = w∗ + ε

n∑
j=1

σj(εt, φj)rj + ε2
n∑
j=1

σ̃j(εt,φ)rj + o(ε2),

where φ = (φ1, . . . , φn) ∈ Rd×n, σj = σj(s, u) and σ̃j = σ̃j(s, u1, . . . , un) are C1 functions for j = 1,

..., n. Inserting the expansion into (1.1) and noting that Arj = λjrj , we see that the terms of order ε

cancel autonomously, while the higher order terms read

ε2
n∑
j=1

∂sσj(εt, φj)rj + ε2
∑
j,j′

(
(λj − λj′)m · ∇uj′

)
σ̃j(εt,φ)rj

+ε2
∑
j,j′

σj(εt, φj)
(
m · ∇u

)
σj′(εt, φj′)H(rj , rj′) = o(ε2).
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Since l′krj = 1{k=j}, the above holds true if and only if for each k = 1, ..., n,

∂sσk(s, uk) +

n∑
j=1

(
(λk − λj)m · ∇uj

)
σ̃k(s, u1, . . . , un)

+
∑
j,j′

l′kH(rj , rj′)σj(s, uj)
(
m · ∇u

)
σj′(s, uj′) = 0.

(1.3)

We restrict our discussion to the non-resonant situation, in which the wave of each frequency λk
performs self-consistent time evolution governed by the Burgers equation

∂sσk + l′kH(rk, rk)
(
m · ∇u

)(
2−1σ2

k

)
= 0, ∀ k = 1, . . . , n. (1.4)

Comparing (1.3) and (1.4), σ̃k then has to solve the equation

n∑
j=1

(
(λj − λk)m · ∇uj

)
σ̃k(s, u1, . . . , un)

=
∑

(j,j′) 6=(k,k)

l′kH(rj , rj′)σj(s, uj)
(
m · ∇u

)
σj′(s, uj′).

By superposition, we only need to construct σ̃k as

σ̃k(s, u1, . . . , un) :=
∑
j 6=k

l′kH(rj , rj)σ
2
j (s, uj)

2(λj − λk)
+
∑
j 6=j′

σ̃k,j,j′(s, uj , uj′),

where the functions σ̃k,j,j′ = σ̃k,j,j′(s, u, u
′) satisfies that

n∑
j=1

(
(λj − λk)m · ∇u

)∑
j 6=j′

σ̃k,j,j′(s, uj , uj′)

=
∑
j 6=j′

l′kH(rj , rj′)σj(s, uj)
(
m · ∇u

)
σj′(s, uj′).

(1.5)

Hence, we formally obtain a sufficient condition for the non-resonant case:(
(λj − λk)m · ∇u + (λj′ − λk)m · ∇u′

)
σ̃k,j,j′(s, u, u

′)

= l′kH(rj , rj′)σj(s, u)
(
m · ∇u

)
σj′(s, u

′),
(1.6)

is solvable for all k, j, j′ = 1, ..., n such that j 6= j′. Notice that the formal calculation above

apparently relies on the smoothness of σk, so we need to assume that t < Tshock, where Tshock is the

time when the shock first appears in the entropy solution to (1.4).

Observe that the non-resonant condition holds autonomously if n = 1. If n = 2, d = 1, without loss

of generality we can set m = 1 and solve (1.6) explicitly as

σ̃1,1,2 = c1σ1(s, u)σ2(s, u′), σ̃1,2,1 = c1Σ2(s, u)∂uσ1(s, u′),

σ̃2,1,2 = c2Σ1(s, u)∂uσ2(s, u′), σ̃2,2,1 = c2σ2(s, u)σ1(s, u′),

where c1 = −(λ1 − λ2)−1l′1H(r1, r2), c2 = (λ1 − λ2)−1l′2H(r1, r2) and Σ1, Σ2 are primitives of σ1,

σ2, respectively, i.e., Σ1 =
∫ ·

0
σ1du, Σ2 =

∫ ·
0
σ2du. To make Σj well-defined on T, we shall assume in

addition that
∫
T σj(0, u)du = 0 for both j = 1, 2, or equivalently∫

T
wini(u)du =

∫
T

[
σ1(0, u)r1 + σ2(0, u)r2

]
du = 0. (1.7)

The non-resonant expansion is not in general valid for the system with n ≥ 3. We refer the readers to

[13, 4] for rigorous justification and detailed discussion for the resonant case.
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1.2. Equilibrium perturbation. The goal of the present paper is to derive the non-resonant system

(1.4) of Burgers equations as a decent scaling limit for some stochastic interacting system. Formally

speaking, for a scaling parameter N ∈ N+, we study a particle system ζ(t) = {ζx(t)}, where the

microscopic position x belongs to the periodic lattice TdN := Zd/(NZd). Suppose that the system has

n conserved quantities g = (g1, . . . , gn) such that, under the Euler space-time rescaling (Nt, [Nv])

their empirical densities evolve with the macroscopic conservative system (hydrodynamic limit):

lim
N→∞

1

Nd

∑
x∈TdN

g
(
ζx(Nt)

)
δ x
N

(dv)⇒ f(t, v)dv, N →∞,

where f is the solution to (1.1). To do the perturbation, fix α > 0, w∗ ∈ Rn, wini ∈ C1(Td;Rn) and

start the dynamics from some initial distribution such that

1

Nd

∑
x∈TdN

g
(
ζx(0)

)
δ x
N

(dv)⇒
(
w∗ +N−αwini(v)

)
dv, N →∞.

Let {σk; k = 1, . . . , n} be the smooth solutions to (1.4). In the non-resonant situation, the arguments

in the previous part suggests the formal asymptotic formula

1

Nd

∑
x∈TdN

g
(
ζx(Nt)

)
δ x
N

(dv) ≈

w∗ +N−α
n∑
j=1

σj(N
−αt, v − λjtm)rj

 dv.
Choosing κ ≤ α and using the variables s = N−κt, u = v − λjtm, one obtains that

1

Nd−α

∑
x∈TdN

l′k
[
g
(
ζx(N1+κs)

)
−w∗

]
δ x
N−Nκλksm(du)⇒ σ

(α,κ)
k (s, u)du, (1.8)

as N →∞ for each k = 1, ..., n, where

σ
(α,κ)
k (s, u) =

{
σk(s, u), if κ = α,

σini
k (u) := l′kw

ini(u), if κ < α.

Remark 1.1 (Fluctuation). The convergence in (1.8) is available only if α < d/2. To see that, let us

assume that the equilibrium states of the dynamics are given by the family of canonical Gibbs measures

⊗xνw(dζx), where w is the corresponding equilibrium value of the conserved vector g. Starting the

dynamics from equilibrium initial state with w = w∗. If g possesses finite variance, then the central

limit theorem for i.i.d. random variables yields that for each time s > 0,

1

Nd/2

∑
x∈TdN

l′k
[
g
(
ζ(s)

)
−w∗

]
δ x
N

(du)

converges weakly, as N → ∞, to some Gaussian random field. The macroscopic time evolutions of

these fields are called the equilibrium fluctuations. For the equilibrium fluctuations for the models

studied in this paper, see e.g. [3, 7, 17].

In this paper, we rigorously prove (1.8) for two microscopic models: (i) the generalized exclusion in

any dimension, where the total number of particles is the only conservation law (n = 1) and (ii) the

nonlinear Hamiltonian dynamics in one dimension, disturbed by noises that preserve only the total

momentum and volume stretch (n = 2).

1.2.1. Generalized exclusion process. In Section 2 and 3, we study the d-dimensional generalized ex-

clusion process with at most K > 0 particles per site. By [18, 12], the density of the particles under
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the Euler scaling evolves according to the hyperbolic equation

∂t%+m · ∇J(%) = 0, %(0, ·) = %ini, (1.9)

where J(%) = %(K − %) is the macroscopic flux at density %, and m 6= 0 is the mean of the underlying

transition kernel. Fix %∗ ∈ (0,K). We start the process from a perturbation of the constant profile

%ini
N (u) := %∗ +N−αρini(u), (1.10)

where ρini ∈ C∞(Td). We speed up the process by N1+κ, κ ≤ α, and choose the reference measure

associated to the smooth profile

%∗ +N−αρ(Nκ−αt, u−Nκλtm),

where λ := J ′(%∗) = K − 2%∗ and ρ is the classical solution to the Burgers equation

∂sρ(s, u)−m · ∇
(
ρ2(s, u)

)
= 0, ρ(0, u) = ρini(u), (1.11)

up to the first shock appears. Then, in Theorem 2.1, we show that under some restrictions on κ and

α, the relative entropy is of order o(Nd−2α). In particular, we partially extend the results in [5, 20] to

0 < α < 1/3 if d = 1, and to 0 < α < 1 if d ≥ 2. As a result, in Theorem 2.3, we show the perturbed

quantity evolves according to (1.11).

The proof relies on the refined relative entropy method recently introduced by Jara and Menezes [10,

9], also used in many other contexts, e.g., [6, 8, 11]. Compared to the technique in [20], our proof does

not involve the spectral gap estimate or logarithmic Sobolev inequality for the underlying microscopic

dynamics, which is known as a hard problem for general interacting particle systems.

1.2.2. Anharmonic chain of oscillators. In Section 4 and 5, we study the one-dimensional chain of

(unpinned) anharmonic oscillators with conservative noise. The noise is modeled by Langevin ther-

mostats acting at each position and fixing the temperature to T = β−1. The only two conserved

quantities of the dynamics are the momentum p and the length r, hence it corresponds to the case

n = 2, d = 1. The hydrodynamic equation is given by the following p-system

∂tp = ∂vτ (r), ∂tr = ∂vp, (p, r)(0, ·) = (p, r)ini,

where τ = τβ is the equilibrium tension. It is proved in [2] together with the energy conservation law

in the smooth regime and in [14] after the appearance of shocks.

Define J(p, r) := (−τ (r),−p) and fix (p∗, r∗) ∈ R2 such that τ ′(r) 6= 0. Denote by A = DJ(p∗, r∗)

and note that Aυ− =
√
τ ′(r∗)υ−, Aυ+ = −

√
τ ′(r∗)υ+ for υ± = (±

√
τ ′(r∗), 1)′. Similarly to the

exclusion process, we start the dynamics from a perturbed profile

(p∗, r∗)
′ +N−ασini

− υ− +N−ασini
+ υ+,

where σini
± ∈ C1(T). We also speed up the time to be N1+κt for some κ ≤ α. Choose the reference

measure associated to the slowly varying parameters

(p∗, r∗)
′ +N−α

∑
j=±

σj
(
Nκ−αt, v + jNκ

√
τ ′(r∗)t

)
υj ,

where (σ−, σ+) is the smooth solution to

∂sσ−(s, u) +
τ ′′(r∗)

4
√
τ ′(r∗)

∂u
(
σ2
−(s, u)

)
= 0, σ−(0, u) = σini

− (u),

∂sσ+(s, u)− τ ′′(r∗)

4
√
τ ′(r∗)

∂u
(
σ2

+(s, u)
)

= 0, σ+(0, u) = σini
+ (u).

(1.12)
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We prove in Theorem 4.1 that in the smooth regime, the relative entropy grows with the order

o(N1−2α). As a consequence, we prove in Theorem 4.2 that the macroscopic perturbation is gov-

erned by the decoupled system (1.12).

The proof of the relative entropy estimate is based on the equivalence of ensembles for inhomo-

geneous Gibbs states and the uniform gradient estimate for the Poisson equation associated to the

generator of the stochastic dynamics, cf. [24, Section 8 & 9]. It is worth pointing out that, unlike the

exclusion, the equilibrium perturbation for Hamiltonian dynamics has not been investigated before,

mainly due to the technical difficulties in obtaining fine estimate for the relative entropy.

2. Asymmetric generalized exclusion process

In this and the next sections, we consider the asymmetric generalized exclusion process. Fix a

positive integer K > 0, which denotes the maximum number of particles at each site. The state

space of the generalized exclusion process is ΩdN := {0, 1, . . . ,K}TdN . For a configuration η ∈ ΩdN , ηx
denotes the number of particles at site x ∈ TdN . Denote by {ei}1≤i≤d the canonical basis of TdN and

let ei = −ei−d for i = d+ 1, ..., 2d. Given the jump rates {pi ≥ 0; 1 ≤ i ≤ 2d}, consider the generator

LN which is given for any function f : ΩdN → R by

LNf(η) =

2d∑
i=1

∑
x∈TdN

cx,i(η)
[
f(ηx,x+ei)− f(η)

]
,

where the jump rate is given by cx,i(η) := piηx(K− ηx+ei) and ηx,y is the configuration obtained from

η after a particle jumps from x to y,

(ηx,y)z =


ηx − 1, z = x,

ηy + 1, z = y,

ηz, otherwise.

Assume that pi + pi+d > 0 for each 1 ≤ i ≤ d. Denote m = (mi)1≤i≤d ∈ Rd where mi = pi − pi+d.
Also assume that m is a nonzero vector, hence LN is asymmetric.

The generator LN has a family of product invariant measures indexed by the particle density. For

% ∈ [0,K], let ν1
% be the binomial measure B(K, %K−1):

ν1
%(k) :=

(
K

k

)( %
K

)k (
1− %

K

)K−k
, ∀ k = 0, . . . ,K.

Denote by νN% the product measure on ΩdN such that νN% (ηx) = ν1
%(ηx) for each x ∈ TdN . It is not hard

to check that the family {νN% ; 0 ≤ % ≤ K} is invariant under LN . Observe that the average number of

particles per site under νN% is % = Eν1
%
[ηx].

Let µN,0 be associated to the profile %ini
N in (1.10) with some α > 0. For 0 < κ ≤ α, denote by

{η = η(t); t ≥ 0} the Markov process generated by N1+κLN starting from µN,0. Define

%N (t, u) := %∗ +N−αρ(Nκ−αt, u−Nκλtm), (2.1)

where ρ(t, u) is the smooth solution to (1.11). Note that for N sufficiently large, %N ∈ (0,K). Denote

by µN,t the distribution of η(t) and by νN,t the slowly varying product measure

νN,t(dη) =
⊗
x∈TdN

ν1
%N,x(dηx), %N,x := %N

(
t,
x

N

)
. (2.2)
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Let fN,t(η) := νN,t(η)−1µN,t(η) be the Radon–Nikodym derivative. For a probability measure µ on

ΩdN and some µ–density f , i.e. f ≥ 0 and
∫

ΩdN
fdµ = 1, define the relative entropy as

H(f ;µ) :=

∫
ΩdN

f log fdµ =
∑
η∈ΩdN

f(η) log f(η)µ(η).

To shorten the notations, denote

HN (t) := H(fN,t; νN,t), ∀ t ∈ [0, T ].

It is well known that the the entropy solution to the Burgers equation (1.11) may develop shocks in

a finite time interval even if the initial density is smooth, cf. [15] for example. Since our proof depends

on the relative entropy method, which requires the reference density profile to be smooth, throughout

the article, we assume the initial density profile ρini is smooth, and when κ = α, fix a time horizon

T > 0 such that the solution to the Burgers equation (1.11) is smooth during the time interval [0, T ].

The followings are the main results of this part.

Theorem 2.1. Suppose that HN (0) = o(Nd−2α).

(i) If d = 1, α ∈ (0, 1/2), then for any t ∈ [0, T ], HN (t) = o(N1−2α) for κ ∈ (0, α] ∩ (0, 1− 2α);

ii) If d ≥ 2, α > 0, then for any t ∈ [0, T ], HN (t) = o(Nd−2α) for κ ∈ (0, α] ∩ (0, 1).

Remark 2.2. It is believed that in dimension d = 1, the above result extends to κ ∈ (0, α] even beyond

the appearance of shocks, cf. [20].

As a direct consequence of the above theorem, we have the following law of large numbers for the

perturbed quantities.

Theorem 2.3. Suppose the assumptions in Theorem 2.1 hold and further that α < d/2. Then, for

any ϕ ∈ C(Td) and any ε > 0,

lim
N→∞

µN,t

{∣∣∣∣ 1

Nd−α

∑
x∈TdN

(
ηx − %∗

)
ϕ
( x
N
−Nκλtm

)
−
∫
Td
ρ(α,κ)(t, u)ϕ(u)du

∣∣∣∣ > ε

}
= 0,

with the function ρ(α,κ) defined as

ρ(α,κ)(t, u) =

{
ρini(u), κ < α,

ρ(t, u), κ = α,

where ρ(t, u) is the entropy solution to (1.11).

Remark 2.4. If K = 1, the above results could be interpreted in terms of second class particles. The

dynamic is defined as follows: there are two kinds of particles, called first and second class particles,

in the system. On top of the exclusion rule, the first class particles have priorities to jump over the

second class ones. Precisely speaking, if a first class particle jumps to a site occupied by a second

class one, then the jump is performed and the two particles exchange their positions; while if a second

class particle jumps to a site occupied by a first class one, then the jump is suppressed. At the initial

time, independently at each site x, put one first class particle with probability %∗, and one second class

particle with probability N−αρini(x/N). Then, at the macroscopic time t, the density profile of the

second class particles, along the characteristic line of the PDE (1.9), is described by the function ρα,κ.

Indeed, denote by η1
x(t) (resp. η2

x(t)) the number of the first (resp. the second) class particles at site

x at time t, then ηx(t) = η1
x(t) + η2

x(t). Since the process of the first class particle is in equilibrium,
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the distribution of η1(t) is given by νN%∗ for any time t ≥ 0. Therefore, for any ϕ ∈ C(Td),

Var
( 1

Nd−α

∑
x∈TdN

(η1
x(t)− %∗)ϕ

(
x−λtN1+κm

N

))
= O

(
N2α−d),

which converges to zero as N →∞ since α < d/2. As a result, for any ε > 0,

lim
N→∞

µN,t

{∣∣∣∣ 1

Nd−α

∑
x∈TdN

(η1
x − %∗)ϕ

(
x−λtN1+κm

N

)∣∣∣∣ > ε

}
= 0.

Together with Corollary 2.3, we have

lim
N→∞

µN,t

{∣∣∣∣ 1

Nd−α

∑
x∈TdN

η2
xϕ
(
x−λtN1+κm

N

)
−
∫
Td
ρα,κ(t, u)ϕ(u) du

∣∣∣∣ > ε

}
= 0.

3. Relative entropy for the generalized exclusion

In this section, we prove Theorems 2.1 and 2.3. Recall the profile %N defined in (2.1). To make

notations simple, in the following calculations, we denote

%x = %N,x(t) := %N

(
t,
x

N

)
, ∀x ∈ TdN .

For a probability measure µ on ΩdN and a µ–density f , define the Dirichlet form

DN (f ;µ) :=

2d∑
i=1

∑
x∈TdN

∑
η∈ΩdN

cx,i(η)
(√

f(ηx,x+ei)−
√
f(η)

)2

µ(η). (3.1)

We claim that for any νN,t–density f , there exists δ0 = δ0(%∗) such that

DN (f ; νN,t) ≥ δ0
2d∑
i=1

∑
x∈TdN

∑
η∈ΩdN

ηx(K − ηx+ei)
(√

f(ηx,x+ei)−
√
f(η)

)2

νN,t(η). (3.2)

Indeed, the claim holds obviously if pi > 0 for all 1 ≤ i ≤ 2d. Suppose that pi = 0 for some 1 ≤ i ≤ d,

then pi+d 6= 0 due to our assumption. Recalling that ei+d = −ei,∑
η

ηx(K − ηx−ei)
(√

f(ηx,x−ei)−
√
f(η)

)2

νN,t(η)

=
∑
η

(ηx + 1)(K − ηx−ei + 1)
(√

f(η)−
√
f(ηx−ei,x)

)2

νN,t(η
x−ei,x),

for each x ∈ TdN . Observe from the definition of νN,t in (2.2) that

νN,t(η
x−ei,x)

νN,t(η)
=

θx
θx−ei

ηx−ei(K − ηx)

(K − ηx−ei + 1)(ηx + 1)
,

where

θx :=
%x

K − %x
.

Since |%x − %∗| ≤ N−α||ρ||∞ and %∗ ∈ (0,K), hence there exists some C = C(%∗) > 0, such that

C−1 < θx < C for all x and sufficiently large N . Therefore,∑
η

ηx(K − ηx−ei)
(√

f(ηx,x−ei)−
√
f(η)

)2

νN,t(η)
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≥ C ′
∑
η

ηx−ei(K − ηx)
(√

f(η)−
√
f(ηx−ei,x)

)2

νN,t(η),

which is enough to conclude the claim.

Recall that fN,t = µN,t/νN,t and let ψN,t := (νN%∗)
−1νN,t be the derivative of νN,t with respect to

the stationary measure νN%∗ . By Yau’s relative entropy inequality (see Lemma A.1),

d

dt
HN (t) ≤−N1+κDN (fN,t; νN,t)

+
∑
η∈ΩdN

[
N1+κL∗N,t1(η)− d

dt
logψN,t(η)

]
µN,t(η),

where L∗N,t is the adjoint of LN with respect to νN,t. The main idea is to write the right-hand side

of the above inequality as CHN (t) + o(Nd−2α) for some finite constant C independent of N , and the

result then follows from Grönwall’s inequality.

Since cx,i(η) is the jump rate from η ∈ ΩdN to ηx,x+ei , Lemma A.1 yields that

L∗N,t1(η) =

2d∑
i=1

∑
x∈TdN

{
νN,t(η

x+ei,x)

νN,t(η)
cx,i(η

x+ei,x)− cx,i(η)

}

=

2d∑
i=1

∑
x∈TdN

pi

{
%x(K − %x+ei)

%x+ei(K − %x)
ηx+ei(K − ηx)− ηx(K − ηx+ei)

}

=

2d∑
i=1

∑
x∈TdN

pi%x(K − %x+ei)

{
ηx+ei(K − ηx)

%x+ei(K − %x)
− ηx(K − ηx+ei)

%x(K − %x+ei)

}
.

For any configuration η ∈ ΩdN and any site x ∈ TdN , denote

ωx = ωx(η) :=
ηx − %x

%x(K − %x)
. (3.3)

It could be checked directly that for x 6= y,

ηx(K − ηy)

%x(K − %y)
− ηy(K − ηx)

%y(K − %x)
= K

[
ωx − ωy + (%x − %y)ωxωy

]
. (3.4)

Recall that ei+d = −ei for 1 ≤ i ≤ d, and (3.4) permits us to write L∗N,t1(η) as

L∗N,t1(η) =

d∑
i=1

∑
x∈TdN

bN (x, x+ ei)
{(
ωx+ei − ωx

)
+ (%x+ei − %x)ωxωx+ei

}
,

where for 1 ≤ i ≤ d,

bN (x, x+ ei) := K
[
pi%x(K − %x+ei)− pi+d%x+ei(K − %x)

]
.

Now we calculate d
dt logψN,t(η). Since νN,t and νN%∗ are both product measures,

logψN,t(η) =
∑
x∈TdN

[
ηx log

(
θx
%∗

)
−K log

(
1 + θx
1 + %∗

)]
.

The time derivative then reads

d

dt
logψN,t(η) =

∑
x∈TdN

{
ηx
∂tθx
θx
−K ∂tθx

1 + θx

}
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=
∑
x∈TdN

K
{
ηx

∂t%x
%x(K − %x)

− ∂t%x
K − %x

}
=
∑
x∈TdN

Kωx∂t%x.

To sum up, we have shown that

d

dt
HN (t) ≤ −N1+κDN (fN,t; νN,t) +RN,t + EN,t, (3.5)

where

RN,t =
∑
η∈ΩdN

d∑
i=1

∑
x∈TdN

aNi,xωxωx+eiµN,t(η), (3.6)

aNi,x = N1+κbN (x, x+ ei)(%x+ei − %x), (3.7)

and

EN,t =
∑
η∈ΩdN

{ d∑
i=1

∑
x∈TdN

N1+κbN (x, x+ ei)(ωx+ei − ωx)−
∑
x∈TdN

Kωx∂t%x

}
µN,t(η).

3.1. Proofs of Theorems 2.1 and Corollary 2.3. In this subsection, we prove Theorems 2.1 and

2.3. We first deal with the error term EN,t.

Lemma 3.1. There exists a constant C independent of N such that

EN,t ≤ HN (t) + CNd+2κ−2α−2.

Proof. For a sequence {ax;x ∈ TdN} and 1 ≤ i ≤ d, let ∇iax := ax+ei − ax and ∇∗i ax := ax−ei − ax.

Using the summation by parts formula,

EN,t =
∑
η∈ΩdN

µN,t(η)
∑
x∈TdN

ωx

[
N1+κ

d∑
i=1

∇∗i
(
bN (x, x+ ei)

)
−K∂t%x

]
.

By the definition of bN and Taylor’s expansion,

∇∗i
(
bN (x, x+ ei)

)
= N−1−2αKmi∂uiρ

2
(
Nκ−αt,

x

N
−Nκλtm

)
−N−1−αKλmi∂uiρ

(
Nκ−αt,

x

N
−Nκλtm

)
+ εN,i(x),

where εN,i(x) = O(N−2−α). Meanwhile, by the definition of %N in (2.1),

∂t%x =
[
Nκ−2α∂s −Nκ−αλ(m · ∇u)

]
ρ
(
Nκ−αt,

x

N
−Nκλtm

)
.

Since ρ solves the Burgers equation (1.11), we can rewrite the EN,t as

EN,t = N1+κ
∑
η∈ΩdN

d∑
i=1

∑
x∈TdN

ωxεN,i(x)µN,t(η).

It is easy to see |EN,t| ≤ CNd−1+κ−α. To get a better bound, by entropy inequality,

EN,t ≤ HN (t) + log

[ ∑
η∈ΩdN

exp
{
N1+κ

d∑
i=1

∑
x∈TdN

ωxεN,i(x)
}
νN,t(η)

]

= HN (t) +
∑
x∈TdN

log

[ ∑
η∈ΩdN

exp
{
N1+κωx

d∑
i=1

εN,i(x)
}
νN,t(η)

]
. (3.8)
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Note that ωx is bounded and has zero mean with respect to the measure νN,t. Using the basic inequality

ea ≤ 1 + a+ (1/2)a2e|a|, log(1 + a) ≤ a,

we have

EN,t ≤ HN (t) +O(Nd−2+2κ−2α). (3.9)

This concludes the proof of the lemma. �

The following result bounds the term RN,t, whose proof is postponed to Subsection 3.2.

Proposition 3.2. For ` ≥ 1, let

gd(`) =


`, d = 1,

log `, d = 2,

1, d ≥ 3.

(3.10)

Then, there exists a constant C independent of N such that

RN,t ≤ N1+κDN (fN,t; νN,t) + C
[
Nκ−α +Nκ−2α−1`dgd(`)

] [
HN (t) +

Nd

`d

]
+ C

[
HN (t) +Nd+2κ−4α−2`dgd(`)

]
.

Now, we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. In Proposition 3.2, take

` = `(N) =


N (1+2α−κ)/2, d = 1,

N (1+2α−κ)/2/
√

logN, d = 2,

N (1+2α−κ)/d, d ≥ 3.

Therefore, in dimension d = 1, if κ < 1− 2α and κ ≤ α, then

d

dt
HN (t) ≤ C(1 +Nκ−α)HN (t) + C

(
N (1−2α+κ)/2 +Nκ−2α +N2κ−2α−1

)
≤ CHN (t) + o(N1−2α).

In dimension d = 2, if κ < 1 and κ ≤ α, then

d

dt
HN (t) ≤ C(1 +Nκ−α)HN (t) + C

(
N1−2α+κ logN +N2κ−2α

)
≤ CHN (t) + o(N2−2α).

In dimensions d ≥ 3, if κ < 1 and κ ≤ α, then

d

dt
HN (t) ≤ C(1 +Nκ−α)HN (t) + C

(
Nd−2α+κ−1 +Nd+2κ−2α−2

)
≤ CHN (t) + o(Nd−2α).

We conclude the proof by using Grönwall’s inequality. �

The proof of Theorem 2.3 is a direct application of the entropy inequality, cf. [12, Corollary 6.1.3]

for example. We sketch it below for completeness.

Proof of Theorem 2.3. It suffices to prove

lim
N→∞

∑
η∈ΩdN

∣∣∣ 1

Nd−α

∑
x∈TdN

(ηx − EνN,t [ηx])ϕ
(
x−λtN1+κm

N

)∣∣∣µN,t(η) = 0.

By the entropy inequality, for any γ > 0, the integral above is bounded by

HN (t)

γNd−2α
+

1

γNd−2α
log

[ ∑
η∈ΩdN

exp
{∣∣∣γN−α ∑

x∈TdN

(ηx − EνN,t [ηx])ϕ
(
x−λtN1+κm

N

)∣∣∣}νN,t(η)

]
.
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By Theorem 2.1, the first term above converges to zero as N →∞. Since

e|c| ≤ ec + e−c, log(a+ b) ≤ log 2 + max{log a, log b}

for any c and any positive reals a, b, and since α < d/2, we could remove the absolute value inside the

exponential in the second term above, and rewrite it as

1

γNd−2α

∑
x∈TdN

log

[ ∑
η∈ΩdN

exp
{
γN−α(ηx − EνN,t [ηx])ϕ

(
x−λtN1+κm

N

)}
νN,t(η)

]
.

Using the basic inequality ea ≤ 1 + a+ (1/2)a2e|a| and log(1 + a) ≤ a, there exists a finite constant C

independent of N such that the above formula is bounded by

C

γNd−2α
×Nd × (γN−α)2 = Cγ.

Since γ could be taken arbitrarily small, the proof is completed. �

3.2. Proof of Proposition 3.2. It remains to prove Proposition 3.2. The first step is to properly

decompose the term RN,t defined in Eq. (3.6). For ` ≥ 1, let p`(·) be the uniform measure on Λd` =

{0, 1, . . . , `− 1}d, i.e. p`(x) = `−d if x ∈ Λd` and = 0 otherwise. Let q` = p` ∗ p` be the convolution of

p` with itself,

q`(z) =
∑
y∈TdN

p`(y)p`(z − y), z ∈ TdN .

For x ∈ TdN and ` ≥ 1, the spatial average of ωx in the box Λd2`−1 is defined as

ω`x =
∑
z∈TdN

ωx+zq`(z).

Define

R`N,t =
∑
η∈ΩdN

d∑
i=1

∑
x∈TdN

aNi,xωxω
`
x+eiµN,t(η). (3.11)

Using the definition of flows introduced in Subsection A.2 and summation by parts formula,

RN,t −R`N,t =
∑
η∈ΩdN

d∑
i=1

∑
x,z∈TdN

aNi,xωxωx+ei+z(δ0(z)− q`(z))µN,t(η)

=
∑
η∈ΩdN

d∑
i,j=1

∑
x,z∈TdN

aNi,xωxωx+ei+z(φ`(z, ej)− φ`(z − ej , ej))µN,t(η)

=
∑
η∈ΩdN

d∑
i,j=1

∑
x,z∈TdN

aNi,xωx(ωx+ei+z − ωx+ei+ej+z)φ`(z, ej)µN,t(η).

Make the change of variables x 7→ x− z − ei, and put

h`j,x =

d∑
i=1

∑
z∈TdN

aNi,x−z−eiωx−z−eiφ`(z, ej), (3.12)

then we have

RN,t −R`N,t =
∑
η∈ΩdN

d∑
j=1

∑
x∈TdN

h`j,x(ωx − ωx+ej )µN,t(η).
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To further decompose the term on the right-hand side of the last line, we introduce the following

integration by parts formula.

Lemma 3.3 (Integration by parts formula). Let h : ΩdN → R be such that h does not depend on the

values of ηx or ηz for some x, z ∈ TdN . Then, for any νN,t–density f ,∑
η∈ΩdN

h(η)
[
ωz − ωx

]
f(η)νN,t(η) =

1

K

∑
η∈ΩdN

h(η)sNx,z(η)
(
f(ηx,z)− f(η)

)
νN,t(η)

− (%z − %x)
∑
η∈ΩdN

h(η)f(η)ωzωxνN,t(η),

where

sNx,z(η) =
ηx(K − ηz)
%x(K − %z)

.

Proof. For K = 1, the result is proved in [10, Lemma E.1], and we extend it to general K. Since h

does not depend on the values of ηx and ηz, using the change of variables η 7→ ηz,x, we may rewrite

the second term on the right-hand side of the above equation as

1

K

∑
η∈ΩdN

h(η)
(sNx,z(ηz,x)νN,t(η

z,x)

νN,t(η)
− sNx,z(η)

)
f(η)νN,t(η).

Direct calculations show that

sNx,z(η
z,x)νN,t(η

z,x)

νN,t(η)
=
ηz(K − ηx)

%z(K − %x)
= sNz,x(η).

We conclude the proof by Eq. (3.4). �

Since φ` is supported in Λd2`−1, the value of h`j,x does not depend on those of ηx and ηx+ej for

1 ≤ j ≤ d. Recall µN,t(η) = fN,t(η)νN,t(η). By Lemma 3.3, we have

RN,t −R`N,t =
1

K

d∑
j=1

∑
x∈TdN

∑
η∈ΩdN

h`j,xs
N
x+ej ,x

(
fN,t(η

x+ej ,x)− fN,t(η)
)
νN,t(η)

−
d∑
j=1

∑
x∈TdN

(%x − %x+ej )
∑
η∈ΩdN

h`j,xωxωx+ejfN,tνN,t(η). (3.13)

By Cauchy-Schwarz inequality, for any γ > 0, the first term on the right hand side of the last equation

is bounded by

γ

2

d∑
j=1

∑
x∈TdN

∑
η∈ΩdN

sNx+ej ,x

[√
fN,t(ηx+ej ,x)−

√
fN,t(η)

]2
νN,t(η)

+
1

2K2γ

d∑
j=1

∑
x∈TdN

∑
η∈ΩdN

(h`j,x)2sNx+ej ,x

[√
fN,t(ηx+ej ,x) +

√
fN,t(η)

]2
νN,t(η). (3.14)

Since %∗ ∈ (0,K), for N large enough, there exists a constant C = C(%∗,K) > 0 such that SNx,z ≤ C

for any x, z ∈ TdN . Then, by (3.2), the first term in (3.14) is bounded by C1γDN (fN,t; νN,t) for some

C1 = C1(%∗,K, δ0). Since for any η ∈ ΩdN and any x, z ∈ TdN ,

νN,t(η
x,z)

νN,t(η)
=

ηx(K − ηz)
(K + 1− ηz)(ηz + 1))

%z(K − %x)

%x(K − %z)
≤ C := C(%∗,K),
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by Cauchy-Schwarz inequality and exchange of variables η 7→ ηx,x+ej , the second term in (3.14) is

bounded from above by

C

γ

d∑
j=1

∑
x∈TdN

∑
η∈ΩdN

(h`j,x)2fN,t(η)νN,t(η).

Take γ = N1+κ/C1, together with (3.13), then we have shown that

RN,t ≤ N1+κDN (fN,t; νN,t) +R`N,t +
C

N1+κ

d∑
j=1

∑
x∈TdN

∑
η∈ΩdN

(h`j,x)2fN,t(η) νN,t(η)

+

d∑
j=1

∑
x∈TdN

(%x+ej − %x)
∑
η∈ΩdN

h`j,xωxωx+ejfN,t(η)νN,t(η) (3.15)

for some C = C(%∗,K, δ0).

Next, we shall deal with the last three terms on the right-hand side of the above decomposition

(3.15) respectively. We first deal with the term R`N,t defined in (3.11). Observe that

d∑
i=1

∑
x∈TdN

aNi,xωxω
`
x+ei =

d∑
i=1

∑
x,y,z∈TdN

aNi,xωxωx+ei+zp`(y)p`(z − y)

=

d∑
i=1

∑
x∈TdN

( ∑
y∈TdN

aNi,x−yωx−yp`(y)
)( ∑

z∈TdN

ωx+ei+zp`(z)
)
.

In the last identity, we reindex x by x− y and z by z + y. By entropy inequality, for any γ > 0,

R`N,t ≤
1

γ

(
HN (t)

+ log
[ ∑
η∈ΩdN

exp
{
γ

d∑
i=1

∑
x∈TdN

( ∑
y∈TdN

aNi,x−yωx−yp`(y)
)( ∑

z∈TdN

ωx+ei+zp`(z)
)}
νN,t(η)

])
. (3.16)

Note that for ` large enough, the two random variables( ∑
y∈TdN

aNi,x′−yωx′−yp`(y)
)( ∑

z∈TdN

ωx′+ei+zp`(z)
)
,

( ∑
y∈TdN

aNi,x′′−yωx′′−yp`(y)
)( ∑

z∈TdN

ωx′′+ei+zp`(z)
)

are independent with respect to νN,t if ||x′ − x′′||∞ > 3`. Denote

x = z (mod `)

if xi = zi + `ki for some ki ∈ Z and for all 1 ≤ i ≤ d. Note that for any x ∈ TdN , there exists a

point z ∈ Λd3`−1 such that x = z (mod 3`), and for fixed z, if x′, x′′ = z (mod 3`) and x′ 6= x′′, then

||x′ − x′′||∞ ≥ 3`. By Hölder’s inequality and independence, the second term in (3.16) is bounded by

1

d(3`)d

d∑
i=1

∑
z∈Λd3`−1
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log
[ ∑
η∈ΩdN

exp
{
γd(3`)d

∑
x:x=z (mod 3`)

( ∑
y∈TdN

aNi,x−yωx−yp`(y)
)( ∑

z∈TdN

ωx+ei+zp`(z)
)}
νN,t(η)

]

≤ 1

d(3`)d

d∑
i=1

∑
x∈TdN

log
[ ∑
η∈ΩdN

exp
{
γd(3`)d

( ∑
y∈TdN

aNi,x−yωx−yp`(y)
)( ∑

z∈TdN

ωx+ei+zp`(z)
)}

νN,t(η)
]
. (3.17)

We claim that the for each x ∈ TdN , the random variable∑
y∈TdN

aNi,x−yωx−yp`(y)

is sub-Gaussian of order C2N
2κ−2α`−d with respect to the measure νN,t for some constant C2 =

C2(%∗,K, ∂uiρ). Indeed, first note that by the definition of aNi,x in (3.7), there exists a constant

C = C(%∗,K) such that

|aNi,x| ≤ C||∂uiρ||∞Nκ−α.

Since ωx ≤ C(%∗,K) for N large enough, and has mean zero with respect to νN,t, by Lemma A.5, the

random variable aNi,xωx is sub-Gaussian of order CN2κ−2α for some constant C = C(%∗,K, ∂uiρ) with

respect to νN,t. Therefore, for any θ ∈ R,

log
[ ∑
η∈ΩdN

exp
{
θ
∑
y∈TdN

aNi,x−yωx−yp`(y)
}
νN,t(η)

]
=
∑
y∈TdN

log
[ ∑
η∈ΩdN

exp
{
θaNi,x−yωx−yp`(y)

}
νN,t(η)

]
≤ 1

2
θ2
∑
y∈TdN

C2N2κ−2αp`(y)2 =
C2

2
θ2N2κ−2α`−d.

Similarly, one could prove that
∑
z∈TdN

ωx+ei+zp`(z) is sub-Gaussian of order C2`
−d. By Corollary

A.4, taking γ = (4C2d3d)−1Nα−κ, we bound the term in (3.17) by Nd log 3/(3`)d. Therefore, there

exists a constant C independent of N such that

R`N,t ≤
C

Nα−κ

(
HN (t) +

Nd

`d

)
. (3.18)

The third term in (3.15) is treated in the same way as above. Using Lemma A.2, there exists a

constant C = C(ρ∗,K) such that the random variable h`j,x defined in (3.12) is sub-Gaussian of order

CN2κ−2α
∑
z∈TdN

φ`(z, ej)
2 ≤ C3N

2κ−2αgd(`)

with respect to the measure νN,t for some constant C3 = C3(%∗,K,C0). Also note that the two

random variables h`j,x′ and h`j,x′′ are independent under the measure νN,t if ||x′ − x′′||∞ > 3`. By

entropy inequality and Hölder’s inequality, for any γ > 0,

1

N1+κ

∑
η∈ΩdN

d∑
j=1

∑
x∈TdN

(h`j,x)2fN,t(η) νN,t(η)
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≤ 1

γN1+κ

(
HN (t) + log

[ ∑
η∈ΩdN

exp
{
γ

d∑
j=1

∑
x∈TdN

(h`j,x)2
}
νN,t(η)

])

≤ 1

γN1+κ

(
HN (t) +

1

d(3`)d

d∑
j=1

∑
x∈TdN

log
[ ∑
η∈ΩdN

exp
{
γd(3`)d(h`j,x)2

}
νN,t(η)

])
. (3.19)

Take γ =
[
4C3d3dN2κ−2α`dgd(`)

]−1
, then by Lemma A.3, there exists a finite constant C independent

of N such that the third term in (3.15) is bounded by

C`dgd(`)

N1+2α−κ

(
HN (t) +

Nd

`d

)
. (3.20)

Now we deal with the last term in (3.15). First note that

|%x+ej − %x| ≤ N−1−α||∂ujρ||∞.

By entropy inequality and Hölder’s inequality, for any γ > 0, we may bound the last term in (3.15) by

1

γN1+α

(
HN (t) + log

[ ∑
η∈ΩdN

exp
{
γ

d∑
j=1

∑
x∈TdN

N1+α(%x+ej − %x)h`j,xωxωx+ej

}
νN,t(η)

])

≤ 1

γN1+α

(
HN (t)

+
1

d(3`)d

d∑
j=1

∑
x∈TdN

log
[ ∑
η∈ΩdN

exp
{
γd(3`)dN1+α(%x+ej − %x)h`j,xωxωx+ej

}
νN,t(η)

])
. (3.21)

Since |ωxωx+ej | ≤ C := C(%∗,K), and we have already shown that h`j,x is sub-Gaussian of order

C3N
2κ−2αgd(`), then, for any θ ∈ R,

log
[ ∑
η∈ΩdN

exp{θh`k,xωxωx+ej}νN,t(η)
]
≤ log

[ ∑
η∈ΩdN

exp{C|θh`k,x|}νN,t(η)
]

≤ log
[ ∑
η∈ΩdN

(
exp{Cθh`j,x}+ exp{−Cθh`j,x}

)
νN,t(η)

]
≤ log 2 + Cθ2N2κ−2αgd(`) (3.22)

for some constant C = C(%∗,K,C3). Therefore, there exists some constant C independent of N , such

that the term on the right hand side of (3.21) is bounded by

C

γN1+α

[
HN (t) +

Nd

`d
× `2dgd(`)γ2N2κ−2α +

Nd

`d

]
.

Take γ = N−1−α, then the last line is bounded by

C
(
HN (t) + `dgd(`)N

d+2κ−4α−2 +
Nd

`d

)
. (3.23)

We conclude the proof of Proposition 3.2 by using (3.15), (3.18), (3.20) and (3.23).

4. 1-d chain of anharmonic oscillators

In this and the next sections, we consider a chain of N coupled oscillators in one-dimensional lattice

space. All particles have identical mass 1. The momentum and position of the particle x = 1, ..., N

are denoted by px ∈ R and qx ∈ R, respectively. The interaction between two particles x − 1 and x
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is determined by an anharmonic spring with the potential energy V (qx − qx−1), where V is some nice

function. The total energy is given by the Hamiltonian

HN (η) :=
∑
x∈TN

p2
x

2
+ V (qx − qx−1), ∀ η ∈ ΩN .

The corresponding Hamiltonian dynamics then reads

ṗx = −∂qxHN , q̇x = ∂pxHN , ∀x ∈ TN .

Assume that V ∈ C2(R;R) and some constant c > 0, such that

c−1 ≤ V ′′(r) ≤ c, ∀ r ∈ R.

Define rx := qx − qx−1 to be the inter-particle distance and require the periodic boundary condition:

(pN+1, rN+1) = (p1, r1). The configuration space is then ΩN = (R2)TN , with its elements denoted by

η = {ηx = (px, rx);x ∈ TN}.
Observe that the total momentum, the total volume and the Hamiltonian are conserved. Under a

generic assumption of local equilibrium, Euler equations can be formally obtained as the evolution of

these quantities. However, to prove it for the purely deterministic system turns out to be a difficult

task. Proper stochastic noise helps us solve this problem. Suppose that at each bond (x, x + 1), the

deterministic system is contact with a thermal bath at fixed temperature. More precisely, fix some

inverse temperature β > 0 and define

Yx :=
∂

∂rx+1
− ∂

∂rx
, Y∗x = β

(
V ′(rx+1)− V ′(rx)

)
− Yx.

For some deterministic parameter γN > 0 that regulates the strength of the heat bath, consider the

operator LN given by

LN := AN + γNSN , SN := −1

2

∑
x∈TN

Y∗xYx, (4.1)

where AN is the Liouville operator given by

AN :=
∑
x∈TN

(px − px−1)
∂

∂rx
+
(
V ′(rx+1)− V ′(rx)

) ∂

∂px
.

The Markov process generated by LN is equivalently expressed by the following system of stochastic

differential equations: for each x ∈ TN ,
dpx(t) =

(
V ′(rx+1)− V ′(rx)

)
dt,

drx(t) = (px+1 − px)dt+
βγN

2

(
V ′(rx+1) + V ′(rx−1)− 2V ′(rx)

)
dt

+
√
γN
(
dBx−1

t − dBxt
)
,

where {Bx· ;x ≥ 1} is an infinite system of independent, standard Brownian motions. Notice that the

total momentum
∑
x px and the total length

∑
x rx are the only conserved quantities of the microscopic

dynamics. The conservation law of energy is no longer preserved by SN .

4.1. Stationary states. The stationary states of LN are given by the family of canonical Gibbs

measures indexed by the global momentum p̄ ∈ R and tension τ ∈ R:

νNp̄,τ (dp dr) =
⊗
x∈TN

√
β

2π
exp

{
−β(px − p̄)2

2

}
dpx ⊗ πτ (drx),



18 LU XU AND LINJIE ZHAO

where the probability measure πτ is defined as

πτ (dr) :=
1

Z(τ)
e−β(V (r)−τr)dr, Z(τ) :=

∫
R
e−β(V (r)−τr)dr.

Observe that the dependence on β is omitted, since it is fixed hereafter. It is easy to see that AN ,

SN are respectively anti-symmetric and symmetric with respect to the Gibbs states. Moreover, for all

smooth functions f , g on ΩN ,∫
ΩN

f
(
SNg

)
dνNp̄,τ = −1

2

∫
ΩN

∑
x∈TN

(
Yxf

)(
Yxg

)
dνNp̄,τ .

Define the Gibbs potential G = G(τ) for τ ∈ R and the free energy F = F (r) for r ∈ R by the

following Legendre transform

G(τ) :=
1

β
logZ(τ), F (r) := sup

τ∈R

{
τr −G(τ)

}
.

The average length r̄ = r̄(τ) and equilibrium tension τ = τ (r) are then given by the convex conjugate

variables

r̄(τ) := Eπτ [r] = G′(τ), τ (r) := F ′(r).

4.2. Equilibrium perturbation. As illustrated in Section 1, we fix (p∗, r∗) ∈ R2 and consider the

distribution µN,0 associated to the profile (pini
N , r

ini
N ) given by(

pini
N

rini
N

)
:=

(
p∗
r∗

)
+N−α

∑
j=±

σini
j υj , υ± :=

(
±
√

τ ′(r∗)

1

)
,

where α > 0 and σini
± ∈ C∞(T). In addition, we require that (cf. (1.7))∫

T
σ−(u)du =

∫
T
σ+(u)du = 0.

For 0 < κ ≤ α, denote by {η(t); t ≥ 0} the Markov process generated by N1+κLN and the initial

distribution µN,0. As usual, we use the notation µN,t for the distribution of η(t) on ΩN .

For (t, u) ∈ [0, T ]× T, define (p, r) = (p, r)(t, u) by(
pN
rN

)
:=

(
p∗
r∗

)
+N−α

∑
j=±

σj
(
Nκ−αt, u+ jNκ

√
τ ′(r∗)t

)
υj ,

where σ−, σ+ solve the decoupled system of Burgers equations (1.12). Denote by νN,t the slowly

varying product measure

νN,t(dη) =
⊗
x∈TdN

ν1
pNx ,τ

N
x

(dηx),
(
pNx , τ

N
x

)
:=
(
pN , τ (rN )

) (
t,
x

N

)
.

Let fN,t be the Radon–Nikodym derivative dµN,t/dνN,t and recall the relative entropy

HN (t) = H(fN,t; νN,t) :=

∫
ΩN

fN,t log fN,tdνN,t. (4.2)

Recall that our argument relies on the smoothness of σ±, hence we require that t ∈ [0, T ] for (i) any

T < Tshock, the first time when shock appears in the entropy solution to (1.12) if κ = α and (ii) any

T > 0 if κ < α. The first result is stated below, cf. the case d = 1 in Theorem 2.1.

Theorem 4.1. Suppose that HN (0) = o(N1−2α) and α ∈ (0, 1/2). If κ ∈ (0, α] ∩ (0, (1− 2α)/3) and

N5κ+4α−1 � γN � N1−κ, then HN (t) = o(N1−2α) for any t ∈ [0, T ].
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Theorem 4.1 is proved in Section 5. With Theorem 4.1 and exactly the same argument used in the

proof of Theorem 2.3, we obtain the equilibrium perturbation.

Theorem 4.2. Under the assumption of Theorem 4.1,

lim
N→∞

µN,t

{∣∣∣∣ 1

N1−α

∑
x∈TN

(
rx − r∗

2
− px − p∗

2
√

τ ′(r∗)

)
ϕ
( x
N
−Nκ

√
τ ′(r∗)t

)
−
∫
TN

σ
(α,κ)
− (t, u)ϕ(u)du

∣∣∣∣ > ε

}
= 0,

lim
N→∞

µN,t

{∣∣∣∣ 1

N1−α

∑
x∈TN

(
rx − r∗

2
+

px − p∗

2
√

τ ′(r∗)

)
ϕ
( x
N

+Nκ
√

τ ′(r∗)t
)

−
∫
TN

σ
(α,κ)
+ (t, u)ϕ(u)du

∣∣∣∣ > ε

}
= 0,

for any t ∈ [0, T ], ϕ ∈ C(T) and ε > 0, where

σ
(α,κ)
± (t, u) :=

{
σ±(t, u), if 0 < α < 1

5 , κ = α,

σini
± (u), if 0 < α < 1

2 , 0 < κ < min
{
α, 1−2α

3

}
.

5. Relative entropy for the oscillator chain

We have seen in (1.6) that, for a system of 2 conservation laws, the non-resonant system of pertur-

bations (1.12) requires proper second order correction terms. Hence, we choose the modified profile

(p̃N , r̃N )(t, u) given by(
pN
rN

)
+N−2α

∑
j=±

σ̃j
(
Nκ−αt, u−Nκ

√
τ ′(r∗)t, u+Nκ

√
τ ′(r∗)t

)
υj ,

where for (t, u−, u+) ∈ [0, T ]× R2,

σ̃−(t, u−, u+) := − τ ′′(r∗)

8τ ′(r∗)
σ2

+(t, u+)

− τ ′′(r∗)

4τ ′(r∗)

[
∂uσ−(t, u−)Σ+(t, u+) + σ−(t, u−)σ+(t, u+)

]
,

σ̃+(t, u−, u+) := − τ ′′(r∗)

8τ ′(r∗)
σ2
−(t, u−)

− τ ′′(r∗)

4τ ′(r∗)

[
σ−(t, u−)σ+(t, u+) + Σ−(t, u−)∂uσ+(t, u+)

]
.

(5.1)

Here Σ± =
∫ ·

0
σ±(t, u)du are the primitive functions of σ±.

Let ν̃N,t be the product measure on ΩN associated to the profile (p̃, r̃)(t, ·). Recall that µN,t is the

distribution of the dynamics η(t). Denote by f̃N,t Radon–Nikodym derivative of µN,t with respect to

ν̃N,t and by H̃N (t) the corresponding relative entropy. Also recall the relative entropy HN (t) in (4.2).

The following lemma is straightforward.

Lemma 5.1. For any t ≥ 0, HN (t) = o(N1−2α) if and only if H̃N (t) = o(N1−2α).

Proof. Assume first that H̃N (t) = o(N1−2α). By the definition of relative entropy,

HN (t)− H̃N (t) =

∫
ΩN

gN,t dµN,t, gN,t := log

(
dν̃N,t
dνN,t

)
.
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Direct calculations show that gN,t(η) is equal to

β
∑
x∈TN

[
(p̃Nx − pNx )(px − p̃Nx ) + (τ̃Nx − τNx )(rx − r̃Nx )

]
−β

∑
x∈TN

[
(p̃Nx − pNx )2

2
+G(τ̃Nx )−G(τNx )− r̃Nx (τ̃Nx − τNx )

]
for each η = (px, rx)x∈TN ∈ ΩN . The second line is bounded from above by O(N1−4α). Meanwhile,

by the entropy inequality, the integral of the first line is bounded from above by

H̃N (t) +
∑
x∈TN

log

∫
ΩN

exp

{
β

(
p̃Nx − pNx
τ̃Nx − τNx

)
·

(
px − p̃Nx
rx − r̃Nx

)}
dν̃N,t.

Observe that the last term is bounded by O(N1−4α) and hence HN (t) ≤ 2H̃N (t) + CN1−4α =

o(N1−2α). The inverse assertion follows similarly. �

Let ψN,t be the density function of ν̃N,t with respect to some fixed reference measure νNp̄,τ . Without

loss of generality, we can choose (p̄, τ) = (0, 0). Define the Dirichlet form (cf. (3.1))

DN

(
f̃N,t; νN,t

)
:=

∫
ΩN

∑
x∈TN

(
Yx
√
f̃N,t

)2

dνN,t.

Standard manipulation gives

d

dt
H̃N (t) =

∫
ΩN

f̃N,t

(
N1+κLN log f̃N,t −

d

dt
logψN,t

)
dν̃N,t.

Recalling the definition of LN in (4.1), we have

f̃N,tLN log f̃N,t = LN f̃N,t −
γN
2

∑
x∈TN

f̃−1
N,t

(
Yxf̃N,t

)2
= LN f̃N,t − 2γN

∑
x∈TN

(
Yx
√
f̃N,t

)2

.

Integrate it with respect to ν̃N,t and notice that∫
ΩN

AN f̃N,tdν̃N,t = −
∫

ΩN

f̃N,tANψN,t
dν̃N,t
ψN,t

= −
∫

ΩN

f̃N,tAN logψN,t dν̃N,t,∫
ΩN

SN f̃N,tdν̃N,t = −1

2

∑
x∈TN

∫
ΩN

Yxf̃N,t · YxψN,t
dν̃N,t
ψN,t

≤ DN

(
f̃N,t; ν̃N,t

)
+

1

4

∫
ΩN

f̃N,t
∑
x∈TN

(
Yx logψN,t

)2
dν̃N,t,

where the last estimate follows from Cauchy–Schwarz inequality. Hence,

d

dt
H̃N (t) ≤ −γNN1+κD

(
f̃N,t; ν̃N,t

)
+

∫
ΩN

f̃N,tJN,t dν̃N,t

+
γNN

1+κ

4

∫
ΩN

f̃N,t
∑
x∈TN

(
Yx logψN,t

)2
dν̃N,t,

where JN,t := (−N1+κAN − d/dt) logψN,t.
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With the choice (p̄, τ) = (0, 0), logψN,t = log(dν̃N,t/ν
N
0,0) reads

logψN,t = β
∑
x∈TN

[
p̃Nx px −

(p̃Nx )2

2
+ τ̃Nx rx −G

(
τ̃Nx
)

+G(0)

]
.

Elementary computation then shows that∑
x∈TN

(
Yx logψN,t

)2
= β2

∑
x∈TN

(
τ̃Nx+1 − τ̃Nx

)2
,

−AN logψN,t = β
∑
x∈TN

(
τ̃Nx+1 − τ̃Nx
p̃Nx − p̃Nx−1

)
·

(
px − p̃Nx

V ′(rx)− τ̃Nx

)
,

− d

dt
logψN,t = −β

∑
x∈TN

d

dt

(
p̃Nx
r̃Nx

)
·

(
px − p̃Nx

τ ′(r̃Nx )(rx − r̃Nx )

)
.

Therefore, we finally obtain the following inequality, cf. (3.5):

d

dt
H̃N (t) ≤ −γNN1+κD

(
f̃N,t; ν̃N,t

)
+ β

(
RN,t + EN,t

)
, (5.2)

where

RN,t :=

∫
ΩN

f̃N,t
∑
x∈TN

dr̃Nx
dt

[
V ′(rx)− τ̃Nx − τ ′(r̃Nx )(rx − r̃Nx )

]
dν̃N,t;

EN,t :=

∫
ΩN

f̃N,t
∑
x∈TN

[
γNN

1+κβ

4

(
∇τ̃Nx

)2
+ εNx ·

(
px − p̃Nx

V ′(rx)− τ̃Nx

)]
dν̃N,t.

Here we use the abbreviation ∇fx = fx+1 − fx, ∇∗fx = fx−1 − fx and define

εNx := N1+κ

(
∇τ̃Nx
∇p̃Nx−1

)
− d

dt

(
p̃Nx
r̃Nx

)
.

5.1. Proofs of Theorem 4.1 and 4.2. Theorem 4.1 follows from the inequality (5.2), Propositions

5.2 and 5.4 below.

Proposition 5.2. There exists a constant C independent of N , such that

EN,t ≤ H̃N (t) + C
(
γNN

κ−2α +N−1+2κ−2α +N1+2κ−6α
)
.

Proof. Recall that the profile (p̃N , r̃N ) is explicitly given by(
p̃N
r̃N

)
(t, u) =

(
p∗
r∗

)
+
∑
j=±

[
σj(s, uj)

Nα
+
σ̃j(s, u−, u+)

N2α

]
υj ,

where σ± = σ±(s, u), σ̃± = σ̃(s, u1, u2) are smooth functions given respectively by (1.12) and (5.1),

s = Nκ−αt, υ− = (−
√

τ ′(r∗), 1)′, υ+ = (
√
τ ′(r∗), 1)′ and

u− = u−Nκ
√
τ ′(r∗)t, u+ = u+Nκ

√
τ ′(r∗)t.

For the first term in EN,t, since ∇τ̃Nx ≤ N−1 supx |∂xτ (r̃(t, x))| ≤ CN−1−α,

γNN
1+κβ2

4

∫
ΩN

f̃N,t
∑
x∈TN

(
∇τ̃Nx

)2
dν̃N,t ≤ CγNNκ−2α.

We focus on the second term in EN,t. By Taylor’s expansion,(
∇τ̃Nx
∇p̃Nx−1

)
=

1

N

∂

∂u

(
τ (r̃N )

p̃N

)(
t,
x

N

)
+O

(
N−2−α).
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Expanding the function (p, r) 7→ (τ (r), p) at (p∗, r∗) up to the second order,(
∇τ̃Nx
∇p̃Nx−1

)
= A

∑
j=±

[
∂uσj(s, uj)

N1+α
+

(∂u1 + ∂u2)σ̃j(s, u−, u+)

N1+2α

]
υj

+
∂u[(σ−(s, u−) + σ+(s, u+))2]

2N1+2α
b +O

(
N−2−α +N−1−3α

)
,

where A =
[

0 τ ′(r∗)
1 0

]
and b = (τ ′′(r∗), 0)′. Meanwhile,

d

dt

(
p̃Nx
r̃Nx

)
=
∑
j=±

[
∂sσj(s, uj)

N−κ+2α
+
j
√
τ ′(r∗)∂uσj(s, uj)

N−κ+α

]
υj

+

√
τ ′(r∗)

N−κ+2α

∑
j=±

(−∂u1 + ∂u2)σ̃j(s, u−, u+)υj +O
(
Nκ−3α

)
.

Noticing that Aυ± = ±
√
τ ′(r∗)υ± for j = ±,

εNx =
1

N−κ+2α

{[
− ∂sσ−(s, u−)− 2

√
τ ′(r∗)∂u2

σ̃−(s, u−, u+)
]
υ−

+
[
− ∂sσ+(s, u+) + 2

√
τ ′(r∗)∂u1 σ̃+(s, u−, u+)

]
υ+

+
∂u[(σ−(s, u−) + σ+(s, u+))2]

2
b

}
+O

(
N−1+κ−α +Nκ−3α

)
.

(5.3)

We show that the terms in the first bracket vanishes. From (5.1),

∂u2 σ̃−(s, u−, u+) = − τ ′′(r∗)

8τ ′(r∗)
∂u
[
σ2

+(t, u+) + 2σ−(s, u−)σ+(s, u+)
]
,

∂u1
σ̃+(s, u−, u+) = − τ ′′(r∗)

8τ ′(r∗)
∂u
[
σ2
−(t, u+) + 2σ−(s, u−)σ+(s, u+)

]
.

Therefore, with the identity τ ′′(r∗)(υ− − υ+) = −2
√
τ ′(r∗)b,

− 2
√
τ ′(r∗)∂u2

σ̃−(s, u−, u+)υ− + 2
√
τ ′(r∗)∂u1

σ̃+(s, u−, u+)υ+

=
τ ′′(r∗)

4
√
τ ′(r∗)

∂u
[
σ2

+(s, u+)υ− − σ2
−(s, u−)υ+

]
− ∂u

[
σ−(s, u−)σ+(s, u+)

]
b.

The bracket in (5.3) is then equal to

− ∂sσ−(s, u−)υ− −

[
τ ′′(r∗)

4
√
τ ′(r∗)

υ+ −
1

2
b

]
∂uσ

2
−(s, u−)

− ∂sσ+(s, u+)υ+ +

[
τ ′′(r∗)

4
√

τ ′(r∗)
υ− +

1

2
b

]
∂uσ

2
+(s, u+).

Observe from (1.12) that it is identically zero, hence

εNx ≤ C
(
N−1+κ−α +Nκ−3α

)
.

The conclusion then follows from the relative entropy inequality. �

Corollary 5.3 (Harmonic chain). When the oscillators perform harmonic interaction, i.e., V (r) ∝ r2,

RN,t is identically zero. Hence, Theorems 4.1 and 4.2 hold autonomously.
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Proposition 5.4. There exists a constant C independent of N , such that

RN,t ≤
γNN

1+κ

β
DN

(
f̃N,t; ν̃N,t

)
+ C

(
H̃N (t) + γ

− 1
5

N N
4
5 +κ− 6

5α
)
.

Proof. We follow the proof of [24, Lemma 3.1]. To shorten the notation, let

aNx := ∂tr̃N

(
t,
x

N

)
, φx := V ′(rx)− τ (r̃Nx )− τ ′(r̃Nx )

(
rx − r̃Nx

)
.

Observe that ∣∣aNx ∣∣ ≤ N−α∑
j=±

jNκ∂uσj |υj |+O
(
Nκ−2α

)
≤ CNκ−α,

∣∣aNx − aNy ∣∣ ≤ C|x− y|N−1+κ−α.

Fix a mesoscopic scale ` = `(N)� N and define

φ`x :=
1

`

`−1∑
y=0

φx+y, φ̄`x := Eν̃N,t

[
φ`x

∣∣∣ `−1∑
y=0

rx+y

]
.

First, one can replace φx by its block average. The error is bounded by

RN,t −
∫

ΩN

f̃N,t
∑
x∈TN

aNx φ
`
x dν̃N,t =

∫
ΩN

f̃N,t
∑
x∈TN

φx

`−1∑
y=0

aNx − aNx−y
`

dν̃N,t

≤ H̃N (t) + C`2N−1+2κ−2α.

(5.4)

Next, let ψ`x = ψ`x(rx, . . . , rx+`−1) solve the Poisson equation

`−2∑
y=0

Y∗t,x+yYx+yψ
`
x = φ`x − φ̄`x,

where for each x, Y∗t,x is the adjoint operator of Yx with respect to ν̃N,t:

Y∗t,x := β
[
V ′(rx+1)− V ′(rx)− τNx+1 + τNx

]
− Yx.

Then, for each x ∈ TN ,∫
ΩN

f̃N,ta
N
x

(
φ`x − φ̄`x

)
dν̃N,t =

∫
ΩN

aNx

`−2∑
y=0

(
Yx+y f̃N,t

)(
Yx+yψ

`
x

)
dν̃N,t.

Summing up for x ∈ TN and applying Cauchy–Schwarz inequality,∫
ΩN

f̃N,t
∑
x∈TN

aNx
(
φ`x − φ̄`x

)
dν̃N,t ≤

γNN
1+κ

β(`− 1)

∫
ΩN

∑
x∈TN

`−2∑
y=0

(Yx+y f̃N,t)
2

4f̃N,t
dν̃N,t

+
β(`− 1)

γNN1+κ

∫
ΩN

∑
x∈TN

(aNx )2
`−2∑
y=0

f̃N,t
(
Yx+yψ

`
x

)2
dν̃N,t.

The first term in the righthand side gives β−1γNN
1+κDN (f̃N,t; ν̃N,t). To estimate the second term,

note that since V ′′ is bounded, we can apply the gradient estimate for Poisson equation (see [24,

Proposition 9.1], also cf. [23, Theorem 1.1]) to obtain a constant C independent of x or `, such that

`−2∑
y=0

(
Yx+yψ

`
x

)2 ≤ C`4 sup
(rx,...,rx+`−1)

`−2∑
y=0

(
Yx+y[φ`x − φ̄`x]

)2
.
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Since φ̄`x is a function of rx + . . .+ rx+`−1, Yx+yφ̄
`
x ≡ 0. Also,∣∣Yx+yφ

`
x

∣∣ =
1

`

∣∣V ′(rx+y+1)− V ′(rx+y)− τ ′(rNx+y+1) + τ ′(rNx+y)
∣∣ ≤ C

`
.

Direct computation then shows that∫
ΩN

∑
x∈TN

(aNx )2
`−2∑
y=0

f̃N,t
(
Yx+yψ

`
x

)2
dν̃N,t ≤ C

∑
x∈TN

(aNx )2`3 ≤ C ′`3N1+2κ−2α.

Therefore, we obtain the estimate∫
ΩN

f̃N,t
∑
x∈TN

aNx
(
φ`x − φ̄`x

)
dν̃N,t ≤

γNN
1+κ

β
DN

(
f̃N,t; ν̃N,t

)
+ Cβ

`4Nκ−2α

γN
. (5.5)

For the space variance of φ̄`x, relative entropy inequality reads∫
ΩN

f̃N,t
∑
x∈TN

aNx φ̄
`
x dν̃N,t ≤

Nκ−α

δ

[
H̃N (t) +

1

`

∑
x

log

∫
ΩN

eδN
α−κaNx `φ̄

`
xdν̃N,t

]
,

for any δ > 0. Observe that the extra factor ` in the last term above is because that φ̄`x is independent

of φ̄`y for any |x − y| ≥ `, see, e.g., [9, Lemma F.12] and [24, Lemma D.3]. Recall that Nα−κaNx
is bounded. To treat the exponential moment in above, we apply the equivalence of inhomogeneous

ensembles [24, Proposition 8.3] to obtain that for ` = o(N
2
3 ) and δ sufficiently small but fixed,

log

∫
ΩN

exp
{
δ(Nα−κaNx )`φ̄`x

}
dν̃N,t ≤ C.

Since Nκ−α ≤ O(1), ∫
ΩN

f̃N,t
∑
x∈TN

aNx φ̄
`
x dν̃N,t ≤ C

(
H̃N (t) + `−1N1+κ−α). (5.6)

Finally, the proof is concluded by choosing `(N) = γ
1
5

NN
1+α
5 and adding up the estimates (5.4),

(5.5) and (5.6). �

Proof of Theorem 4.1. By (5.2), Proposition 5.2 and 5.4,

d

dt
H̃N (t) ≤ C

(
H̃N (t) + γNN

κ−2α +N−1+2κ−2α +N1+2κ−6α + γ
− 1

5

N N
4
5 +κ− 6

5α
)
.

Since κ ≤ α < 1/2, N−1+2κ−2α +N1+2κ−6α = o(N1−2α), so that

d

dt
H̃N (t) ≤ CH̃N (t) + C

[
γNN

κ−1 +
(
γ−1
N N−1+5κ+4α

) 1
5 + o(1)

]
N1−2α.

The estimate then follows from the choice of γN and Grönwall’s inequality. �

Theorem 4.2 follows from the exactly same argument as we used in the proof of Theorem 2.3, hence

we omit the proof here.

Appendix A. General tools

In this appendix, we state some model independent tools that is used through the paper.

A.1. Relative entropy inequality. In this subsection, we introduce a version of Yau’s relative en-

tropy inequality. Let {Xt}t≥0 be a continuous-time Markov chain on a finite state space S, whose
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infinitesimal generator is defined as

Lf(x) =
∑
y∈S

r(x, y)
[
f(y)− f(x)

]
, x ∈ S.

Above, r(x, y) ≥ 0 is the rate at which the chain jumps from x to y, and f : S → R is any function.

Define the carré du champ operator associated to L as

Γf(x) =
∑
y∈S

r(x, y)
[
f(y)− f(x)

]2
, x ∈ S.

Denote by µt the distribution of the process at time t with initial measure µ0. Let {νt}t≥0 and ν be a

family of measures in S such that νt is differentiable in time t, and νt(x) > 0, ν(x) > 0 for any x ∈ S
and any t ≥ 0. Denote by ft (respectively ψt) the Radon-Nikodym derivative of µt (respectively νt)

with respect to νt (respectively ν),

ft(x) =
µt(x)

νt(x)
, ψt(x) =

νt(x)

ν(x)
, x ∈ S.

Define the relative entropy H(t) as

H(t) = H(µt|νt) =

∫
ft log ftdνt,

with the convention 0 log 0 = 0.

Lemma A.1 (Yau’s relative entropy inequality). For any t ≥ 0,

H ′(t) ≤ −
∫

Γ
√
ftdνt +

∫ (
L∗t1−

d

dt
logψt

)
dµt,

where 1 is the constant function identical to one, and L∗t is the adjoint of L with respect to L2(νt),

which acting on any function g : S → R is given by

L∗t g(x) =
∑
y∈S

{νt(y)r(y, x)

νt(x)
g(y)− r(x, y)g(x)

}
, x ∈ S.

We refer the readers to [10, Lemma A.1] for proof of the above lemma. Compared to the classical

Yau’s relative entropy inequality (cf. [12, Lemma 6.1.4]), an extra term
∫

Γ
√
ftdνt is subtracted in the

above version.

A.2. Flow lemma. In this subsection, we state a flow lemma introduced by Jara and Menezes [10, 9].

For two measures p and q on Zd, we say a function φ : Zd × {ei}1≤i≤d → R is a flow connecting p to q

if for any z ∈ Zd,

p(z)− q(z) =

d∑
i=1

(φ(z, ei)− φ(z − ei, ei)).

The support of the flow φ is defined as the set of points {z, z + ei} such that φ(z, z + ei) 6= 0. Using

the summation by parts formula, for any function f : Zd → R and any flow φ connects p to q,∑
z∈Zd

f(z)(p(z)− q(z)) =

d∑
i=1

∑
z∈Zd

φ(z, ei)(f(z)− f(z + ei)).

For ` ≥ 1, let p`(·) be the uniform measure on Λd` = {0, 1, . . . , `− 1}d, i.e. p`(x) = `−d if x ∈ Λd` and

= 0 otherwise. Let q` = p` ∗ p` be the convolution of p` with itself,

q`(y) =
∑
z∈TdN

p`(z)p`(y − z), y ∈ TdN .
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In the sequel, we shall use q` to define the spatial average of a random variable over a large box instead

of the usual p`. Note that the support of q` is contained in Λd2`−1. Let δ0(·) be the Dirac measure

concentrated at the origin. For ` ≥ 1, denote

gd(`) =


`, d = 1,

log `, d = 2,

1, d ≥ 3.

(A.1)

The following lemma states that we could construct a flow, which connects δ0 to q`, such that the

cost is at most of order gd(`). We refer the readers to [9, 10] for its proof.

Lemma A.2 (Flow lemma). There exists a finite constant C0 such that for any ` ≥ 1, there exists a

flow φ` connecting δ0 to q` with support in Λd2`−1 such that

d∑
i=1

∑
z∈Zd

φ`(z, ei)
2 ≤ C0gd(`),

d∑
i=1

∑
z∈Zd

|φ`(z, ei)| ≤ C0`.

A.3. Concentration inequalities. In this subsection, we focus on properties of sub-Gaussian random

variables. We say a real-valued random variable X is sub-Gaussian of order σ2 if

logE[eθX ] ≤ 1

2
σ2θ2, ∀θ ∈ R.

The following lemma controls the expectation of the exponential of X2, and an elementary proof

could be found in [10, Proposition F.7]. Below we shall present a different proof.

Lemma A.3. If the random variable X is sub-Gaussian of order σ2, then for any γ ≤ (4σ2)−1,

E[eγX
2

] ≤ 3.

The constant 3 above is not optimal and we only need it to be a constant. By Cauchy-Schwarz

inequality, it is easy to have the following result.

Corollary A.4. Let Xi be sub-Gaussian of order σ2
i for i = 1, 2. Then, for any γ ≤ (4σ1σ2)−1,

E[eγX1X2 ] ≤ 3.

Proof of Lemma A.3. Let N be a standard normal distribution independent of X, and denote by 〈·〉
the expectation with respect to N . Then, for any θ ∈ R,

log〈eθN 〉 =
1

2
θ2.

Therefore,

E[eγX
2

] = E[
〈
e
√

2γXN 〉] =
〈
E[e
√

2γXN ]
〉
.

Since X is sub-Gaussian of order σ2, the last formula is bounded by〈
eγσ

2N 2〉
=

∫
R

1√
2π
e−

1
2x

2+γσ2x2

dx =
1√

1− 2γσ2
.

If γ ≤ (4σ2)−1, it is easy to see the last formula is bounded by 3. This concludes the proof. �

The following lemma states that centered bounded random variables are sub-Gaussian.

Lemma A.5 (Hoeffding’s Lemma, [1, Lemma 2.2.2]). If the random variable X ∈ [a, b] for some

a < b, the X − E[X] is sub-Gaussian of order (b− a)2.
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