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#### Abstract

Is a sample rich enough to determine, at least locally, the parameters of a neural network? To answer this question, we introduce a new local parameterization of a given deep ReLU neural network by fixing the values of some of its weights. This allows us to define local lifting operators whose inverses are charts of a smooth manifold of a high dimensional space. The function implemented by the deep ReLU neural network composes the local lifting with a linear operator which depends on the sample. We derive from this convenient representation a geometrical necessary and sufficient condition of local identifiability. Looking at tangent spaces, the geometrical condition provides: $1 /$ a sharp and testable necessary condition of identifiability and $2 /$ a sharp and testable sufficient condition of local identifiability. The validity of the conditions can be tested numerically using backpropagation and matrix rank computations.


## 1 Introduction

### 1.1 Context and motivations

Neural networks are famous for their capacity to perform complex tasks in a wide variety of domains such as image classification [18], object recognition [31, 32], speech recognition [15, 34, 14], natural language processing [25, 24, 17], anomaly detection [30] or climate sciences [1].
A question that has recently drawn attention is the question of the identifiability of the parameters of neural networks. This question can be described as follows: for a given architecture and some given inputs $x^{i}$, do the responses $f_{\theta}\left(x^{i}\right)$ of the network to these inputs uniquely characterize the weight and bias parameters $\theta$, up to neuron permutation and positive rescaling of the weights and biases? It is indeed well known, for ReLU networks, that the latter operations on $\theta$ do not change the function $f_{\theta}$ [29]. It is therefore impossible, knowing only the $f_{\theta}\left(x^{i}\right)$, to distinguish the elements within the equivalence class of $\theta$ modulo these operations. Questions that are naturally related to identifiability, and that we do not address in this article, are inverse stability -is the characterization stable to small perturbation?- and stable recovery -are we able to stably recover $\theta$ (up to equivalence) in practice?
Identifiability is important for different reasons. In the first place, model extraction attacks for neural networks have been a growing topic over the last years. Indeed, some algorithms are able to recover in practice the parameters of a neural network from queries [7, 33]. This can be a concern since neural network providers may wish to keep these parameters secret, for security [19], for privacy [11, 6], or for intellectual property [40].

A way of preventing such a recovery can be by guaranteeing that identifiability does not hold, that is, for a list of requests $X$, guaranteeing that $\theta$ is not uniquely characterized by the answers $f_{\theta}(X)$ to these requests. To do so, one needs to check that a necessary condition of identifiability is not met. On the opposite side, guaranteeing that identifiability holds is interesting in the position of an attacker. If the attacker has access to $X$, to $f_{\theta}(X)$, and is able to compute a $\tilde{\theta}$ such that $f_{\tilde{\theta}}(X)=f_{\theta}(X)$, the question then becomes: does this guarantee that $\tilde{\theta} \sim \theta$ or shall the attacker expand $X$ with new queries? The attacker needs a sufficient condition of identifiability.
In these examples $X$ represents requests to an already trained network. We can think of another context in which $X$ represents a training database or a test set. In the former case, optimizing the empirical risk may be difficult in general and the model may generalize poorly. However, if successful, that is if the trained network matches the samples, a sufficient condition of identifiability can guarantee that the function implemented by the network only depends on its values at these samples. In particular, it does not depend on the choice of the optimizer, on its initialization or on stochastic parameters.

### 1.2 Existing work on identifiability, inverse stability and stable recovery

Even though it has regained interest recently, the question of identifiability for neural networks is not new. Indeed, in the 1990s, interesting results on identifiability of networks with smooth activation functions (tanh, logistic sigmoid, Gaussian...) have been established [38, 2, 20, 16, 10].

When it comes to shallow [28, 36] as well as deep [29, 4] ReLU neural networks, some results have been recently established. They show that under some conditions, the function implemented by the network uniquely characterizes its parameters, up to neuron permutation and rescaling operations.

All these results assume the function implemented by the network to be known on the whole input space, or at least on an open subset of it. As far as we know, there exists only one identifiability result for deep ReLU networks assuming the knowledge of this function on a finite sample. Stock and Gribonval [37] give a theoretical condition for the existence of a finite set which locally identifies the parameters of a deep neural network. The construction in [37] shares similarities with previous works on deep structured matrix factorization [22]. The present article lies in this line of research.

Closely related to identifiability are the topics of inverse stability and stable recovery of the parameters of a network. Some negative [27] as well as positive [9, 21, 22, 23] results of inverse stability exist for ReLU and identity activation functions. Several stable recovery algorithms have also been proposed, for shallow networks in a first place, for smooth activation function [12], as well as ReLU in the fully-connected case [13, 42, 43, 44] or in the convolutional case [5, 41]. These references provide a large sample complexity under which minimizing the empirical risk allows to recover the parameters of the network.

For deep networks, some stable recovery algorithms exist, for instance for Heavyside activation function [3], or for the first layer with sparsity assumptions [35] in the ReLU case. For deep ReLU networks, when one has full access to the function implemented by the network, a practical algorithm [33] sequentially constructs a sample and approximately recovers the architecture and the parameters modulo permutation and rescaling. Similarly, formulating the problem as a cryptanalytic problem, [7] reconstructs a functionally equivalent network with fewer requests.

### 1.3 Contributions

1/ We establish a necessary and sufficient geometrical condition of local identifiability from a finite sample $X$ for deep fully-connected ReLU networks. The condition is that the intersection between a smooth manifold and an affine space is reduced to a single point. 2/ Considering tangent spaces, we then provide a computable necessary condition of local identifiability which, since global identifiability implies local identifiability, is also a computable necessary condition of identifiability. 3/ We also establish a computable sufficient condition of local identifiability, which is close to the necessary condition. To the best of our knowledge, these are the first testable conditions of local identifiability for any finite input sample. In particular, [37] provides a theoretical condition equivalent to the existence of a finite sample for which local identifiability holds. The existence of the sample is proved in a constructive manner. The authors do not characterize local identifiability for any given sample.

4/ To prove these results, we develop geometrical tools which can be of independent interest for theoretically understanding deep ReLU networks as well as for possible applications. Namely, we introduce local reparameterizations $\rho_{\theta}$ of the network by fixing some weight values as constants. Building on these local parameterizations, we introduce local lifting operators $\psi^{\theta}$ and we decompose the function implemented by the network $f_{\theta}(x)$ as a composition of $\psi^{\theta}$, which only depends on the parameters, and a piecewise constant operator $\alpha$ which depends on $\theta$ and the inputs $x^{i}$. For almost any parameterization $\theta$, the operator $\alpha$ is constant in a neighborhood of $\theta$ and consists in applying a linear function to $\psi^{\theta}$. We show that in fact, the operators $\psi^{\theta}$ are the inverses of coordinate charts of a smooth manifold $\Sigma_{1}^{*}$, contained in a high dimensional space. We find $\Sigma_{1}^{*}$ to be of particular interest in representing geometrically some properties of the network parameters (in particular to establish $1 /$, 2 / and 3 / above).

### 1.4 Overview of the article

This work is structured as follows. We start by introducing basic tools and already known results in Section 2. We then introduce the local parameterizations $\rho_{\theta}$ and the set $\Sigma_{1}^{*}$, and we show that it is a smooth manifold in Section 3. This allows us to state our main results in Section 4, that is the geometrical and the numerically testable conditions of local identifiability. Finally we discuss in Section 5 the numerical computations needed to test the latter conditions. All the proofs are provided in the supplementary material.

## 2 ReLU networks, lifting operator and rescaling of the parameters

### 2.1 ReLU networks

Let us introduce our notations for deep fully-connected ReLU networks. In this paper, a network is a graph $(E, V)$ of the following form.

- $V$ is a set of neurons, which is divided in $L+1$ layers, with $L \geq 2: V=\left(V_{l}\right)_{l \in \llbracket 0, L \rrbracket}$. $V_{0}$ is the input layer, $V_{L}$ the output layer and the layers $V_{l}$ with $1 \leq l \leq L-1$ are the hidden layers. Using the notation $|C|$ for the cardinal of a finite set $C$, we denote, for all $l \in \llbracket 0, L \rrbracket$, $N_{l}=\left|V_{l}\right|$ the size of the layer $V_{l}$.
- $E$ is the set of all oriented edges $v \rightarrow v^{\prime}$ between neurons in consecutive layers, that is

$$
E=\left\{v \rightarrow v^{\prime}, v \in V_{l}, v^{\prime} \in V_{l+1}, \text { for } l \in \llbracket 0, L-1 \rrbracket\right\}
$$

A network is parameterized by weights and biases, gathered in its parameterization $\theta$, with

$$
\theta=\left(\left(w_{v \rightarrow v^{\prime}}\right)_{v \rightarrow v^{\prime} \in E},\left(b_{v}\right)_{v \in B}\right) \quad \in \mathbb{R}^{E} \times \mathbb{R}^{B}
$$

where $B=\bigcup_{l=1}^{L} V_{l}$. It is also convenient to consider the weights and biases in matrix/vector form: for a given $\theta$, we denote, for $l \in \llbracket 1, L \rrbracket$,

$$
W_{l}=\left(w_{v \rightarrow v^{\prime}}\right)_{v^{\prime} \in V_{l}, v \in V_{l-1}} \in \mathbb{R}^{N_{l} \times N_{l-1}} \quad \text { and } \quad b_{l}=\left(b_{v}\right)_{v \in V_{l}} \in \mathbb{R}^{N_{l}}
$$

When dealing with two parameterizations $\theta$ and $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, we take as a convention that $w_{v \rightarrow v^{\prime}}$ and $b_{v}$ as well as $W_{l}$ and $b_{l}$ denote the weights and biases associated to $\theta$, and $\tilde{w}_{v \rightarrow v^{\prime}}$ and $\tilde{b}_{v}$ as well as $\widetilde{W}_{l}$ and $\tilde{b}_{l}$ denote those associated to $\tilde{\theta}$.

The activation function, denoted $\sigma$, is always ReLU: for any $p \in \mathbb{N}^{*}$ and any vector $x=\left(x_{1}, \ldots, x_{p}\right)^{T} \in \mathbb{R}^{p}$, it is defined as $\sigma(x)=\left(\max \left(x_{1}, 0\right), \ldots, \max \left(x_{p}, 0\right)\right)^{T}$.
For a given $\theta$, we define recursively $f_{l}: \mathbb{R}^{V_{0}} \rightarrow \mathbb{R}^{V_{l}}$ (we omit the dependency in $\theta$ in the notation for simplicity), for $l \in \llbracket 0, L \rrbracket$, by

- $\forall x \in \mathbb{R}^{V_{0}}, \quad f_{0}(x)=x ;$
- $\forall l \in \llbracket 1, L-1 \rrbracket, \forall x \in \mathbb{R}^{V_{0}}, \quad f_{l}(x)=\sigma\left(W_{l} f_{l-1}(x)+b_{l}\right)$;
- $\forall x \in \mathbb{R}^{V_{0}}, \quad f_{L}(x)=W_{L} f_{L-1}(x)+b_{L}$.

We define $f_{\theta}: \mathbb{R}^{V_{0}} \rightarrow \mathbb{R}^{V_{L}}$ as $f_{\theta}=f_{L}$ and we refer to it as the function implemented by the network of parameter $\theta$.

### 2.2 The lifting operator $\phi$

For all $l \in \llbracket 1, L-1 \rrbracket$, for all $v \in V_{l}$, we denote, for all $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ and $x \in \mathbb{R}^{V_{0}}$,

$$
a_{v}(x, \theta)= \begin{cases}1 & \text { if }\left(W_{l} f_{l-1}(x)+b_{l}\right)_{v} \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

which is the activation indicator of neuron $v$. For all $l \in \llbracket 0, L-1 \rrbracket$, we define

$$
\mathcal{P}_{l}=V_{l} \times \cdots \times V_{L-1}
$$

which is the set of all paths in the network starting from layer $l$ and ending in layer $L-1$. We consider an additional element $\beta$ which can be interpreted as an empty path and whose role will be clear once $\phi$ has been defined and Proposition 1 stated. We define

$$
\mathcal{P}=\left(\bigcup_{l=0}^{L-1} \mathcal{P}_{l}\right) \cup\{\beta\} .
$$

In a similar way to [37], we define a 'lifting operator'

$$
\begin{align*}
\phi: \quad \mathbb{R}^{E} \times \mathbb{R}^{B} & \longrightarrow \mathbb{R}^{\mathcal{P} \times V_{L}}  \tag{1}\\
\theta & \longmapsto\left(\phi_{p, v}(\theta)\right)_{p \in \mathcal{P}, v \in V_{L}}
\end{align*}
$$

by:

- for all $l \in \llbracket 0, L-1 \rrbracket$ and all $p=\left(v_{l}, \ldots, v_{L-1}\right) \in \mathcal{P}_{l}$, and for all $v_{L} \in V_{L}$,

$$
\phi_{p, v_{L}}(\theta)= \begin{cases}\prod_{l^{\prime}=0}^{L-1} w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}} & \text { if } l=0 \\ b_{v_{l}} \prod_{l^{\prime}=l}^{L-1} w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}} & \text { if } l \geq 1\end{cases}
$$

- for $p=\beta$ and $v_{L} \in V_{L}, \quad \phi_{\beta, v_{L}}(\theta)=b_{v_{L}}$.

We now define the 'activation operator'

$$
\begin{align*}
\alpha: \mathbb{R}^{V_{0}} \times\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) & \longrightarrow \mathbb{R}^{1 \times \mathcal{P}}  \tag{2}\\
(x, \theta) & \longmapsto\left(\alpha_{p}(x, \theta)\right)_{p \in \mathcal{P}}
\end{align*}
$$

by:

- for all $l \in \llbracket 0, L-1 \rrbracket$ and all $p=\left(v_{l}, \ldots, v_{L-1}\right) \in \mathcal{P}_{l}$ :

$$
\alpha_{p}(x, \theta)= \begin{cases}x_{v_{0}} \prod_{l^{\prime}=1}^{L-1} a_{v^{\prime}}(x, \theta) & \text { if } l=0 \\ \prod_{l^{\prime}=l}^{L-1} a_{v_{l^{\prime}}}(x, \theta) & \text { if } l \geq 1\end{cases}
$$

- for $p=\beta, \quad \alpha_{\beta}(x, \theta)=1$.

We have the following decomposition of the function $f_{\theta}$ implemented by the network.
Proposition 1. For all $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ and all $x \in \mathbb{R}^{V_{0}}$,

$$
f_{\theta}(x)^{T}=\alpha(x, \theta) \phi(\theta)
$$

This result, which is proven in the supplement, is also stated in [37, Sec. 4] with slightly different notations. To describe the interest of Proposition 1, let us anticipate on Proposition 2, which states that $\theta \mapsto \alpha(x, \theta)$ is piecewise constant. When $x$ is fixed, on a piece where $\alpha(x, \theta)$ is constant and therefore independent of $\theta$, Proposition 1 expresses the map $\theta \mapsto f_{\theta}(x)$ as the composition of a fixed linear operator and a polynomial lifting operator. This allows to decompose the complex map $\theta \mapsto f_{\theta}(x)$ in two simpler 'bricks'.
Let us reformulate Proposition 1 with several inputs. We consider, for some $n \in \mathbb{N}^{*}$, some given inputs $x^{i} \in \mathbb{R}^{V_{0}}$, with $i \in \llbracket 1, n \rrbracket$. We denote by $X \in \mathbb{R}^{n \times V_{0}}$ the matrix whose lines are the transpose $\left(x^{i}\right)^{T}$ of the inputs. For all $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, we denote by $f_{\theta}(X) \in \mathbb{R}^{n \times V_{L}}$ the matrix whose lines are the transpose $f_{\theta}\left(x^{i}\right)^{T}$ of the outputs, for all $i \in \llbracket 1, n \rrbracket$. We also denote by $\alpha(X, \theta) \in \mathbb{R}^{n \times \mathcal{P}}$ the matrix whose lines are the line vectors $\alpha\left(x^{i}, \theta\right)$, for all $i \in \llbracket 1, n \rrbracket$. Using Proposition 1 for all the $x^{i}$, we have the relation

$$
\begin{equation*}
f_{\theta}(X)=\alpha(X, \theta) \phi(\theta) \tag{3}
\end{equation*}
$$

We prove in the supplement the following proposition.

Proposition 2. For all $n \in \mathbb{N}^{*}$, for all $X \in \mathbb{R}^{n \times V_{0}}$, the mapping

$$
\begin{aligned}
\alpha_{X}: \mathbb{R}^{E} \times \mathbb{R}^{B} & \longrightarrow \mathbb{R}^{n \times \mathcal{P}} \\
\theta & \longmapsto \alpha(X, \theta)
\end{aligned}
$$

is piecewise-constant, with a finite number of pieces. Furthermore, the boundary of each piece has Lebesgue measure zero. We call $\Delta_{X}$ the union of all these boundaries. The set $\Delta_{X}$ is closed and has Lebesgue measure zero.

As discussed before, for a given $X \in \mathbb{R}^{n \times V_{0}}$, when studying the function $\theta \mapsto f_{\theta}(X)$, Proposition 2 alongside (3) shows that on a piece over which $\alpha_{X}$ is constant, $f_{\theta}(X)$ depends linearly on $\phi(\theta)$. Since $\Delta_{X}$ is closed with measure zero, for almost all $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, there exists a neighborhood of $\theta$ over which $\alpha_{X}$ is constant. As noted for instance by Stock and Gribonval [37, Sec. 2], for any $\tilde{\theta}$ in such a neighborhood, we thus have

$$
\begin{equation*}
f_{\theta}(X)-f_{\tilde{\theta}}(X)=\alpha(X, \theta)(\phi(\theta)-\phi(\tilde{\theta})) . \tag{4}
\end{equation*}
$$

Hence, studying $\phi$ will allow us to understand better how $f_{\theta}(X)$ locally depends on $\theta$.

### 2.3 Invariant rescaling operations on $\theta$

Some well-known rescaling operations on the parameters $\theta$ do not affect the value of $\phi(\theta)$. Before detailing them, let us define, for all $t \in \mathbb{R}$, the sign indicator $\operatorname{sign}(t)$ as 1,0 or -1 depending on whether $t>0, t=0$ or $t<0$ respectively. For any $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, we then define

$$
\operatorname{sign}(\theta)=\left(\left(\operatorname{sign}\left(w_{v \rightarrow v^{\prime}}\right)_{v \rightarrow v^{\prime} \in E},\left(\operatorname{sign}\left(b_{v}\right)\right)_{v \in B}\right) \in\{-1,0,1\}^{E} \times\{-1,0,1\}^{B}\right.
$$

We can now describe the rescaling operations.
Definition 3. Let $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ and $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$.

- We say that $\theta$ is equivalent to $\tilde{\theta}$ modulo rescaling, and we write $\theta \stackrel{R}{\sim} \tilde{\theta}$ iff there exists a family of vectors $\left(\lambda^{0}, \ldots, \lambda^{L}\right) \in\left(\mathbb{R}^{*}\right)^{V_{0}} \times \cdots \times\left(\mathbb{R}^{*}\right)^{V_{L}}$, with $\lambda^{0}=\mathbb{1}_{V_{0}}$ and $\lambda^{L}=\mathbb{1}_{V_{L}}$, such that, for all $l \in \llbracket 1, L \rrbracket$,

$$
\left\{\begin{array}{l}
W_{l}=\operatorname{Diag}\left(\lambda^{l}\right) \widetilde{W}_{l} \operatorname{Diag}\left(\lambda^{l-1}\right)^{-1}  \tag{5}\\
b_{l}=\operatorname{Diag}\left(\lambda^{l}\right) \tilde{b}_{l}
\end{array}\right.
$$

- We say that $\theta$ is equivalent to $\tilde{\theta}$ modulo positive rescaling, and we write $\theta \sim \tilde{\theta}$ iff

$$
\theta \stackrel{R}{\sim} \tilde{\theta} \quad \text { and } \quad \operatorname{sign}(\theta)=\operatorname{sign}(\tilde{\theta})
$$

For all $l \in \llbracket 1, L \rrbracket$, to satisfy (5] is equivalent to satisfy, for all $\left(v_{l-1}, v_{l}\right) \in V_{l-1} \times V_{l}$,

$$
\left\{\begin{array}{l}
w_{v_{l-1} \rightarrow v_{l}}=\frac{\lambda_{v_{l}}^{l}}{\lambda_{v_{l-1}}^{l-1}} \tilde{w}_{v_{l-1} \rightarrow v_{l}}  \tag{6}\\
b_{v_{l}}=\lambda_{v_{l}}^{l} \tilde{b}_{v_{l}}
\end{array}\right.
$$

The relations $\stackrel{R}{\sim}$ and $\sim$ are equivalence relations on the set of parameters $\mathbb{R}^{E} \times \mathbb{R}^{B}$. The equivalence modulo positive rescaling $\sim$ is a well-known invariant for ReLU networks [36, 37, 4, 26, 39]. We have indeed the following property: if $\theta \sim \tilde{\theta}$, for all $x \in \mathbb{R}^{V_{0}}$,

$$
\begin{equation*}
f_{\theta}(x)=f_{\tilde{\theta}}(x) . \tag{7}
\end{equation*}
$$

One of the interests of the operator $\phi$ is that it captures this invariant, as described by Stock and Gribonval [37, Sec. 2.4]. Propositions 4 and 5 are similar to their results and are restated here and proven in the supplement for completeness. Indeed, combining the definition of $\phi$ with (6), we have the following property.
Proposition 4. For all $\theta, \tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, we have

$$
\theta \stackrel{R}{\sim} \tilde{\theta} \quad \Longrightarrow \quad \phi(\theta)=\phi(\tilde{\theta})
$$

and thus in particular

$$
\theta \sim \tilde{\theta} \quad \Longrightarrow \quad \phi(\theta)=\phi(\tilde{\theta}) .
$$



Figure 1: Left: The outward edges of a hidden neuron $v$ and their weights. In this example, $v_{1}=s_{\max }^{\theta}(v)$, so the weight of the edge in red, $v \rightarrow v_{1}$, has its value fixed as $w_{v \rightarrow v_{1}}$. The weights of the remaining edges, $\tau_{v \rightarrow v_{2}}$ and $\tau_{v \rightarrow v_{3}}$, are free to vary. Right: In red, all the edges whose weights are fixed. The remaining edges, in black, constitute the set $F_{\theta}$.

The reciprocal of Proposition 4 holds provided we exclude some degenerate cases. Let us denote, for any $l \in \llbracket 1, L-1 \rrbracket$ and any $v \in V_{l}$, by $w_{\bullet \rightarrow v}$ the vector $\left(w_{v^{\prime} \rightarrow v}\right)_{v^{\prime} \in V_{l-1}} \in \mathbb{R}^{V_{l-1}}$ and by $w_{v \rightarrow \bullet}$ the vector $\left(w_{v \rightarrow v^{\prime}}\right)_{v^{\prime} \in V_{l+1}} \in \mathbb{R}^{V_{l+1}}$. We define the following set, which is close to the notion of 'non admissible parameter' in [37].

$$
S=\left\{\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}, \exists v \in V_{1} \cup \cdots \cup V_{L-1}, w_{v \rightarrow \bullet}=0 \text { or }\left(w_{\bullet \rightarrow v}, b_{v}\right)=(0,0)\right\}
$$

A parameterization $\theta$ belongs to $S$ iff there exists a hidden neuron $v \in V_{1} \cup \cdots \cup V_{L-1}$ such that $\left(w_{\bullet \rightarrow v}, b_{v}\right)=(0,0)$ or $w_{v \rightarrow \bullet}=0$. In the first case, all the inward weights and the bias of $v$ are zero, so for any input the information flowing through neuron $v$ is always zero. In the second case, all the outward weights of $v$ are zero. In both cases, neuron $v$ does not contribute to the output and could be removed from the network without changing the function $f_{\theta}$.

Since it is composed of a finite union of linear subspaces of codimension larger than 1, defined by linear equations, the set $S$ is closed and has Lebesgue measure zero, so we can exclude the degenerate cases in $S$ without loss of generality. Proposition 5 states that the reciprocal of Proposition 4 holds $\operatorname{over}\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$.
Proposition 5. For all $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, for all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$,

$$
\phi(\theta)=\phi(\tilde{\theta}) \quad \Longrightarrow \quad \theta \stackrel{R}{\sim} \tilde{\theta}
$$

## 3 The smooth manifold $\Sigma_{1}^{*}$

We explained in the previous section that studying $\phi$ allows to better understand how the output $f_{\theta}(X)$ locally depends on $\theta$. The image of $\phi$ is of particular interest in this study and is the subject of this section. We define

$$
\Sigma_{1}^{*}=\left\{\phi(\theta), \theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S\right\}
$$

The main result of this section, Theorem 6 , states that $\Sigma_{1}^{*}$ is a smooth manifold. This is a key element of the proofs of Theorems 7,8 and 9 .
As explained in Section 2.3, the positive rescaling operations on $\theta$ described by the relation $\sim$ do not affect the value of $\phi(\theta)$ or of $f_{\theta}(x)$ for any input $x$. This creates some degrees of freedom in the parameterization of a network without changing its output. To suppress these degrees of freedom, we propose to reduce the number of parameters by fixing locally the values of some weights as constants. More precisely, for a given $\theta$, for each neuron $v$ in a hidden layer, we choose the outward edge $v \rightarrow v^{\prime}$ whose weight $w_{v \rightarrow v^{\prime}}$ has largest (absolute) value, and we consider its value to be fixed from now on (if there are several such edges, we choose one arbitrarily). We denote by $s_{\max }^{\theta}(v)$ such a neuron $v^{\prime}$. For each neuron $v$ in a hidden layer $V_{l}$, there is exactly one neuron $s_{\text {max }}^{\theta}(v)$ in the layer $V_{l+1}$, and one corresponding edge $v \rightarrow s_{\max }^{\theta}(v)$ whose weight is fixed. See Figure 1 for an illustration.

We denote by $F_{\theta} \subset E$ the set of remaining edges, which is formally defined as ${ }^{1}$

$$
\begin{equation*}
F_{\theta}=E \backslash\left(\bigcup_{l=1}^{L-1}\left\{\left(v, s_{\max }^{\theta}(v)\right), v \in V_{l}\right\}\right) \tag{8}
\end{equation*}
$$

and we take as new parameters the weights in $F_{\theta}$ and the biases $B$. This is formalized by the following application, for $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$,

$$
\begin{align*}
\rho_{\theta}: \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B} & \longrightarrow \mathbb{R}^{E} \times \mathbb{R}^{B} \\
\tau & \longmapsto \tilde{\theta} \quad \text { such that }\left\{\begin{array}{l}
\forall\left(v, v^{\prime}\right) \in F_{\theta}, \quad \tilde{w}_{v \rightarrow v^{\prime}}=\tau_{v \rightarrow v^{\prime}} \\
\forall\left(v, v^{\prime}\right) \in E \backslash F_{\theta}, \quad \tilde{w}_{v \rightarrow v^{\prime}}=w_{v \rightarrow v^{\prime}} \\
\forall v \in B, \quad \tilde{b}_{v}=\tau_{v} .
\end{array}\right. \tag{9}
\end{align*}
$$

In particular, if we define $\tau_{\theta} \in \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$ by $\left(\tau_{\theta}\right)_{v \rightarrow v^{\prime}}=w_{v \rightarrow v^{\prime}}$ and $\left(\tau_{\theta}\right)_{v}=b_{v}$, we have $\rho_{\theta}\left(\tau_{\theta}\right)=\theta$. The function $\rho_{\theta}$ is affine and injective. We define

$$
\begin{equation*}
U_{\theta}=\rho_{\theta}^{-1}\left(\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S\right) \tag{10}
\end{equation*}
$$

which is an open set of $\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$. We define, for all $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, the local lifting operator

$$
\begin{align*}
\psi^{\theta}: U_{\theta} & \longrightarrow \mathbb{R}^{\mathcal{P} \times V_{L}} \\
\tau & \longmapsto \phi \circ \rho_{\theta}(\tau) . \tag{11}
\end{align*}
$$

One can show that $\psi^{\theta}$ is $C^{\infty}$ and that it is a homeomorphism from $U_{\theta}$ onto its image (see the proofs in the supplement), which we denote $V_{\theta}$ and is thus an open subset of $\Sigma_{1}^{*}$ (with the topology induced on $\Sigma_{1}^{*}$ by the standard topology on $\mathbb{R}^{\mathcal{P} \times V_{L}}$. In particular, since $\rho_{\theta}\left(\tau_{\theta}\right)=\theta$, we have $\phi(\theta)=\psi^{\theta}\left(\tau_{\theta}\right) \in V_{\theta}$. We have the following fundamental result.
Theorem 6. $\Sigma_{1}^{*}$ is a smooth manifold of $\mathbb{R}^{\mathcal{P} \times V_{L}}$ of dimension

$$
\left|F_{\theta}\right|+|B|=N_{0} N_{1}+N_{1} N_{2}+\cdots+N_{L-1} N_{L}+N_{L}
$$

and the family $\left(V_{\theta},\left(\psi^{\theta}\right)^{-1}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}$ is an atlas.
Theorem6 is proven in the supplement. Besides being key in Section4. Theorem6(both the smooth manifold nature of $\Sigma_{1}^{*}$ and the explicit atlas $\left.\left(V_{\theta},\left(\psi^{\theta}\right)^{-1}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}\right)$ may also be considered of more general independent interest. To our knowledge, such a result has not been established elsewhere in the literature.

## 4 Main results: necessary and sufficient conditions for local identifiability

The main results of this paper rely on the decomposition (4) introduced in Section 2 To reformulate (4), let us introduce the linear operator $A(X, \theta)$, which simply corresponds to the matrix product with $\alpha(X, \theta)$ :

$$
\begin{aligned}
A(X, \theta): \quad \mathbb{R}^{\mathcal{P} \times V_{L}} & \longrightarrow \mathbb{R}^{n \times V_{L}} \\
\eta & \longmapsto \alpha(X, \theta) \eta,
\end{aligned}
$$

where $\alpha(X, \theta) \eta$ is the matrix product between $\alpha(X, \theta) \in \mathbb{R}^{n \times \mathcal{P}}$ and $\eta \in \mathbb{R}^{\mathcal{P} \times V_{L}}$. The operator $A(X, \theta)$ inherits the properties of $\alpha(X, \theta)$, in particular those stated in Proposition 2 Using $A(X, \theta)$, the relation (4) satisfied by $\tilde{\theta}$ in the neighborhood of $\theta$ becomes

$$
\begin{equation*}
f_{\theta}(X)-f_{\tilde{\theta}}(X)=A(X, \theta) \cdot(\phi(\theta)-\phi(\tilde{\theta})) . \tag{12}
\end{equation*}
$$

Let us also define the affine space

$$
N(X, \theta)=\phi(\theta)+\operatorname{Ker} A(X, \theta)
$$

If a parameterization $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ is such that $f_{\tilde{\theta}}(X)=f_{\theta}(X)$ and (12) holds, then $\phi(\theta)-\phi(\tilde{\theta}) \in$ Ker $A(X, \theta)$, so by definition $\phi(\tilde{\theta}) \in N(X, \theta)$. Since for $\tilde{\theta}$ in the neighborhood of $\theta$, the image $\phi(\tilde{\theta})$

[^0]

Figure 2: The local intersection between $N(X, \theta)$ (in green) and $\Sigma_{1}^{*}$ (color gradient). We also represent in red the tangent space to $\Sigma_{1}^{*}$ at $\phi(\theta)$. Left: The identifiable case. The intersection is reduced to $\{\phi(\theta)\}$. Right: The non identifiable case. The intersection, represented with a dashed white line, is not reduced to $\{\phi(\theta)\}$.
belongs to $\Sigma_{1}^{*}$, this shows that local identifiability is closely related to the nature of the intersection between the smooth manifold $\Sigma_{1}^{*}$ and the affine subspace $N(X, \theta)$.
Indeed, let us denote by $B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right)=\left\{\eta \in \mathbb{R}^{\mathcal{P} \times V_{L}},\|\phi(\theta)-\eta\|_{\infty}<\epsilon^{\prime}\right\}$ the ball of center $\phi(\theta)$ and of radius $\epsilon^{\prime}>0$. We have the following geometrical necessary and sufficient condition of local identifiability, which states that local identifiability of $\theta$ holds if and only if the intersection between $\Sigma_{1}^{*}$ and $N(X, \theta)$ is locally reduced to the single point $\{\phi(\theta)\}$.
Theorem 7. For any $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$, the two following statements are equivalent.
i) There exists $\epsilon>0$ such that for any $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, if $\|\theta-\tilde{\theta}\|_{\infty}<\epsilon$, then

$$
f_{\theta}(X)=f_{\tilde{\theta}}(X) \quad \Longrightarrow \quad \theta \sim \tilde{\theta}
$$

ii) There exists $\epsilon^{\prime}>0$ such that

$$
B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right) \cap \Sigma_{1}^{*} \cap N(X, \theta)=\{\phi(\theta)\}
$$

Theorem 7 is proven in the supplement, and is illustrated in Figure 2 This geometrical condition is crucial for showing the next two results which give testable conditions of identifiability. Theorems 8 and 9 rely on the rank of $A(X, \theta)$ and of another linear operator $\Gamma(X, \theta)$, which we now define. Since, as we said, the function $\psi^{\theta}$ is $C^{\infty}$, let us denote by $D \psi^{\theta}(\tau): \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B} \rightarrow \mathbb{R}^{\mathcal{P} \times V_{L}}$ its differential at the point $\tau$, for any $\tau \in U_{\theta}$. We define the linear operator $\Gamma(X, \theta): \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B} \rightarrow \mathbb{R}^{n \times V_{L}}$ by

$$
\begin{equation*}
\Gamma(X, \theta)=A(X, \theta) \circ D \psi^{\theta}\left(\tau_{\theta}\right) \tag{13}
\end{equation*}
$$

We denote $R_{A}=\operatorname{rank}(A(X, \theta))$ and $R_{\Gamma}=\operatorname{rank}(\Gamma(X, \theta))$. Since $\Gamma(X, \theta)$ is defined on $\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$, we have

$$
0 \leq R_{\Gamma} \leq\left|F_{\theta}\right|+|B|
$$

and the expression (13) shows that we also have

$$
0 \leq R_{\Gamma} \leq R_{A} \leq|\mathcal{P}| N_{L}
$$

We can now define the two following conditions.
Condition $C_{N}$. Condition $C_{N}$ is satisfied by $(\theta, X)$ iif $R_{\Gamma}<R_{A}$ or $R_{\Gamma}=\left|F_{\theta}\right|+|B|$.
Condition $C_{S}$. Condition $C_{S}$ is satisfied by $(\theta, X)$ iif $R_{\Gamma}=\left|F_{\theta}\right|+|B|$.
The following result states that $C_{N}$ is a necessary condition for local and therefore global identifiability.
Theorem 8 (Necessary condition of identifiability). Let $X \in \mathbb{R}^{n \times V_{0}}$ and $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$. If $C_{N}$ is not satisfied, then $\theta$ is not locally identifiable, that is, for all $\epsilon>0$ there exists $\tilde{\theta} \in$ $\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$ such that $\|\theta-\tilde{\theta}\|_{\infty}<\epsilon$ and $\theta \nsim \tilde{\theta}$ but

$$
f_{\theta}(X)=f_{\tilde{\theta}}(X)
$$

Thus, in particular, if $C_{N}$ is not satisfied, then $\theta$ is not identifiable.

The following result states that $C_{S}$ is a sufficient condition of local identifiability.
Theorem 9 (Sufficient condition of local identifiability). Let $X \in \mathbb{R}^{n \times V_{0}}$ and $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash(S \cup$ $\left.\Delta_{X}\right)$. If $C_{S}$ is satisfied, then $\theta$ is locally identifiable, that is there exists $\epsilon>0$ such that for all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, if $\|\theta-\tilde{\theta}\|_{\infty}<\epsilon$,

$$
f_{\theta}(X)=f_{\tilde{\theta}}(X) \quad \Longrightarrow \quad \theta \sim \tilde{\theta}
$$

Both theorems are proven in the supplement. To discuss these two results, let us first point out that $C_{N}$ and $C_{S}$ are close from one another. We argue in fact that they are sharp in the sense that the case separating them, $R_{\Gamma}<R_{A}$, corresponds to an existing alignment between the image of $D \psi^{\theta}\left(\tau_{\theta}\right)$ and $\operatorname{Ker} A(X, \theta)$, which should be unlikely as only $\operatorname{Ker} A(X, \theta)$ is sample dependent. Second, in order to have $R_{\Gamma}=\left|F_{\theta}\right|+|B|$, on needs to have $n N_{L} \geq\left|F_{\theta}\right|+|B|$. This means that the number of scalar measurements (number of samples $n$ times output dimension $N_{L}$ ) is larger than or equal to the number of parameters (up to local reparameterization).

## 5 Checking the conditions numerically

The key benefit of the conditions $C_{N}$ and $C_{S}$, compared to the existing literature, is that they can be numerically tested for any fixed finite sample. They need the computation of the rank of two linear operators, namely $\Gamma(X, \theta)$ and $A(X, \theta)$. The operator $\Gamma(X, \theta)$ satisfies the following:
Proposition 10. Let $X \in \mathbb{R}^{n \times V_{0}}$ and $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$. The function

$$
\begin{array}{rll}
U_{\theta} & \longrightarrow \mathbb{R}^{n \times V_{L}} \\
\tau & \longmapsto & f_{\rho_{\theta}(\tau)}(X)
\end{array}
$$

is differentiable in a neighborhood of $\tau_{\theta}$, and we denote by $D_{\tau} f_{\theta}(X)$ its differential at $\tau_{\theta}$. We have

$$
\begin{equation*}
D_{\tau} f_{\theta}(X)=\Gamma(X, \theta) \tag{14}
\end{equation*}
$$

The proof of Proposition 10 is in the supplement. Since the reparameterization with $\rho_{\theta}$ simply consists in fixing the weights of the edges $v \rightarrow s_{\max }^{\theta}(v)$ to the value $w_{\left.v \rightarrow s_{\max }^{\theta}(v), ~ 59\right) ~ s h o w s ~ t h a t ~}^{\text {(5) }}$ the coefficients of $\Gamma(X, \theta)$ can be computed by a classic backpropagation algorithm $N_{L}$ times for each input $x^{i}$, simply omitting the derivatives with respect to the edges of the form $v \rightarrow s_{\max }^{\theta}(v)$. An explicit expression of the coefficients of $\Gamma(X, \theta)$ is given in the supplement.

To be satisfied, $C_{S}$ needs the dimensions of $\Gamma(X, \theta)$ to satisfy $n N_{L} \geq\left|F_{\theta}\right|+|B|$. One then needs to compute the rank $R_{\Gamma}$ of $\Gamma(X, \theta)$, which means computing the rank of a $n N_{L} \times\left(\left|F_{\theta}\right|+|B|\right)$ matrix. Existing algorithms allow to do this with a complexity $O\left(n N_{L}\left(\left|F_{\theta}\right|+|B|\right)^{\omega-1}\right)$ (up to polylog terms), where $\omega$ is the matrix multiplication exponent and satisfies $\omega<2.38$ [8].

When it comes to $C_{N}$, one needs in addition to know the rank $R_{A}$ of $A(X, \theta)$, which, as Proposition 11 states, requires to compute the rank of $\alpha(X, \theta)$.
Proposition 11. Let $X \in \mathbb{R}^{n \times V_{0}}$ and $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$. We have

$$
R_{A}=N_{L} \operatorname{rank}(\alpha(X, \theta))
$$

The dimensions of $\alpha(X, \theta)$ are sensibly larger, with $|\mathcal{P}|$ columns and $n$ lines, and typically $|\mathcal{P}| \gg n$. However it may have some sparsity properties, as its entries consist in products of activation indicators (with possibly one input $x_{v_{0}}^{i}$ ), any one of them being zero causing many entries to vanish. The question of the efficient computation of $R_{A}$ still needs to be explored and is left as open for future work.

## 6 Conclusion

This paper is the first to characterize local identifiability for deep ReLU networks for any given finite sample, with testable conditions. The practical use of these conditions deserves follow-up research, and so does an extension of our approach to inverse stability.
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## A Notations

In this section, we define notations, many of which are standard, that are useful in the proofs.
We denote by $\mathbb{N}$ the set of all natural numbers, including 0 , and by $\mathbb{N}^{*}$ the set $\mathbb{N}$ without 0 . We denote by $\mathbb{Z}$ the set of all integers. For any $a, b \in \mathbb{Z}$, we denote by $\llbracket a, b \rrbracket$ the set of all integers $k \in \mathbb{Z}$ satisfying $a \leq k \leq b$. For any finite set $A$, we denote by $|A|$ the cardinal of $A$.
For $n, N \in \mathbb{N}^{*}$, we denote by $\mathbb{R}^{N}$ the $N$-dimensional real vector space and by $\mathbb{R}^{n \times N}$ the vector space of real matrices with $n$ lines and $N$ columns. For a vector $x=\left(x_{1}, \ldots, x_{N}\right)^{T} \in \mathbb{R}^{N}$, we use the norm $\|x\|_{\infty}=\max _{i \in \llbracket 1, N \rrbracket}\left|x_{i}\right|$. For $x \in \mathbb{R}^{N}$ and $r>0$, we denote $B_{\infty}(x, r)=\{y \in$ $\left.\mathbb{R}^{N},\|y-x\|_{\infty}<r\right\}$.
For any vector $x=\left(x_{1}, \ldots, x_{N}\right)^{T} \in \mathbb{R}^{N}$, we define $\operatorname{sign}(x)=\left(\operatorname{sign}\left(x_{1}\right), \ldots, \operatorname{sign}\left(x_{N}\right)\right)^{T} \in$ $\{-1,0,1\}^{N}$ as the vector whose $i^{t h}$ component is equal to

$$
\operatorname{sign}\left(x_{i}\right)= \begin{cases}1 & \text { if } x_{i}>0 \\ 0 & \text { if } x_{i}=0 \\ -1 & \text { if } x_{i}<0\end{cases}
$$

For any matrix $M \in \mathbb{R}^{n \times N}$, for all $i \in \llbracket 1, n \rrbracket$, we denote by $M_{i,}$ : the $i^{\text {th }}$ line of $M$. The vector $M_{i,}$ is a line vector whose $j^{\text {th }}$ component is $M_{i, j}$. Similarly, for $j \in \llbracket 1, N \rrbracket$, we denote by $M_{:, j}$ the $j^{\text {th }}$ column of $M$, which is the column vector whose $i^{\text {th }}$ component is $M_{i, j}$. For any matrix $M \in \mathbb{R}^{n \times N}$, we denote by $M^{T} \in \mathbb{R}^{N \times n}$ the transpose matrix of $M$.
We denote by $\operatorname{Id}_{N}$ the $N \times N$ identity matrix and by $\mathbb{1}_{N}$ the vector $(1,1, \ldots, 1)^{T} \in \mathbb{R}^{N}$. If $\lambda \in \mathbb{R}^{N}$ is a vector of size $N$, for some $N \in \mathbb{N}^{*}$, we denote by $\operatorname{Diag}(\lambda)$ the $N \times N$ matrix defined by:

$$
\operatorname{Diag}(\lambda)_{i, j}= \begin{cases}\lambda_{i} & \text { if } i=j \\ 0 & \text { otherwise }\end{cases}
$$

If $X$ and $Y$ are two sets and $h: X \rightarrow Y$ is a function, for a subset $A \subset Y$, we denote by $h^{-1}(A)$ the preimage of $A$ under $f$, that is

$$
h^{-1}(A)=\{x \in X, h(x) \in A\} .
$$

Note that this does not require the function $h$ to be injective.
For any $n, N \in \mathbb{N}^{*}$ and any differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$, for all $x \in \mathbb{R}^{n}$, we denote by $D f(x)$ its differential at the point $x$, i.e. the linear application $D f(x): \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ satisfying, for all $h \in \mathbb{R}^{n}$,

$$
f(x+h)=f(x)+D f(x) \cdot h+o(h)
$$

If we denote by $x_{j}$ and $h_{j}$ the components of $x$ and $h$, for $j \in \llbracket 1, n \rrbracket$, we have

$$
D f(x) \cdot h=\sum_{j=1}^{n} \frac{\partial f}{\partial x_{j}}(x) h_{j}
$$

where for all $j, \frac{\partial f}{\partial x_{j}}(x) \in \mathbb{R}^{N}$. If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ is a linear application, we denote by $\operatorname{Ker} f$ the set $\left\{x \in \mathbb{R}^{n}, f(x)=0\right\}$, which is a linear subset of $\mathbb{R}^{n}$.

## B The lifting operator $\phi$

Let us introduce the notion of 'path', extending the definition in Section 2.2. A path is a sequence of neurons $\left(v_{k}, v_{k+1}, \ldots, v_{l}\right) \in V_{k} \times V_{k+1} \times \cdots \times V_{l}$, for integers $k, l$ satisfying $0 \leq k \leq l \leq L$. In particular, for all $l \in \llbracket 0, L-1 \rrbracket$, the set $\mathcal{P}_{l}$ defined in Section 2.2 contains all the paths starting from layer $l$ and ending in layer $L-1$. We recall

$$
\mathcal{P}=\left(\bigcup_{l=0}^{L-1} \mathcal{P}_{l}\right) \cup\{\beta\} .
$$

If $k, l, m \in \mathbb{N}$ are three integers satisfying $0 \leq k<l \leq m \leq L$, and $p=\left(v_{k}, \ldots, v_{l-1}\right) \in$ $V_{k} \times \cdots \times V_{l-1}$ and $p^{\prime}=\left(v_{l}, \ldots, v_{m}\right) \in V_{l} \times \cdots \times V_{m}$ are two paths such that $p$ ends in the layer preceding the starting layer of $p^{\prime}$, we define the union of the paths by

$$
p \cup p^{\prime}=\left(v_{k}, \ldots, v_{l-1}, v_{l}, \ldots v_{m}\right) \in V_{k} \times \cdots \times V_{m}
$$

Before proving Proposition 1, let us compare briefly our construction to [37]. The lifting operator $\phi$ introduced in Section 2.2] is similar to the operator $\Phi$ in [37], except that $\Phi$ does not take a matrix form. The operator $\alpha(x, \theta)$ introduced in Section 2.2 corresponds partly to the object $\overline{\boldsymbol{\alpha}}(\theta, x)$ in [37]. One of the differences is that $\overline{\boldsymbol{\alpha}}(\theta, x)$ does not include any product with $x_{v_{0}}$ in its entries, as does $\alpha(x, \theta)$. Finally, a similar statement to Proposition 1 and a similar proof can be found in [37]. However, one of the present contributions is to simplify the construction.
Let us now prove Proposition 1. which we restate here.
Proposition 12. For all $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ and all $x \in \mathbb{R}^{V_{0}}$,

$$
f_{\theta}(x)^{T}=\alpha(x, \theta) \phi(\theta)
$$

Proof. Let us prove first the following expression, for all $v_{L} \in V_{L}$ :

$$
\begin{gather*}
f_{\theta}(x)_{v_{L}}=\left(\sum_{v_{0} \in V_{0}} x_{v_{0}} w_{v_{0} \rightarrow v_{1}} \prod_{l=1}^{L-1} a_{v_{l}}(x, \theta) w_{v_{l} \rightarrow v_{l+1}}\right) \\
\vdots \\
v_{L-1} \in V_{L-1}  \tag{15}\\
\\
+\left(\sum_{l=1}^{L-1} \sum_{v_{l} \in V_{l}} b_{v_{l}} \prod_{l^{\prime}=l}^{L-1} a_{v_{l^{\prime}}}(x, \theta) w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}\right)+b_{v_{L}} \\
\vdots \\
v_{L-1} \in V_{L-1}
\end{gather*}
$$

We prove this by induction on the number $L$ of layers of the network.
Initialization $(L=2)$. Let $v_{2} \in V_{2}$.

$$
\begin{aligned}
f_{\theta}(x)_{v_{2}} & =\left(W_{2}\right)_{v_{2},:} \sigma\left(W_{1} x+b_{1}\right)+b_{v_{2}} \\
& =\left(\sum_{v_{1} \in V_{1}} w_{v_{1} \rightarrow v_{2}}\left[\sigma\left(W_{1} x+b_{1}\right)\right]_{v_{1}}\right)+b_{v_{2}} \\
& =\left(\sum_{v_{1} \in V_{1}} w_{v_{1} \rightarrow v_{2}} \sigma\left(\left(W_{1}\right)_{v_{1},:} x+b_{v_{1}}\right)\right)+b_{v_{2}} \\
& =\left(\sum_{v_{1} \in V_{1}} w_{v_{1} \rightarrow v_{2}} a_{v_{1}}(x, \theta)\left(\sum_{v_{0} \in V_{0}} w_{v_{0} \rightarrow v_{1}} x_{v_{0}}+b_{v_{1}}\right)\right)+b_{v_{2}} \\
& =\left(\sum_{v_{0} \in V_{0}} w_{v_{1} \rightarrow v_{2}} a_{v_{1}}(x, \theta) w_{v_{0} \rightarrow v_{1}} x_{v_{0}}\right)+\left(\sum_{v_{1} \in V_{1}} w_{v_{1} \rightarrow v_{2}} a_{v_{1}}(x, \theta) b_{v_{1}}\right)+b_{v_{2}} \\
& =\left(\sum_{\substack{v_{0} \in V_{0} \\
v_{1} \in V_{1}}} x_{v_{0}} w_{v_{0} \rightarrow v_{1}} a_{v_{1}}(x, \theta) w_{v_{1} \rightarrow v_{2}}\right)+\left(\sum_{v_{1} \in V_{1}} b_{v_{1}} a_{v_{1}}(x, \theta) w_{v_{1} \rightarrow v_{2}}\right)+b_{v_{2}}
\end{aligned}
$$

which proves (15], when $L=2$.
Now let $L \geq 3$ and suppose (15) holds for all ReLU networks with $L-1$ layers. Let us consider a network with $L$ layers.

Let us denote by $g_{\theta}(x)$ the output of the $L-1$ first layers of the network pre-activation (before applying the ReLUs of the layer $L-1$ ). The function $g_{\theta}$ is that of a ReLU network with $L-1$ layers, and we have

$$
f_{\theta}(x)=W_{L} \sigma\left(g_{\theta}(x)\right)+b_{L} .
$$

Let $v_{L} \in V_{L}$. We thus have

$$
\begin{equation*}
f_{\theta}(x)_{v_{L}}=\sum_{v_{L-1} \in V_{L-1}} w_{v_{L-1} \rightarrow v_{L}} \sigma\left(g_{\theta}(x)_{v_{L-1}}\right)+b_{v_{L}} . \tag{16}
\end{equation*}
$$

By the induction hypothesis, for all $v_{L-1} \in V_{L-1}, g_{\theta}(x)_{v_{L-1}}$ can be expressed with (15). Considering that $\sigma\left(g_{\theta}(x)_{v_{L-1}}\right)=a_{v_{L-1}}(x, \theta) g_{\theta}(x)_{v_{L-1}}$ and replacing $g_{\theta}(x)_{v_{L-1}}$ by its expression using (15), (16) becomes

$$
\begin{aligned}
& f_{\theta}(x)_{v_{L}}=\sum_{v_{L-1} \in V_{L-1}} w_{v_{L-1} \rightarrow v_{L}} a_{v_{L-1}}(x, \theta)\left[\left(\sum_{v_{0} \in V_{0}} x_{v_{0}} w_{v_{0} \rightarrow v_{1}} \prod_{l=1}^{L-2} a_{v_{l}}(x, \theta) w_{v_{l} \rightarrow v_{l+1}}\right)\right. \\
& v_{v_{L-2}} \dot{\dot{\epsilon}} V_{L-2} \\
& \left.+\left(\sum_{l=1}^{L-2} \sum_{v_{l} \in V_{l}} b_{v_{l}} \prod_{l^{\prime}=l}^{L-2} a_{v_{l^{\prime}}}(x, \theta) w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}\right)+b_{v_{L-1}}\right]+b_{v_{L}} \\
& \begin{array}{c}
\vdots \\
v_{L-2} \dot{\epsilon} V_{L-2}
\end{array} \\
& =\left(\sum_{v_{0} \in V_{0}} w_{v_{L-1} \rightarrow v_{L}} a_{v_{L-1}}(x, \theta) x_{v_{0}} w_{v_{0} \rightarrow v_{1}} \prod_{l=1}^{L-2} a_{v_{l}}(x, \theta) w_{v_{l} \rightarrow v_{l+1}}\right) \\
& v_{v_{L-1}} \dot{\dot{\epsilon}} V_{L-1} \\
& +\left(\sum_{l=1}^{L-2} \sum_{v_{l} \in V_{l}} w_{v_{L-1} \rightarrow v_{L}} a_{v_{L-1}}(x, \theta) b_{v_{l}} \prod_{l^{\prime}=l}^{L-2} a_{v_{l^{\prime}}}(x, \theta) w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}\right) \\
& v_{v_{L-1} \dot{\epsilon} V_{L-1}} \\
& +\left(\sum_{v_{L-1} \in V_{L-1}} w_{v_{L-1} \rightarrow v_{L}} a_{v_{L-1}}(x, \theta) b_{v_{L-1}}\right)+b_{v_{L}} \\
& =\left(\sum_{v_{0} \in V_{0}} x_{v_{0}} w_{v_{0} \rightarrow v_{1}} \prod_{l=1}^{L-1} a_{v_{l}}(x, \theta) w_{v_{l} \rightarrow v_{l+1}}\right) \\
& \begin{array}{c}
\vdots \\
v_{L-1} \dot{\epsilon} V_{L-1}
\end{array} \\
& +\left(\sum_{l=1}^{L-1} \sum_{v_{l} \in V_{l}} b_{v_{l}} \prod_{l^{\prime}=l}^{L-1} a_{v_{l^{\prime}}}(x, \theta) w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}\right)+b_{v_{L}}, \\
& \begin{array}{c}
\vdots \\
v_{L-1} \dot{\epsilon} V_{L-1}
\end{array}
\end{aligned}
$$

which proves 15 holds for ReLU networks with $L$ layers. This ends the induction, and we conclude that (15) holds for all ReLU networks.

We can now use this expression to prove Proposition 12. The first sum in (15) is taken over all the paths $p=\left(v_{0}, \ldots, v_{L-1}\right) \in \mathcal{P}_{0}$, and each summand can be written as
$x_{v_{0}} w_{v_{0} \rightarrow v_{1}} \prod_{l=1}^{L-1} a_{v_{l}}(x, \theta) w_{v_{l} \rightarrow v_{l+1}}=\left(x_{v_{0}} \prod_{l=1}^{L-1} a_{v_{l}}(x, \theta)\right)\left(\prod_{l=0}^{L-1} w_{v_{l} \rightarrow v_{l+1}}\right)=\alpha_{p}(x, \theta) \phi_{p, v_{L}}(\theta)$.

For all $l \in \llbracket 1, L-1 \rrbracket$, the inner sum of the double sum in 15 is taken over all the paths $p=$ $\left(v_{l}, \ldots, v_{L-1}\right) \in \mathcal{P}_{l}$, and each summand can be written as

$$
b_{v_{l}} \prod_{l^{\prime}=l}^{L-1} a_{v_{l^{\prime}}}(x, \theta) w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}=\left(\prod_{l^{\prime}=l}^{L-1} a_{v_{l^{\prime}}}(x, \theta)\right)\left(b_{v_{l}} \prod_{l^{\prime}=l}^{L-1} w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}\right)=\alpha_{p}(x, \theta) \phi_{p, v_{L}}(\theta) .
$$

And finally, we can also write

$$
b_{v_{L}}=\alpha_{\beta}(x, \theta) \phi_{\beta, v_{L}}(\theta) .
$$

Joining all these sums and denoting $\phi_{:, v_{L}}(\theta)=\left(\phi_{p, v_{L}}(\theta)\right)_{p \in \mathcal{P}} \in \mathbb{R}^{\mathcal{P}}$, we have

$$
f_{\theta}(x)_{v_{L}}=\sum_{p \in \mathcal{P}} \alpha_{p}(x, \theta) \phi_{p, v_{L}}(\theta)=\alpha(x, \theta) \phi_{:, v_{L}}(\theta)
$$

so in other words,

$$
f_{\theta}(x)^{T}=\alpha(x, \theta) \phi(\theta)
$$

We restate here and prove Proposition 2 .
Proposition 13. For all $n \in \mathbb{N}^{*}$, for all $X \in \mathbb{R}^{n \times V_{0}}$, the mapping

$$
\begin{aligned}
\alpha_{X}: \mathbb{R}^{E} \times \mathbb{R}^{B} & \longrightarrow \mathbb{R}^{n \times \mathcal{P}} \\
\theta & \longmapsto \alpha(X, \theta)
\end{aligned}
$$

appearing in (3) is piecewise-constant, with a finite number of pieces. Furthermore, the boundary of each piece has Lebesgue measure zero. We call $\Delta_{X}$ the union of all the boundaries. The set $\Delta_{X}$ is closed and has Lebesgue measure zero.

Proof. Let us first notice that for any $i \in \llbracket 1, n \rrbracket$, for any $l \in \llbracket 1, L-1 \rrbracket$,

$$
\left(a_{v}\left(x^{i}, \theta\right)\right)_{v \in V_{1} \cup \cdots \cup V_{l-1}} \in\{0,1\}^{V_{1} \cup \ldots \cup V_{l-1}}
$$

takes at most $2^{N_{1}+\cdots+N_{l-1}}$ distinct values, so the mapping $\theta \mapsto\left(a_{v}\left(x^{i}, \theta\right)\right)_{v \in V_{1} \cup \ldots \cup V_{l-1}}$ is piecewise constant, with a finite number of pieces.
Let $i \in \llbracket 1, n \rrbracket$. Let $l \in \llbracket 1, L-1 \rrbracket$ and $v \in V_{l}$. Recall the definition of $f_{l-1}$, as given in Section 2.1 The function $\theta \rightarrow a_{v}\left(x^{i}, \theta\right)$ takes only two values, 1 or 0 , and its values are determined by the sign of

$$
\begin{equation*}
\sum_{v^{\prime} \in V_{l-1}} w_{v^{\prime} \rightarrow v} f_{l-1}\left(x^{i}\right)_{v^{\prime}}+b_{v} \tag{17}
\end{equation*}
$$

For all $v^{\prime} \in V_{l-1}$, the value of $f_{l-1}\left(x^{i}\right)_{v^{\prime}}$ depends on $\theta$. On a piece $P \subset \mathbb{R}^{E} \times \mathbb{R}^{B}$ such that $\left(a_{v^{\prime \prime}}\left(x^{i}, \theta\right)\right)_{v^{\prime \prime} \in V_{1} \cup \ldots \cup V_{l-1}}$ is constant, this dependence is polynomial. Thus, on $P$, the value of (17) is a polynomial function of $\theta$, and since the coefficient applied to $b_{v}$ is equal to 1 , the corresponding polynomial is non constant. Since the values of $a_{v}\left(x^{i}, \theta\right)$ are determined by the sign of (17), inside $P$, the boundary between $\left\{\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}, a_{v}\left(x^{i}, \theta\right)=0\right\}$ and $\left\{\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}, a_{v}\left(x^{i}, \theta\right)=1\right\}$ is included in the set of $\theta$ for which (17) equals 0 . This piece of boundary is thus contained in a level set of a non constant polynomial, whose Lebesgue measure is zero.
Since there is a finite number of pieces $P$, the Lebesgue measure of the boundary between $\{\theta \in$ $\left.\mathbb{R}^{E} \times \mathbb{R}^{B}, a_{v}\left(x^{i}, \theta\right)=0\right\}$ and $\left\{\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}, a_{v}\left(x^{i}, \theta\right)=1\right\}$, which is contained in the union of the boundaries on all the pieces $P$, is thus equal to 0 .
Since this is true for all $l \in \llbracket 1, L-1 \rrbracket$ and all $v \in V_{l}$, the boundary of a piece over which $\left(a_{v}\left(x^{i}, \theta\right)\right)_{v \in V_{1} \cup \ldots \cup V_{L-1}}$ is constant also has Lebesgue measure zero.

Now since, for all $x^{i}$, the value of $\alpha\left(x^{i}, \theta\right)$ only depends on $\left(a_{v}\left(x^{i}, \theta\right)\right)_{v \in V_{1} \cup \ldots \cup V_{L-1}}$ and since $\alpha_{X}(\theta)$ is a matrix whose lines are the vectors $\alpha\left(x^{i}, \theta\right)$, we can conclude that $\begin{aligned} \alpha_{X}: \mathbb{R}^{E} \times \mathbb{R}^{B} & \longrightarrow \mathbb{R}^{n \times \mathcal{P}} \\ \theta & \longmapsto \alpha(X, \theta)\end{aligned}$ is piecewise-constant, with a finite number of pieces, and that the boundary of each piece has Lebesgue measure zero.
A boundary is, by definition, closed. Finally, a finite union of closed sets with Lebesgue measure 0, as $\Delta_{X}$ is, is closed and has Lebesgue measure 0 .

For convenience, we introduce the two following notations. Let $l \in \llbracket 0, L \rrbracket$. For any $l^{\prime} \in \llbracket 0, l \rrbracket$ and any path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l}\right) \in V_{l^{\prime}} \times \cdots \times V_{l}$, we denote

$$
\theta_{p_{i}}= \begin{cases}\prod_{k=0}^{l-1} w_{v_{k} \rightarrow v_{k+1}} & \text { if } l^{\prime}=0  \tag{18}\\ b_{l^{\prime}} \prod_{k=l^{\prime}}^{l-1} w_{v_{k} \rightarrow v_{k+1}} & \text { if } l^{\prime} \geq 1\end{cases}
$$

where as a classic convention, an empty product is equal to 1 . In particular, if $l=0$, for any $p_{i}=\left(v_{0}\right) \in V_{0}$, we have $\theta_{p_{i}}=1$. For any path $p_{o}=\left(v_{l}, \ldots, v_{L}\right) \in V_{l} \times \cdots \times V_{L}$, we denote

$$
\begin{equation*}
\theta_{p_{o}}=\prod_{k=l}^{L-1} w_{v_{k} \rightarrow v_{k+1}} \tag{19}
\end{equation*}
$$

with again the convention that an empty product is equal to 1 , so if $l=L, \theta_{p_{o}}=1$.
Some attention must be paid to the fact that for any $l^{\prime} \in \llbracket 1, L \rrbracket$, if we take $p_{i}$ in the case $l=L$ and $p_{o}$ in the case $l=l^{\prime}$, it is possible to have

$$
p_{i}=\left(v_{l^{\prime}}, \ldots, v_{L}\right)=p_{o},
$$

but in that case we DO NOT have $\theta_{p_{i}}=\theta_{p_{o}}$, since $\theta_{p_{i}}=b_{l^{\prime}} \prod_{k=l^{\prime}}^{L-1} w_{v_{k} \rightarrow v_{k+1}}$ and $\theta_{p_{o}}=$ $\prod_{k=l^{\prime}}^{L-1} w_{v_{k} \rightarrow v_{k+1}}$. We will always denote the paths $p_{i}$ and $p_{o}$ with an (as in 'input') or an o (as in 'output') to clarify which definition is used.
When considering another parameterization $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, we denote by $\tilde{\theta}_{p_{i}}$ and $\tilde{\theta}_{p_{o}}$ the corresponding objects.
We establish different characterizations of the set $S$ defined in Section 2.3 that will be useful in the proofs. As mentioned in Section 2.3 , the subset of parameters $\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$ is close to the notion of 'admissible' parameter in [37], but is slightly larger since the condition $w_{\bullet \rightarrow v} \neq 0$ is replaced by $\left(w_{\bullet \rightarrow v}, b_{v}\right) \neq(0,0)$, for each hidden neuron $v$.
Proposition 14. Let $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$. The following statements are equivalent.
i) $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$.
ii) For all $l \in \llbracket 1, L-1 \rrbracket$ and all $v_{l} \in V_{l}$, there exist $l^{\prime} \in \llbracket 0, l \rrbracket$, a path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l}\right) \in V_{l^{\prime}} \times \cdots \times V_{l}$ and a path $p_{o}=\left(v_{l}, \ldots, v_{L}\right) \in V_{l} \times \cdots \times V_{L}$ such that

$$
\theta_{p_{i}} \neq 0 \quad \text { and } \quad \theta_{p_{o}} \neq 0
$$

iii) For all $l \in \llbracket 1, L-1 \rrbracket$ and all $v_{l} \in V_{l}$, there exist $l^{\prime} \in \llbracket 0, l \rrbracket$, a path $p=\left(v_{l^{\prime}}, \ldots, v_{l}, \ldots, v_{L-1}\right) \in$ $\mathcal{P}_{l^{\prime}}$ and $v_{L} \in V_{L}$ such that

$$
\phi_{p, v_{L}}(\theta) \neq 0
$$

Proof. Let us show successively that $i) \Rightarrow i i), i i) \Rightarrow i i i)$ and $i i i) \Rightarrow i$.
$i) \rightarrow i i)$ Let $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$. Let us show $\left.i i\right)$ holds.
Let $l \in \llbracket 1, L \rrbracket$ and $v_{l} \in V_{l}$. To form a path $p_{i}$ satisfying the condition, we follow the procedure:

```
\(p_{i} \leftarrow\left(v_{l}\right)\)
\(k \leftarrow l\)
while \(k \geq 1\) and \(b_{k}=0\) do
    \(\exists v_{k-1} \in V_{k-1}, w_{v_{k-1} \rightarrow v_{k}} \neq 0\)
    \(p_{i} \leftarrow\left(v_{k-1}, p_{i}\right)\)
    \(k \leftarrow k-1\)
end while
\(l^{\prime} \leftarrow k\)
```

The existence of $v_{k-1}$ in the loop is guaranteed by the fact that $\theta \notin S$ and $b_{k}=0$ in the condition of the while loop. In the end, we obtain a path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l}\right)$ with either $l^{\prime}>0$ and $b_{l^{\prime}} \neq 0$, or $l^{\prime}=0$. In both cases, we have by construction

$$
\theta_{p_{i}} \neq 0 .
$$

We do similarly the other way to form a path $p_{o}=\left(v_{l}, \ldots, v_{L}\right)$. We follow the procedure:

```
\(p_{o} \leftarrow\left(v_{l}\right)\)
\(k \leftarrow l\)
while \(k \leq L-1\) do
    \(\exists v_{k+1} \in V_{k+1}, w_{v_{k} \rightarrow v_{k+1}} \neq 0\)
    \(p_{o} \leftarrow\left(p_{o}, v_{k+1}\right)\)
    \(k \leftarrow k+1\)
end while
```

The existence of $v_{k+1}$ in the loop is guaranteed by the fact that $\theta \notin S$. In the end, we obtain a path $p_{o}=\left(v_{l}, \ldots, v_{L}\right)$ satisfying by construction

$$
\theta_{p_{o}} \neq 0 .
$$

ii) $\rightarrow$ iii) Let $l \in \llbracket 1, L-1 \rrbracket$ and $v_{l} \in V_{l}$. There exist $l^{\prime} \in \llbracket 0, l \rrbracket$, a path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l}\right) \in$ $V_{l^{\prime}} \times \cdots \times V_{l}$ and a path $p_{o}=\left(v_{l}, \ldots, v_{L}\right) \in V_{l} \times \cdots \times V_{L}$ such that

$$
\theta_{p_{i}} \neq 0 \quad \text { and } \quad \theta_{p_{o}} \neq 0
$$

Denoting $p=\left(v_{l^{\prime}}, \ldots, v_{l}, \ldots, v_{L-1}\right)$, we have

$$
\phi_{p, v_{L}}(\theta)=\theta_{p_{i}} \theta_{p_{o}} \neq 0
$$

$i i i) \rightarrow i$ ) Let us show the contrapositive: let $\theta \in S$, and let us show the statement $i i i$ ) is not true. Indeed, if $\theta \in S$, there exist $l \in \llbracket 1, L-1 \rrbracket$ and $v_{l} \in V_{l}$ such that $\left(w_{\bullet \rightarrow v_{l}}, b_{v_{l}}\right)=(0,0)$ or $w_{v_{l} \rightarrow \bullet}=0$. Consider a path $p=\left(v_{l^{\prime}}, \ldots, v_{l}, \ldots, v_{L-1}\right)$ and $v_{L} \in V_{L}$. We have

$$
\phi_{p, v_{L}}(\theta)= \begin{cases}b_{v_{l^{\prime}}} w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}} \ldots w_{v_{l-1} \rightarrow v_{l}} w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}} & \text { if } l^{\prime} \geq 1 \\ w_{v_{0} \rightarrow v_{1}} \ldots w_{v_{l-1} \rightarrow v_{l}} w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}} & \text { if } l^{\prime}=0\end{cases}
$$

If $\left(w_{\bullet \rightarrow v_{l}}, b_{v_{l}}\right)=(0,0)$, either $l^{\prime}=l$ and $b_{v_{l^{\prime}}}=0$ so $\phi_{p, v_{L}}(\theta)=0$, or $l^{\prime}<l$ and since $w_{v_{l-1} \rightarrow v_{l}}=0$, we have $\phi_{p, v_{L}}(\theta)=0$.
If $w_{v_{l} \rightarrow \bullet}=0, w_{v_{l} \rightarrow v_{l+1}}=0$ so $\phi_{p, v_{L}}(\theta)=0$. Thus $\left.i i i\right)$ is not satisfied.
We restate and prove Proposition 4
Proposition 15. For all $\theta, \tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, we have

$$
\theta \stackrel{R}{\sim} \tilde{\theta} \quad \Longrightarrow \quad \phi(\theta)=\phi(\tilde{\theta})
$$

and thus in particular

$$
\theta \sim \tilde{\theta} \quad \Longrightarrow \quad \phi(\theta)=\phi(\tilde{\theta})
$$

Proof. Let $\theta, \tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ such that $\theta \stackrel{R}{\sim} \tilde{\theta}$. There exists a family $\left(\lambda^{0}, \ldots, \lambda^{L}\right) \in\left(\mathbb{R}^{*}\right)^{V_{0}} \times \cdots \times$ $\left(\mathbb{R}^{*}\right)^{V_{L}}$, with $\lambda^{0}=\mathbb{1}_{V_{0}}$ and $\lambda^{L}=\mathbb{1}_{V_{L}}$, such that for all $l \in \llbracket 1, L \rrbracket$, for all $\left(v_{l-1}, v_{l}\right) \in V_{l-1} \times V_{l}$, (6) holds. We consider first a path $p=\left(v_{0}, \ldots, v_{L-1}\right) \in \mathcal{P}_{0}$ and $v_{L} \in V_{L}$. Using (6) and the fact that $\lambda_{v_{0}}^{0}=\lambda_{v_{L}}^{L}=1$, we have

$$
\phi_{p, v_{L}}(\theta)=\prod_{l=1}^{L} w_{v_{l-1} \rightarrow v_{l}}=\prod_{l=1}^{L} \frac{\lambda_{v_{l}}^{l}}{\lambda_{v_{l-1}}^{l-1}} \tilde{w}_{v_{l-1} \rightarrow v_{l}}=\frac{\lambda_{v_{L}}^{L}}{\lambda_{v_{0}}^{0}} \prod_{l=1}^{L} \tilde{w}_{v_{l-1} \rightarrow v_{l}}=\phi_{p, v_{L}}(\tilde{\theta}) .
$$

Similarly, for $l \in \llbracket 1, L-1 \rrbracket$ and a path $p=\left(v_{l}, \ldots, v_{L-1}\right) \in \mathcal{P}_{l}$, and for all $v_{L} \in V_{L}$, we have, using (6) and the fact that $\lambda_{v_{L}}^{L}=1$,

$$
\begin{aligned}
\phi_{p, v_{L}}(\theta) & =b_{v_{l}} \prod_{l^{\prime}=l+1}^{L} w_{v_{l^{\prime}-1} \rightarrow v_{l^{\prime}}}=\lambda_{v_{l}}^{l} \tilde{b}_{v_{l}} \prod_{l^{\prime}=l+1}^{L} \frac{\lambda_{v_{l^{\prime}}}^{l^{\prime}}}{\lambda_{v_{l^{\prime}-1}^{\prime}}^{l^{\prime}-1}} \tilde{w}_{v_{l^{\prime}-1} \rightarrow v_{l^{\prime}}}=\lambda_{v_{L}}^{L} \tilde{b}_{v_{l}} \prod_{l^{\prime}=l+1}^{L} \tilde{w}_{v_{l^{\prime}-1} \rightarrow v_{l^{\prime}}} \\
& =\phi_{p, v_{L}}(\tilde{\theta}) .
\end{aligned}
$$

Finally, for $p=\beta$ and $v_{L} \in V_{L}$, we have

$$
\phi_{p, v_{L}}(\theta)=b_{v_{L}}=\lambda_{v_{L}}^{L} \tilde{b}_{v_{L}}=\tilde{b}_{v_{L}}=\phi_{p, v_{L}}(\tilde{\theta}) .
$$

This shows $\phi(\theta)=\phi(\tilde{\theta})$.
For the second implication, we simply use the fact that if $\theta \sim \tilde{\theta}$, in particular, $\theta \stackrel{R}{\sim} \tilde{\theta}$.

Corollary 16. The set $\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$ is stable by rescaling equivalence: if $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, and $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ satisfies $\theta \stackrel{R}{\sim} \tilde{\theta}$, then $\tilde{\theta} \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$.

Proof. Let $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$ and $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ such that $\theta \stackrel{R}{\sim} \tilde{\theta}$. Proposition 15 shows that $\phi(\tilde{\theta})=\phi(\theta)$.
Let $l \in \llbracket 1, L \rrbracket$ and $v \in V_{l}$. Since $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, according to Proposition 14 there exists $l^{\prime} \in \llbracket 0, l \rrbracket$, a path $p=\left(v_{l^{\prime}}, \ldots, v_{l}, \ldots, v_{L-1}\right)$ and $v_{L} \in V_{L}$ such that $\phi_{p, v_{L}}(\theta) \neq 0$. We have

$$
\phi_{p, v_{L}}(\tilde{\theta})=\phi_{p, v_{L}}(\theta) \neq 0
$$

and since this is true for any $l \in \llbracket 1, L \rrbracket$ and $v \in V_{l}$, Proposition 14 shows that $\tilde{\theta} \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$.

We restate and prove Proposition 5
Proposition 17. For all $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, for all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$,

$$
\phi(\theta)=\phi(\tilde{\theta}) \quad \Longrightarrow \quad \theta \stackrel{R}{\sim} \tilde{\theta}
$$

Proof. Let us choose $\left(\lambda^{0}, \ldots, \lambda^{L}\right) \in\left(\mathbb{R}^{*}\right)^{V_{0}} \times \cdots \times\left(\mathbb{R}^{*}\right)^{V_{L}}$ as follows. For all $l \in \llbracket 1, L-1 \rrbracket$ and all $v_{l} \in V_{l}$, since $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, Proposition 14 shows that there exists a path $p_{o}\left(v_{l}\right)=$ $\left(v_{l}, \ldots, v_{L}\right) \in V_{l} \times \cdots \times V_{L}$ such that $\theta_{p_{o}\left(v_{l}\right)} \neq 0$. Let us define $\lambda^{0}=\mathbb{1}_{V_{0}}, \lambda^{L}=\mathbb{1}_{V_{L}}$ and for all $l \in \llbracket 1, L-1 \rrbracket$,

$$
\lambda_{v_{l}}^{l}=\frac{\tilde{\theta}_{p_{o}\left(v_{l}\right)}}{\theta_{p_{o}\left(v_{l}\right)}}
$$

The value of $\lambda_{v_{l}}^{l}$ a priori depends on the choice of the path $p_{o}\left(v_{l}\right)$, but the first of the two following facts, that we are going to prove, shows it only depends on $v_{l}$, since in 20, $p_{i}$ does not depend on $p_{o}\left(v_{l}\right)$.

- For all $l \in \llbracket 0, L \rrbracket$, for all $v_{l} \in V_{l}$, for any $l^{\prime} \in \llbracket 0, l \rrbracket$ and any $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l}\right) \in$ $V_{l^{\prime}} \times \cdots \times V_{l}$,

$$
\begin{equation*}
\theta_{p_{i}}=\lambda_{v_{l}}^{l} \tilde{\theta}_{p_{i}} . \tag{20}
\end{equation*}
$$

- For all $l \in \llbracket 0, L \rrbracket$, for all $v_{l} \in V_{l}, \lambda_{v_{l}}^{l} \neq 0$.

Indeed, let $l \in \llbracket 0, L \rrbracket$ and let us consider $l^{\prime} \in \llbracket 0, l \rrbracket$ and a path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l}\right) \in V_{l^{\prime}} \times$ $\cdots \times V_{l}$. Let $v_{l+1}, \ldots, v_{L} \in V_{l+1} \times \cdots \times V_{L}$ such that $p_{o}\left(v_{l}\right)=\left(v_{l}, v_{l+1}, \ldots, v_{L}\right)$. Let $p=\left(v_{l^{\prime}}, \ldots, v_{l}, \ldots, v_{L-1}\right) \in \mathcal{P}_{l^{\prime}}$ so that $p_{i} \cup p_{o}\left(v_{l}\right)=p \cup\left(v_{L}\right)$. We have by hypothesis

$$
\theta_{p_{i}} \theta_{p_{o}\left(v_{l}\right)}=\phi_{p, v_{L}}(\theta)=\phi_{p, v_{L}}(\tilde{\theta})=\tilde{\theta}_{p_{i}} \tilde{\theta}_{p_{o}\left(v_{l}\right)}
$$

thus

$$
\theta_{p_{i}}=\frac{\tilde{\theta}_{p_{o}\left(v_{l}\right)}}{\theta_{p_{o}\left(v_{l}\right)}} \tilde{\theta}_{p_{i}}=\lambda_{v_{l}}^{l} \tilde{\theta}_{p_{i}}
$$

which proves the first point. To prove the second point, we simply use Proposition 14 to consider a path $p_{i}$ such that $\theta_{p_{i}} \neq 0$, and (20) shows that $\lambda_{v_{l}}^{l} \neq 0$.

Let us now prove the rescaling equivalence. Let $l \in \llbracket 1, L \rrbracket$, and let $\left(v_{l-1}, v_{l}\right) \in V_{l-1} \times V_{l}$. Let us consider, thanks to Proposition $14, l^{\prime} \in \llbracket 0, l-1 \rrbracket$ and a path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l-1}\right) \in V_{l^{\prime}} \times \cdots \times V_{l-1}$ such that $\theta_{p_{i}} \neq 0$. The relation (20) shows we also have $\tilde{\theta}_{p_{i}} \neq 0$. Let $p_{i}^{\prime}=p_{i} \cup\left(v_{l}\right)$. Using (20) with $\theta_{p_{i}^{\prime}}$ we have

$$
\theta_{p_{i}} w_{v_{l-1} \rightarrow v_{l}}=\theta_{p_{i}^{\prime}}=\lambda_{v_{l}}^{l} \tilde{\theta}_{p_{i}^{\prime}}=\lambda_{v_{l}}^{l} \tilde{\theta}_{p_{i}} \tilde{w}_{v_{l-1} \rightarrow v_{l}} .
$$

At the same time, using (20) with $\theta_{p_{i}}$ we have,

$$
\theta_{p_{i}} w_{v_{l-1} \rightarrow v_{l}}=\lambda_{v_{l-1}}^{l-1} \tilde{\theta}_{p_{i}} w_{v_{l-1} \rightarrow v_{l}}
$$

so combining both equalities, we have

$$
\lambda_{v_{l}}^{l} \tilde{\theta}_{p_{i}} \tilde{w}_{v_{l-1} \rightarrow v_{l}}=\lambda_{v_{l-1}}^{l-1} \tilde{\theta}_{p_{i}} w_{v_{l-1} \rightarrow v_{l}}
$$

Using the fact that $\tilde{\theta}_{p_{i}} \neq 0$ and $\lambda_{v_{l-1}}^{l-1} \neq 0$, we finally obtain, for all $l \in \llbracket 1, L \rrbracket$ and all $\left(v_{l-1}, v_{l}\right) \in$ $V_{l-1} \times V_{l}$ :

$$
w_{v_{l-1} \rightarrow v_{l}}=\frac{\lambda_{v_{l}}^{l}}{\lambda_{v_{l-1}}^{l-1}} \tilde{w}_{v_{l-1} \rightarrow v_{l}}
$$

For all $l \in \llbracket 1, L \rrbracket$ and all $v_{l} \in V_{l}$, using 20 with $p_{i}=\left(v_{l}\right)$, we obtain

$$
b_{v_{l}}=\lambda_{v_{l}}^{l} \tilde{b}_{v_{l}} .
$$

This shows that (6) is satisfied for all $\left(v_{l-1}, v_{l}\right) \in V_{l-1} \times V_{l}$, and thus $\theta \stackrel{R}{\sim} \tilde{\theta}$.
The following proposition is useful in the proof of Theorem 25 and allows to improve identifiability modulo rescaling into identifiability modulo positive rescaling.
Proposition 18. For all $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, there exists $\epsilon>0$ such that for all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$,

$$
\|\theta-\tilde{\theta}\|_{\infty}<\epsilon \text { and } \theta \stackrel{R}{\sim} \tilde{\theta} \quad \Longrightarrow \quad \theta \sim \tilde{\theta}
$$

Proof. Let $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$. We define

$$
\epsilon=\min \left(\left\{\left|w_{v \rightarrow v^{\prime}}\right|, v \rightarrow v^{\prime} \in E \text { and } w_{v \rightarrow v^{\prime}} \neq 0\right\} \cup\left\{\left|b_{v}\right|, v \in B \text { and } b_{v} \neq 0\right\}\right) .
$$

Let $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ such that $\|\theta-\tilde{\theta}\|_{\infty}<\epsilon$ and $\theta \stackrel{R}{\sim} \tilde{\theta}$. To prove $\theta \sim \tilde{\theta}$, we simply have to prove $\operatorname{sign}(\theta)=\operatorname{sign}(\tilde{\theta})$. There exists $\left(\lambda^{0}, \ldots, \lambda^{L}\right) \in\left(\mathbb{R}^{*}\right)^{V_{0}} \times \cdots \times\left(\mathbb{R}^{*}\right)^{V_{L}}$, with $\lambda^{0}=\mathbb{1}_{V_{0}}$ and $\lambda^{L}=\mathbb{1}_{V_{L}}$, such that, for all $l \in \llbracket 1, L \rrbracket$, for all $\left(v_{l-1}, v_{l}\right) \in V_{l-1} \times V_{l}$, 6) holds. Let us show that $\operatorname{sign}(\theta)=\operatorname{sign}(\tilde{\theta})$.
Indeed, let $l \in \llbracket 1, L \rrbracket$, and let $\left(v, v^{\prime}\right) \in V_{l-1} \times V_{l}$. If $w_{v \rightarrow v^{\prime}} \neq 0$, then since $\left|w_{v \rightarrow v^{\prime}}-\tilde{w}_{v \rightarrow v^{\prime}}\right|<\epsilon$ and by definition $\epsilon \leq\left|w_{v \rightarrow v^{\prime}}\right|$, we have $\operatorname{sign}\left(w_{v \rightarrow v^{\prime}}\right)=\operatorname{sign}\left(\tilde{w}_{v \rightarrow v^{\prime}}\right)$. Otherwise, if $w_{v \rightarrow v^{\prime}}=0$, (6) shows that we have

$$
\tilde{w}_{v \rightarrow v^{\prime}}=\frac{\lambda_{v}^{l-1}}{\lambda_{v^{\prime}}^{l}} w_{v \rightarrow v^{\prime}}=0
$$

so we still have $\operatorname{sign}\left(w_{v \rightarrow v^{\prime}}\right)=\operatorname{sign}\left(\tilde{w}_{v \rightarrow v^{\prime}}\right)$.
Now let $l \in \llbracket 1, L \rrbracket$ and let $v \in V_{l}$. Similarly, if $b_{v} \neq 0$, we have $\left|b_{v}-\tilde{b}_{v}\right|<\epsilon \leq\left|b_{v}\right|$, so $\operatorname{sign}\left(b_{v}\right)=\operatorname{sign}\left(\tilde{b}_{v}\right)$, and if $b_{v}=0$, we have

$$
\tilde{b}_{v}=\frac{b_{v}}{\lambda_{v}^{l}}=0
$$

so again $\operatorname{sign}\left(b_{v}\right)=\operatorname{sign}\left(\tilde{b}_{v}\right)$.
This shows $\operatorname{sign}(\theta)=\operatorname{sign}(\tilde{\theta})$, so $\theta \sim \tilde{\theta}$.

## C The smooth manifold structure of $\Sigma_{1}^{*}$

In this section, we prove Theorem6 which is restated as Theorem 24 Before doing so, we establish intermediary results, some of which are evoked in Section3.
Let us discuss the cardinal of $F_{\theta}$ defined in Section 3. The set $F_{\theta}$ is obtained by removing the edges of the form $v \rightarrow s_{\max }^{\theta}(v)$ for $v \in V_{1} \cup \cdots \cup V_{L-1}$. Note that we do not remove the edges of the form $v \rightarrow s_{\max }^{\theta}(v)$ for $v \in V_{0}$. For all $l \in \llbracket 1, L-1 \rrbracket$, there are precisely $N_{l}$ edges of the form $\left(v, s_{\max }^{\theta}(v)\right)$ with $v \in V_{l}$, so

$$
\begin{aligned}
\left|F_{\theta}\right| & =|E|-\left(N_{1}+\cdots+N_{L-1}\right) \\
& =N_{0} N_{1}+\cdots+N_{L-1} N_{L}-N_{1}-\cdots-N_{L-1}
\end{aligned}
$$

As a consequence, since $|B|=N_{1}+\cdots+N_{L}$, we have in particular

$$
\begin{align*}
\left|F_{\theta}\right|+|B| & =N_{0} N_{1}+\cdots+N_{L-1} N_{L}-N_{1}-\cdots-N_{L-1}+N_{1}+\cdots+N_{L} \\
& =N_{0} N_{1}+\cdots+N_{L-1} N_{L}+N_{L} . \tag{21}
\end{align*}
$$

The following proposition is a first step towards Proposition 20, which states that $\psi^{\theta}$ is a homeomorphism.
Proposition 19. For all $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, the function $\psi^{\theta}: U_{\theta} \rightarrow \mathbb{R}^{\mathcal{P} \times V_{L}}$ is injective.
Proof. Let $\tau, \tilde{\tau} \in U_{\theta}$ such that $\psi^{\theta}(\tau)=\psi^{\theta}(\tilde{\tau})$. Let us show $\tau=\tilde{\tau}$. We have $\phi\left(\rho_{\theta}(\tau)\right)=\phi\left(\rho_{\theta}(\tilde{\tau})\right)$ and by definition of $U_{\theta}, \rho_{\theta}(\tau) \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, so by Proposition 17 we have the rescaling equivalence

$$
\rho_{\theta}(\tau) \stackrel{R}{\sim} \rho_{\theta}(\tilde{\tau}) .
$$

By definition of the rescaling equivalence, in its formulation (6), there exists $\left(\lambda^{0}, \ldots, \lambda^{L}\right) \in\left(\mathbb{R}^{*}\right)^{V_{0}} \times$ $\cdots \times\left(\mathbb{R}^{*}\right)^{V_{L}}$, with $\lambda^{0}=\mathbb{1}_{V_{0}}$ and $\lambda^{L}=\mathbb{1}_{V_{L}}$, such that, for all $l \in \llbracket 1, L \rrbracket$, for all $\left(v_{l-1}, v_{l}\right) \in V_{l-1} \times V_{l}$,

$$
\left\{\begin{array}{l}
\rho_{\theta}(\tau)_{v_{l-1} \rightarrow v_{l}}=\frac{\left(\lambda^{l}\right)_{v_{l}}}{\left(\lambda^{l-1}\right)_{v_{l-1}}} \rho_{\theta}(\tilde{\tau})_{v_{l-1} \rightarrow v_{l}}  \tag{22}\\
b_{v_{l}}=\lambda_{v_{l}}^{l} \tilde{b}_{v_{l}}
\end{array}\right.
$$

Let $l \in \llbracket 2, L \rrbracket$ and let $v_{l-1} \in V_{l-1}$. Let $v_{l}=s_{\max }^{\theta}\left(v_{l-1}\right)$. According to 22) we have

$$
\rho_{\theta}(\tau)_{v_{l-1} \rightarrow v_{l}}=\frac{\left(\lambda^{l}\right)_{v_{l}}}{\left(\lambda^{l-1}\right)_{v_{l-1}}} \rho_{\theta}(\tilde{\tau})_{v_{l-1} \rightarrow v_{l}}
$$

But since $v_{l}=s_{\max }^{\theta}\left(v_{l-1}\right)$ and $v_{l-1} \in V_{l-1}$ with $l-1 \in \llbracket 1, L-1 \rrbracket$, we have $v_{l-1} \rightarrow v_{l} \in E \backslash F_{\theta}$, so by definition of $\rho_{\theta}$ in (9),

$$
\rho_{\theta}(\tau)_{v_{l-1} \rightarrow v_{l}}=w_{v_{l-1} \rightarrow v_{l}}=\rho_{\theta}(\tilde{\tau})_{v_{l-1} \rightarrow v_{l}} \neq 0
$$

so $\frac{\left(\lambda^{l}\right)_{v_{l}}}{\left(\lambda^{l-1}\right)_{v_{l-1}}}=1$.
We have shown that for all $l \in \llbracket 2, L \rrbracket$, for all $v_{l-1} \in V_{l-1}$, there exists $v_{l} \in V_{l}$ such that

$$
\left(\lambda^{l-1}\right)_{v_{l-1}}=\left(\lambda^{l}\right)_{v_{l}}
$$

As a consequence, if $l$ is such that $\lambda^{l}=\mathbb{1}_{V_{l}}$, then $\lambda^{l-1}=\mathbb{1}_{V_{l-1}}$.
Starting from $\lambda^{L}=\mathbb{1}_{V_{L}}$, this shows by induction that for all $l \in \llbracket 1, L \rrbracket$,

$$
\lambda^{l}=\mathbb{1}_{V_{l}}
$$

By hypothesis we also have $\lambda^{0}=\mathbb{1}_{V_{0}}$. Using (22), this shows that

$$
\rho_{\theta}(\tau)=\rho_{\theta}(\tilde{\tau})
$$

The injectivity of $\rho_{\theta}$ allows us to conclude that

$$
\tau=\tilde{\tau}
$$

The following proposition shows, as mentioned in Section 3, that $\psi^{\theta}$ is a homeomorphism. This is a necessary step to prove that $\left(V_{\theta},\left(\psi^{\theta}\right)^{-1}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}$ is an atlas of $\Sigma_{1}^{*}$.
Proposition 20. For all $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, $\psi^{\theta}$ is a homeomorphism from $U_{\theta}$ onto its image $V_{\theta}$.
Proof. We already know from Proposition 19 that $\psi^{\theta}$ is injective, so we need to prove that $\psi^{\theta}$ is continuous and its inverse is continuous. The function $\rho_{\theta}$ is affine and $\phi$ is a polynomial function, so the function $\psi^{\theta}=\phi \circ \rho_{\theta}$ is a polynomial function, and in particular it is continuous.
To prove that $\left(\psi^{\theta}\right)^{-1}$ is continuous, we consider a sequence $\left(\tau_{n}\right)$ taking values in $U_{\theta}$ and $\tau \in U_{\theta}$ such that $\psi^{\theta}\left(\tau_{n}\right) \rightarrow \psi^{\theta}(\tau)$, and we want to show that $\tau_{n} \rightarrow \tau$.

Let us first show that for all $v \in B,\left(\tau_{n}\right)_{v} \rightarrow \tau_{v}$. Indeed, let $l \in \llbracket 1, L \rrbracket$ and let $v_{l} \in V_{l}$, so that $v_{l}$ is an arbitrary element of $B$. Let us define $v_{l+1}=s_{\max }^{\theta}\left(v_{l}\right)$, then $v_{l+2}=s_{\max }^{\theta}\left(v_{l+1}\right)$ and so on up to $v_{L}=s_{\max }^{\theta}\left(v_{L-1}\right)$. Since for all $l^{\prime} \in \llbracket l, L-1 \rrbracket, v_{l^{\prime}+1}=s_{\max }^{\theta}\left(v_{l^{\prime}}\right)$, by definition of $F_{\theta}$ and $\rho_{\theta}$ (see (8) and (9), we have

$$
\begin{equation*}
\rho_{\theta}\left(\tau_{n}\right)_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}=w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}, \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{\theta}(\tau)_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}=w_{v_{l^{\prime} \rightarrow v_{l^{\prime}+1}}} \tag{24}
\end{equation*}
$$

In particular, since $\theta \notin S$, for all $l^{\prime} \in \llbracket l, L-1 \rrbracket$ we have $w_{v_{l^{\prime}} \rightarrow \bullet} \neq 0$, so by definition of $s_{\max }^{\theta}$, $w_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}} \neq 0$. We thus have

$$
\begin{equation*}
w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}} \neq 0 \tag{25}
\end{equation*}
$$

If we denote $p=\left(v_{l}, \ldots, v_{L-1}\right)$, we have, using the definition of $\phi$ and 23),

$$
\psi_{p, v_{L}}^{\theta}\left(\tau_{n}\right)=\left(\tau_{n}\right)_{v_{l}} w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}}
$$

and using 24,

$$
\psi_{p, v_{L}}^{\theta}(\tau)=(\tau)_{v_{l}} w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}}
$$

Using (25) and the fact that

$$
\psi^{\theta}\left(\tau_{n}\right) \rightarrow \psi^{\theta}(\tau)
$$

we conclude that

$$
\left(\tau_{n}\right)_{v_{l}} \rightarrow \tau_{v_{l}}
$$

Let us now prove that for all $\left(v, v^{\prime}\right) \in E,\left(\tau_{n}\right)_{v \rightarrow v^{\prime}} \rightarrow \tau_{v \rightarrow v^{\prime}}$. Let us show by induction on $l \in \llbracket 1, L \rrbracket$ the following hypothesis

$$
\begin{equation*}
\forall l^{\prime} \in \llbracket 1, l \rrbracket, \quad \forall\left(v, v^{\prime}\right) \in\left(V_{l^{\prime}-1} \times V_{l^{\prime}}\right) \cap F_{\theta}, \quad\left(\tau_{n}\right)_{v \rightarrow v^{\prime}} \longrightarrow \tau_{v \rightarrow v^{\prime}} \tag{l}
\end{equation*}
$$

Initialization. Let $\left(v_{0}, v_{1}\right) \in\left(V_{0} \times V_{1}\right) \cap F_{\theta}$. We define $v_{2}=s_{\max }^{\theta}\left(v_{1}\right)$, then we define $v_{3}=$ $s_{\max }^{\theta}\left(v_{2}\right)$, and so on up to $v_{L}=s_{\max }^{\theta}\left(v_{L-1}\right)$. Let $p=\left(v_{0}, \ldots, v_{L-1}\right) \in \mathcal{P}$.
As above, using the definition of $\rho_{\theta}, F_{\theta}$ and $\phi$, we have

$$
\psi_{p, v_{L}}^{\theta}\left(\tau_{n}\right)=\left(\tau_{n}\right)_{v_{0} \rightarrow v_{1}} w_{v_{1} \rightarrow v_{2}} \ldots w_{v_{L-1} \rightarrow v_{L}}
$$

and

$$
\psi_{p, v_{L}}^{\theta}(\tau)=(\tau)_{v_{0} \rightarrow v_{1}} w_{v_{1} \rightarrow v_{2}} \ldots w_{v_{L-1} \rightarrow v_{L}}
$$

and since $\theta \notin S$, we also have, as above,

$$
\begin{equation*}
w_{v_{1} \rightarrow v_{2}} \ldots w_{v_{L-1} \rightarrow v_{L}} \neq 0 \tag{26}
\end{equation*}
$$

Since

$$
\psi^{\theta}\left(\tau_{n}\right) \longrightarrow \psi^{\theta}(\tau)
$$

we conclude using (26) that

$$
\left(\tau_{n}\right)_{v_{0} \rightarrow v_{1}} \longrightarrow \tau_{v_{0} \rightarrow v_{1}}
$$

We have shown $H_{1}$.
Induction step. Let $l \in \llbracket 2, L \rrbracket$ and let us assume that $H_{l-1}$ holds.
Let $\left(v_{l-1}, v_{l}\right) \in\left(V_{l-1} \times V_{l}\right) \cap F_{\theta}$. We define $v_{l+1}=s_{\max }^{\theta}\left(v_{l}\right), v_{l+2}=s_{\max }^{\theta}\left(v_{l+1}\right)$, and so on up to $v_{L}=s_{\max }^{\theta}\left(v_{L-1}\right)$. Let us denote $p_{o}=\left(v_{l}, \ldots, v_{L}\right)$. Recalling the notation defined in (19), we have

$$
\begin{equation*}
\rho_{\theta}\left(\tau_{n}\right)_{p_{o}}=w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}}=\rho_{\theta}(\tau)_{p_{o}} \neq 0 . \tag{27}
\end{equation*}
$$

At the same time, since $\tau \in U_{\theta}$, Proposition 14 shows there exist $l^{\prime} \in \llbracket 0, l-1 \rrbracket$ and a path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l-2}, v_{l-1}\right)$ such that

$$
\begin{equation*}
\rho_{\theta}(\tau)_{p_{i}} \neq 0 \tag{28}
\end{equation*}
$$

If $l^{\prime} \geq 1$, we have shown in the first part of the proof that $\left(\tau_{n}\right)_{v_{l^{\prime}}} \longrightarrow \tau_{v_{l^{\prime}}}$. Moreover, whatever the value of $l^{\prime}$ is, for $k \in \llbracket l^{\prime}, l-2 \rrbracket$, if $\left(v_{k}, v_{k+1}\right) \in E \backslash F_{\theta}$,

$$
\rho_{\theta}\left(\tau_{n}\right)_{v_{k} \rightarrow v_{k+1}}=w_{v_{k} \rightarrow v_{k+1}}=\rho_{\theta}(\tau)_{v_{k} \rightarrow v_{k+1}},
$$

and if $\left(v_{k}, v_{k+1}\right) \in F_{\theta}$, according to $H_{l-1}$,

$$
\rho_{\theta}\left(\tau_{n}\right)_{v_{k} \rightarrow v_{k+1}}=\left(\tau_{n}\right)_{v_{k} \rightarrow v_{k+1}} \longrightarrow \tau_{v_{k} \rightarrow v_{k+1}}=\rho_{\theta}(\tau)_{v_{k} \rightarrow v_{k+1}}
$$

We therefore have

$$
\begin{equation*}
\rho_{\theta}\left(\tau_{n}\right)_{p_{i}} \longrightarrow \rho_{\theta}(\tau)_{p_{i}}, \tag{29}
\end{equation*}
$$

and in particular, since $\rho_{\theta}(\tau)_{p_{i}} \neq 0$, there exists $n_{0} \in \mathbb{N}$ such that for all $n \geq n_{0}$,

$$
\begin{equation*}
\rho_{\theta}\left(\tau_{n}\right)_{p_{i}} \neq 0 \tag{30}
\end{equation*}
$$

We can write

$$
\psi_{p, v_{L}}^{\theta}\left(\tau_{n}\right)=\rho_{\theta}\left(\tau_{n}\right)_{p_{i}}\left(\tau_{n}\right)_{v_{l-1} \rightarrow v_{l}} \rho_{\theta}\left(\tau_{n}\right)_{p_{o}}
$$

and

$$
\psi_{p, v_{L}}^{\theta}(\tau)=\rho_{\theta}(\tau)_{p_{i}}(\tau)_{v_{l-1} \rightarrow v_{l}} \rho_{\theta}(\tau)_{p_{o}},
$$

so using (27), (30) and (29), we have

$$
\left(\tau_{n}\right)_{v_{l-1} \rightarrow v_{l}}=\frac{\psi_{p, v_{L}}^{\theta}\left(\tau_{n}\right)}{\rho_{\theta}\left(\tau_{n}\right)_{p_{i}} \rho_{\theta}\left(\tau_{n}\right)_{p_{o}}} \quad \longrightarrow \quad \frac{\psi_{p, v_{L}}^{\theta}(\tau)}{\rho_{\theta}(\tau)_{p_{i}} \rho_{\theta}(\tau)_{p_{o}}}=\tau_{v_{l-1} \rightarrow v_{l}}
$$

We have shown $H_{l}$, which concludes the induction step.
In particular, $H_{L}$ is satisfied, and finally $\tau_{n} \rightarrow \tau$.
This shows that $\psi^{\theta}$ is a homeomophism.
The following lemma is necessary for the proof of Proposition 22 ,
Lemma 21. Let $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$. Let $\left(v, v^{\prime}\right) \in E$ (resp. $v \in B$ ). If $w_{v \rightarrow v^{\prime}} \neq 0$ (resp. $b_{v} \neq 0$ ), then there exists $\epsilon>0$ such that for all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, if $\|\phi(\theta)-\phi(\tilde{\theta})\|_{\infty}<\epsilon$, then $\tilde{w}_{v \rightarrow v^{\prime}} \neq 0$ (resp. $\tilde{b}_{v} \neq 0$ ).

Proof. Let $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$ and $\left(v, v^{\prime}\right) \in E$ such that $w_{v \rightarrow v^{\prime}} \neq 0$. Denote $l \in \llbracket 0, L-1 \rrbracket$ such that $v \in V_{l}$. If $l=0$, we take $p_{i}=(v)$ so that by convention $\theta_{p_{i}}=1 \neq 0$, and if $l \geq 1$, we use Proposition 14 which states that there exists $l^{\prime} \in \llbracket 0, l-1 \rrbracket$ and a path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l-2}, v\right)$ such that $\theta_{p_{i}} \neq 0$. Similarly, if $l=L-1$, we take $p_{o}=\left(v^{\prime}\right)$ so that by convention $\theta_{p_{o}}=1 \neq 0$ and if $l<L-1$, we use Proposition 14 which states that there exists a path $p_{o}=\left(v^{\prime}, v_{l+1}, \ldots, v_{L}\right)$ such that $\theta_{p_{o}} \neq 0$. If we denote

$$
p= \begin{cases}\left(v, v^{\prime}, v_{l+2}, \ldots, v_{L-1}\right) & \text { if } l=0 \\ \left(v_{l^{\prime}}, \ldots, v_{l-1}, v, v^{\prime}\right) & \text { if } l=L-1 \\ \left(v_{l^{\prime}}, \ldots, v_{l-1}, v, v^{\prime}, v_{l+2}, \ldots, v_{L-1}\right) & \text { otherwise }\end{cases}
$$

we have

$$
\phi_{p, v_{L}}(\theta)=\theta_{p_{i}} w_{v \rightarrow v^{\prime}} \theta_{p_{o}} \neq 0 .
$$

We define $\epsilon=\left|\phi_{p, v_{L}}(\theta)\right|>0$. For all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$ such that $\|\phi(\tilde{\theta})-\phi(\theta)\|_{\infty}<\epsilon$ we have

$$
\phi_{p, v_{L}}(\tilde{\theta}) \neq 0
$$

Since $\phi_{p, v_{L}}(\tilde{\theta})=\tilde{\theta}_{p_{i}} \tilde{w}_{v \rightarrow v^{\prime}} \tilde{\theta}_{p_{o}}$, this implies in particular that

$$
\tilde{w}_{v \rightarrow v^{\prime}} \neq 0 .
$$

The proof is similar in the case $v \in B$ and $b_{v} \neq 0$.
The following proposition, which states that for any $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S, V_{\theta}=\psi^{\theta}\left(U_{\theta}\right)$ is open with respect to the topology induced on $\Sigma_{1}^{*}$ by the standard topology of $\mathbb{R}^{\mathcal{P}} \times V_{L}$, is necessary to show that $\left(V_{\theta},\left(\psi^{\theta}\right)^{-1}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}$ is an atlas of $\Sigma_{1}^{*}$.
Proposition 22. For any $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, for any $\tau \in U_{\theta}$, there exists $\epsilon>0$ such that

$$
\Sigma_{1}^{*} \cap B_{\infty}\left(\psi^{\theta}(\tau), \epsilon\right) \subset V_{\theta}
$$

Proof. Let us first construct $\epsilon$ and then consider an element of the set on the left of the inclusion and prove it belongs to $V_{\theta}$. Let $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$ and $\tau \in U_{\theta}$. For all $l \in \llbracket 1, L-1 \rrbracket$, for all $v \in V_{l}$, by definition of $F_{\theta}$ and $\rho_{\theta}$, we have $\rho_{\theta}(\tau)_{v \rightarrow s_{\max }^{\theta}(v)}=w_{v \rightarrow s_{\max }^{\theta}(v)}$, and since $\theta \notin S$, by definition of $s_{\max }^{\theta}, w_{v \rightarrow s_{\max }^{\theta}(v)} \neq 0$, so according to Lemma 21 there exists $\epsilon_{v}>0$ such that for all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$,

$$
\left\|\phi\left(\rho_{\theta}(\tau)\right)-\phi(\tilde{\theta})\right\|_{\infty}<\epsilon_{v} \quad \Longrightarrow \quad \tilde{w}_{v \rightarrow s_{\max }^{\theta}(v)} \neq 0
$$

Let $\epsilon=\min _{v \in V_{1} \cup \cdots \cup V_{L-1}} \epsilon_{v}$.
Let us now show the inclusion: let $\tilde{\theta} \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$ such that $\left\|\phi\left(\rho_{\theta}(\tau)\right)-\phi(\tilde{\theta})\right\|_{\infty}<\epsilon$, and let us show that $\phi(\tilde{\theta}) \in V_{\theta}$. Notice first that for all $l \in \llbracket 1, L-1 \rrbracket$ and $v \in V_{l}$, by definition of $\epsilon$, $w_{v \rightarrow s_{\max }^{\theta}(v)} \neq 0$ and $\tilde{w}_{v \rightarrow s_{\max }^{\theta}(v)} \neq 0$. We are going to define $\tilde{\tau} \in U_{\theta}$ such that $\rho_{\theta}(\tilde{\tau}) \stackrel{R}{\sim} \tilde{\theta}$, so that using Proposition $15 \psi^{\theta}(\tilde{\tau})=\phi(\tilde{\theta})$.
Let us define recursively a family $\left(\lambda^{0}, \ldots, \lambda^{L}\right) \in\left(\mathbb{R}^{*}\right)^{V_{0}} \times \cdots \times\left(\mathbb{R}^{*}\right)^{V_{L}}$ as follows:

- we define $\lambda^{L}=\mathbb{1}_{V_{L}}$;
- for all $l \in \llbracket 1, L-1 \rrbracket$, for all $v \in V_{l}$, we define

$$
\begin{equation*}
\lambda_{v}^{l}=\frac{\tilde{w}_{v \rightarrow s_{\max }^{\theta}(v)}^{w_{v \rightarrow s_{\max }^{\theta}}(v)}}{\lambda_{s_{\max }^{\theta}}^{l+1}(v)} \tag{31}
\end{equation*}
$$

- we define finally $\lambda^{0}=\mathbb{1}_{V_{0}}$.

Note that for all $l \in \llbracket 0, L \rrbracket$ and for all $v \in V_{l}, \lambda_{v}^{l} \neq 0$. Also note that for all $l \in \llbracket 2, L \rrbracket$, for all $v \in V_{l-1}$, reformulating (31) in a way that will be useful later, we have

$$
\begin{equation*}
\frac{\lambda_{s_{\max }^{\theta}(v)}^{l}}{\lambda_{v}^{l-1}}=\frac{w_{v \rightarrow s_{\max }^{\theta}}(v)}{\tilde{w}_{v \rightarrow s_{\max }^{\theta}(v)}} \tag{32}
\end{equation*}
$$

We then define $\tilde{\tau} \in \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$ by:

- for all $l \in \llbracket 1, L \rrbracket$, for all $\left(v, v^{\prime}\right) \in\left(V_{l-1} \times V_{l}\right) \cap F_{\theta}$,

$$
\begin{equation*}
\tilde{\tau}_{v \rightarrow v^{\prime}}=\frac{\lambda_{v^{\prime}}^{l}}{\lambda_{v}^{l-1}} \tilde{w}_{v \rightarrow v^{\prime}} \tag{33}
\end{equation*}
$$

- for all $l \in \llbracket 1, L \rrbracket$, for all $v \in V_{l}$,

$$
\begin{equation*}
\tilde{\tau}_{v}=\lambda_{v}^{l} \tilde{b}_{v} \tag{34}
\end{equation*}
$$

Let us show $\rho_{\theta}(\tilde{\tau}) \stackrel{R}{\sim} \tilde{\theta}$. Indeed, let $l \in \llbracket 1, L \rrbracket$ and let $\left(v, v^{\prime}\right) \in V_{l-1} \times V_{l}$. If $v \in V_{0}$ or $v \in$ $V_{1} \cup \cdots \cup V_{L-1}$ and $v^{\prime} \neq s_{\max }^{\theta}(v)$, then by definition (8) of $F_{\theta}$, we have $v \rightarrow v^{\prime} \in F_{\theta}$, so using (9) and (33) we have

$$
\begin{equation*}
\rho_{\theta}(\tilde{\tau})_{v \rightarrow v^{\prime}}=\tilde{\tau}_{v \rightarrow v^{\prime}}=\frac{\lambda_{v^{\prime}}^{l}}{\lambda_{v}^{l-1}} \tilde{w}_{v \rightarrow v^{\prime}} \tag{35}
\end{equation*}
$$

If $v \in V_{1} \cup \cdots \cup V_{L-1}$ and $v^{\prime}=s_{\max }^{\theta}(v)$, then by definition (8) of $F_{\theta}$, we have $v \rightarrow v^{\prime} \in E \backslash F_{\theta}$, and since in that case, $l \geq 2$, using (9) and (32), we see that

$$
\begin{equation*}
\rho_{\theta}(\tilde{\tau})_{v \rightarrow v^{\prime}}=w_{v \rightarrow v^{\prime}}=\frac{\lambda_{v^{\prime}}^{l}}{\lambda_{v}^{l-1}} \tilde{w}_{v \rightarrow v^{\prime}} . \tag{36}
\end{equation*}
$$

If $v \in B$, using (9) and (34), we have

$$
\begin{equation*}
\rho_{\theta}(\tilde{\tau})_{v}=\tilde{\tau}_{v}=\lambda_{v}^{l} \tilde{b}_{v} \tag{37}
\end{equation*}
$$

Equations (35), (36) and (37) prove that

$$
\rho_{\theta}(\tilde{\tau}) \stackrel{R}{\sim} \tilde{\theta}
$$

Using Corollary 16 , since $\tilde{\theta} \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$ and $\rho_{\theta}(\tilde{\tau}) \stackrel{R}{\sim} \tilde{\theta}$, we also have $\rho_{\theta}(\tilde{\tau}) \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$. Since, by definition, $U_{\theta}=\rho_{\theta}^{-1}\left(\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S\right.$, we have $\tilde{\tau} \in U_{\theta}$. We have shown

$$
\Sigma_{1}^{*} \cap B_{\infty}\left(\psi^{\theta}(\tau), \epsilon\right) \subset V_{\theta}
$$

The following proposition is necessary in order to show that $\left(V_{\theta},\left(\psi^{\theta}\right)^{-1}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}$ is an atlas of $\Sigma_{1}^{*}$.
Proposition 23. For all $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, the function $\psi^{\theta}$ is $C^{\infty}$ and its differential $D \psi^{\theta}(\tau)$ is injective for all $\tau \in U_{\theta}$.

Proof. Let $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$. First of all, $\psi^{\theta}$ is a polynomial function as a composition of $\phi$ and $\rho_{\theta}$ which are both polynomial functions. So, $\psi^{\theta}$ is $C^{\infty}$.
In order to show the injectivity of the differential $D \psi^{\theta}(\tau)$ for all $\tau \in U_{\theta}$, let us compute the partial derivatives of $\psi_{p, v_{L}}^{\theta}(\tau)$. Let $p \in \mathcal{P}$ and $v_{L} \in V_{L}$. Using the definition of $\psi^{\theta}$ and $\phi$, three cases are possible.

Case 1. The path $p$ is of the form $\left(v_{0}, v_{1}, \ldots, v_{L-1}\right)$. We have

$$
\psi_{p, v_{L}}^{\theta}(\tau)=\rho_{\theta}(\tau)_{v_{0} \rightarrow v_{1}} \ldots \rho_{\theta}(\tau)_{v_{L-1} \rightarrow v_{L}}
$$

Case 2. The path $p$ is of the form $\left(v_{l}, \ldots, v_{L-1}\right)$ with $l \in \llbracket 1, L-1 \rrbracket$. We have, for all $\tau \in U_{\theta}$,

$$
\psi_{p, v_{L}}^{\theta}(\tau)=\tau_{v_{l}} \rho_{\theta}(\tau)_{v_{l} \rightarrow v_{l+1}} \ldots \rho_{\theta}(\tau)_{v_{L-1} \rightarrow v_{L}}
$$

Case 3. For $p=\beta$, we have, for all $\tau \in U_{\theta}$,

$$
\psi_{p, v_{L}}^{\theta}(\tau)=\tau_{v_{L}} .
$$

Let $\left(v, v^{\prime}\right) \in F_{\theta}$, and let us compute $\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v \rightarrow v^{\prime}}}(\tau)$.
Case 1. We have $p=\left(v_{0}, \ldots, v_{L-1}\right) \in \mathcal{P}_{0}$. If $\left\{v, v^{\prime}\right\} \subset\left\{v_{0}, \ldots, v_{L}\right\}$, there exists $l \in \llbracket 0, L-1 \rrbracket$ such that $\left(v, v^{\prime}\right)=\left(v_{l}, v_{l+1}\right)$, in which case, since $\left(v, v^{\prime}\right) \in F_{\theta}, \rho_{\theta}(\tau)_{v_{l} \rightarrow v_{l+1}}=\tau_{v_{l} \rightarrow v_{l+1}}$ and

$$
\begin{equation*}
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v \rightarrow v^{\prime}}}(\tau)=\prod_{\substack{k \in \llbracket 0, L-1 \rrbracket \\ k \neq l}} \rho_{\theta}(\tau)_{v_{k} \rightarrow v_{k+1}} \tag{38}
\end{equation*}
$$

Otherwise if $\left\{v, v^{\prime}\right\} \not \subset\left\{v_{0}, \ldots, v_{L}\right\}$,

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v \rightarrow v^{\prime}}}(\tau)=0
$$

Case 2. We have $p=\left(v_{l}, \ldots, v_{L-1}\right) \in \mathcal{P}_{l}$, for $l \in \llbracket 1, L-1 \rrbracket$. If $\left\{v, v^{\prime}\right\} \subset\left\{v_{l}, \ldots, v_{L}\right\}$, there exists $l^{\prime} \in \llbracket l, L-1 \rrbracket$ such that $\left(v, v^{\prime}\right)=\left(v_{l^{\prime}}, v_{l^{\prime}+1}\right)$, in which case, since $\left(v, v^{\prime}\right) \in F_{\theta}$, $\rho_{\theta}(\tau) v_{l^{\prime} \rightarrow v_{l^{\prime}+1}}=\tau_{v_{l^{\prime}} \rightarrow v_{l^{\prime}+1}}$ and

$$
\begin{equation*}
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v \rightarrow v^{\prime}}}(\tau)=\tau_{v_{l}} \prod_{\substack{k \in \llbracket l, L-1 \rrbracket \\ k \neq l^{\prime}}} \rho_{\theta}(\tau)_{v_{k} \rightarrow v_{k+1}} \tag{39}
\end{equation*}
$$

Otherwise if $\left\{v, v^{\prime}\right\} \not \subset\left\{v_{l}, \ldots, v_{L}\right\}$,

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v \rightarrow v^{\prime}}}(\tau)=0
$$

Case 3. We have $p=\beta$. In that case, we have

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v \rightarrow v^{\prime}}}(\tau)=0
$$

Now let $v \in B$, and let us compute $\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v}}(\tau)$.
Case 1. We have $p=\left(v_{0}, \ldots, v_{L-1}\right) \in \mathcal{P}_{0}$ and

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v}}(\tau)=0
$$

Case 2. We have $p=\left(v_{l}, \ldots, v_{L-1}\right) \in \mathcal{P}_{l}$ for $l \in \llbracket 1, L-1 \rrbracket$. If $v=v_{l}$, then

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v}}(\tau)=\prod_{k \in \llbracket l, L-1 \rrbracket} \rho_{\theta}(\tau)_{v_{k} \rightarrow v_{k+1}}
$$

If $v \neq v_{l}$,

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v}}(\tau)=0
$$

Case 3. We have $p=\beta$ and

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v}}(\tau)= \begin{cases}1 & \text { if } v=v_{L} \\ 0 & \text { if } v \neq v_{L}\end{cases}
$$

Now that we know the partial derivatives, let us show $D \psi^{\theta}(\tau)$ is injective for all $\tau \in U_{\theta}$. Let $\tau \in U_{\theta}$ and let $h \in \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$ such that

$$
D \psi^{\theta}(\tau) \cdot h=0
$$

We need to prove that $h=0$.
Let us show first that for all $v \in B, h_{v}=0$. Let $l \in \llbracket 1, L-1 \rrbracket$, and let $v_{l} \in V_{l}$ so that $v_{l}$ is arbitrary in $B \backslash V_{L}$. Let us define $v_{l+1}=s_{\max }^{\theta}\left(v_{l}\right)$, then $v_{l+2}=s_{\max }^{\theta}\left(v_{l+1}\right)$, and so on up to $v_{L}=s_{\max }^{\theta}\left(v_{L-1}\right)$. Let us denote $p=\left(v_{l}, \ldots, v_{L-1}\right)$. We have

$$
\psi_{p, v_{L}}^{\theta}(\tau)=\tau_{v_{l}} w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}}
$$

so

$$
\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}}=\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l}}}(\tau) h_{v_{l}}=w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}} h_{v_{l}}
$$

Since $\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}}=0$ and $w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}} \neq 0$, we conclude that $h_{v_{l}}=0$. Now let $v_{L} \in V_{L}$. We consider $p=\beta$ and we have

$$
\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}}=h_{v_{L}}
$$

Since $\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}}=0$, we also conclude in that case that $h_{v_{L}}=0$.
Let us now show that for all $\left(v, v^{\prime}\right) \in F_{\theta}, h_{v \rightarrow v^{\prime}}=0$. Let $l \in \llbracket 1, L \rrbracket$ and let $\left(v_{l-1}, v_{l}\right) \in$ $\left(V_{l-1} \times V_{l}\right) \cap F_{\theta}$ so that $\left(v_{l-1}, v_{l}\right)$ is arbitrary in $F_{\theta}$. If $l=1$, we define $p_{i}=\left(v_{l-1}\right)$ and we have by convention $\theta_{p_{i}}=1 \neq 0$. If $l>1$, using Proposition 14 there exist $l^{\prime} \in \llbracket 0, l-1 \rrbracket$ and a path $p_{i}=\left(v_{l^{\prime}}, \ldots, v_{l-1}\right)$ such that $\rho_{\theta}(\tau)_{p_{i}} \neq 0$. If $l<L$, we define $v_{l+1}=s_{\max }^{\theta}\left(v_{l}\right)$, then $v_{l+2}=s_{\max }^{\theta}\left(v_{l+1}\right)$, and so on up to $v_{L}=s_{\max }^{\theta}\left(v_{L-1}\right)$, and we denote $p=p_{i} \cup\left(v_{l-1}, v_{l}, \ldots, v_{L-1}\right)$. If $l=L$, we denote $p=p_{i}$. Let us show the following expression.

$$
\begin{equation*}
\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}}=\sum_{\substack{k \in \llbracket \iota^{\prime}, l-1 \rrbracket \\\left(v_{k}, v_{k+1}\right) \in F_{\theta}}} \frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{k} \rightarrow v_{k+1}}}(\tau) h_{v_{k} \rightarrow v_{k+1}} \tag{40}
\end{equation*}
$$

Indeed, if $l^{\prime} \geq 1$, we have

$$
\psi_{p, v_{L}}^{\theta}(\tau)=\tau_{v_{l^{\prime}}} \prod_{k=l^{\prime}}^{l-1} \rho_{\theta}(\tau)_{v_{k} \rightarrow v_{k+1}} \prod_{k=l}^{L-1} w_{v_{k} \rightarrow v_{k+1}}
$$

with the classical convention that if $l=L$, the product on the right is empty thus equal to 1 . We thus have

$$
\begin{aligned}
{\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}} } & =\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l^{\prime}}}}(\tau) h_{v_{l^{\prime}}}+\sum_{\begin{array}{c}
k \in \llbracket l^{\prime}, l-1 \rrbracket \\
\left(v_{k}, v_{k+1}\right) \in F_{\theta}
\end{array}} \frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{k} \rightarrow v_{k+1}}}(\tau) h_{v_{k} \rightarrow v_{k+1}} \\
& =\sum_{\substack{k \in \llbracket l^{\prime}, l-1 \rrbracket \\
\left(v_{k}, v_{k+1}\right) \in F_{\theta}}} \frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{k} \rightarrow v_{k+1}}}(\tau) h_{v_{k} \rightarrow v_{k+1}}
\end{aligned}
$$

since we have already shown that $h_{v_{l^{\prime}}}=0$.
If $l^{\prime}=0$, we have

$$
\psi_{p, v_{L}}^{\theta}(\tau)=\prod_{k=0}^{l-1} \rho_{\theta}(\tau)_{v_{k} \rightarrow v_{k+1}} \prod_{k=l}^{L-1} w_{v_{k} \rightarrow v_{k+1}}
$$

with the same convention that when $l=L$ the product on the right is equal to 1 , so again

$$
\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}}=\sum_{\substack{k \in \llbracket 0, l-1 \rrbracket \\\left(v_{k}, v_{k+1}\right) \in F_{\theta}}} \frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{k} \rightarrow v_{k+1}}}(\tau) h_{v_{k} \rightarrow v_{k+1}}
$$

This concludes the proof of (40).
We can now show by induction the following statement, for $l \in \llbracket 0, L \rrbracket$.

$$
\begin{equation*}
\forall l^{\prime} \in \llbracket 1, l \rrbracket, \forall\left(v, v^{\prime}\right) \in\left(V_{l^{\prime}-1} \times V_{l^{\prime}}\right) \cap F_{\theta}, h_{v \rightarrow v^{\prime}}=0 \tag{l}
\end{equation*}
$$

Since $\llbracket 1,0 \rrbracket=\emptyset, H_{0}$ is trivially true. Now let $l \in \llbracket 1, L \rrbracket$ and suppose $H_{l-1}$ is true. We consider $\left(v_{l-1}, v_{l}\right) \in\left(V_{l-1} \times V_{l}\right) \cap F_{\theta}$, and $l^{\prime} \in \llbracket 0, l \rrbracket, p_{i}$ and $p$ just as before. Since for all $k \in \llbracket 0, l-2 \rrbracket$, the induction hypothesis guarantees that $h_{v_{k} \rightarrow v_{k+1}}=0$, 40) becomes

$$
\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}}=\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l-1} \rightarrow v_{l}}}(\tau) h_{v_{l-1} \rightarrow v_{l}}
$$

Using (38) and (39), we obtain

$$
\left[D \psi^{\theta}(\tau) \cdot h\right]_{p, v_{L}}= \begin{cases}\rho_{\theta}(\tau)_{p_{i}} w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}} h_{v_{l-1} \rightarrow v_{l}} & \text { if } l<L \\ \rho_{\theta}(\tau)_{p_{i}} h_{v_{l-1} \rightarrow v_{l}} & \text { if } l=L\end{cases}
$$

Since $\rho_{\theta}(\tau)_{p_{i}} \neq 0$, and for $l<L, w_{v_{l} \rightarrow v_{l+1}} \ldots w_{v_{L-1} \rightarrow v_{L}} \neq 0$, we conclude that $h_{v_{l-1} \rightarrow v_{l}}=0$ and that $H_{l}$ holds.
This induction leads to the conclusion that $h=0$ and $D \psi^{\theta}(\tau)$ is injective.
We are now equipped to prove Theorem6, which we restate here.
Theorem 24. $\Sigma_{*}^{1}$ is a smooth manifold of $\mathbb{R}^{\mathcal{P} \times V_{L}}$ of dimension

$$
\left|F_{\theta}\right|+|B|=N_{0} N_{1}+N_{1} N_{2}+\cdots+N_{L-1} N_{L}+N_{L}
$$

and the family $\left(V_{\theta},\left(\psi^{\theta}\right)^{-1}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}$ is an atlas.
Proof. Our goal is to show that the family $\left(V_{\theta},\left(\psi^{\theta}\right)^{-1}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}$ is a smooth atlas, which will show that $\Sigma_{1}^{*}$ is a smooth manifold.
We already know from Proposition 22 that for any $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, $V_{\theta}$ is an open subset of $\Sigma_{1}^{*}$ and from Proposition 20 that $\left(\psi^{\theta}\right)^{-1}$ is a homeomorphism from $V_{\theta}$ onto $U_{\theta}$. Since for any


Figure 3: The points $\eta_{0}, \tau_{0}, \tau_{1}$ and the inverse charts $\psi^{\theta}$ and $\psi^{\tilde{\theta}}$.
$\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S, \tau_{\theta} \in U_{\theta}$, we have $\phi(\theta)=\psi^{\theta}\left(\tau_{\theta}\right) \in V_{\theta}$ which shows that $\left(V_{\theta}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}$ covers $\Sigma_{1}^{*}$.
Let $\theta, \tilde{\theta} \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$, let us show that the transition map

$$
\left(\psi^{\theta}\right)^{-1} \circ \psi^{\tilde{\theta}}:\left(\psi^{\tilde{\theta}}\right)^{-1}\left(V_{\theta} \cap V_{\tilde{\theta}}\right) \rightarrow\left(\psi^{\theta}\right)^{-1}\left(V_{\theta} \cap V_{\tilde{\theta}}\right)
$$

is smooth.
Let $\tau_{0} \in U_{\tilde{\theta}}$ such that $\tau_{0} \in\left(\psi^{\tilde{\theta}}\right)^{-1}\left(V_{\theta} \cap V_{\tilde{\theta}}\right)$. We are going to show that the function $\left(\psi^{\theta}\right)^{-1} \circ \psi^{\tilde{\theta}}$ is $C^{\infty}$ in a neighborhood of $\tau_{0}$.
For ease of reading, let us denote $\psi^{\tilde{\theta}}\left(\tau_{0}\right)$ by $\eta_{0}$. By definition, $\eta_{0} \in V_{\theta} \cap V_{\tilde{\theta}}$. In particular, since $\eta_{0} \in V_{\theta}$, we can define $\tau_{1}=\left(\psi^{\theta}\right)^{-1}\left(\eta_{0}\right)$. See Figure 3 for a representation.
Let $T=\operatorname{Im} D \psi^{\theta}\left(\tau_{1}\right)$, and let us consider a linear subspace $G$ such that $T \oplus G=\mathbb{R}^{\mathcal{P}} \times V_{L}$. Let $N_{C}=|\mathcal{P}| N_{L}-\left|F_{\theta}\right|-|B|=\operatorname{dim}(G)$. Let $i: \mathbb{R}^{N_{C}} \rightarrow G$ be linear and invertible. Let us consider the function

$$
\begin{aligned}
\varphi_{\theta}: \quad U_{\theta} \times \mathbb{R}^{N_{C}} & \longrightarrow \mathbb{R}^{\mathcal{P} \times V_{L}} \\
(\tau, x) & \longmapsto \psi^{\theta}(\tau)+i(x) .
\end{aligned}
$$

We are going to show that there exist an open neighborhood $\tilde{U}$ of $\left(\tau_{1}, 0\right)$ in $\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times \mathbb{R}^{N_{C}}$ and an open neighborhood $\tilde{V}$ of $\eta_{0}$ in $\mathbb{R}^{\mathcal{P} \times V_{L}}$ such that $\varphi_{\theta}$ is a $C^{\infty}$ diffeomorphism from $\tilde{U}$ onto $\tilde{V}$ satisfying

$$
\varphi_{\theta}\left(\left[\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times\{0\}^{N_{C}}\right] \cap \tilde{U}\right)=\Sigma_{1}^{*} \cap \tilde{V}
$$

Let us first show that $\varphi_{\theta}$ is a $C^{\infty}$-diffeomorphism from a neighborhood of $\left(\tau_{1}, 0\right)$ in $\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times$ $\mathbb{R}^{N_{C}}$ onto a neighborhood of $\eta_{0}$ in $\mathbb{R}^{\mathcal{P} \times V_{L}}$. As shown in Proposition $23, \psi^{\theta}$ is $C^{\infty}$ and $i$ is a linear function, so $\varphi_{\theta}$ is $C^{\infty}$. Let us prove that the differential $D \varphi_{\theta}\left(\tau_{1}, 0\right)$ is injective. For all $(\tau, x) \in\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times \mathbb{R}^{N_{C}}$,

$$
D \varphi_{\theta}\left(\tau_{1}, 0\right) \cdot(\tau, x)=D \psi^{\theta}\left(\tau_{1}\right) \cdot \tau+i(x)
$$

Since $D \psi^{\theta}\left(\tau_{1}\right) \cdot \tau \in T, i(x) \in G$, and $T$ and $G$ are in direct sum, if $D \varphi_{\theta}\left(\tau_{1}, 0\right) \cdot(\tau, g)=0$, then we have

$$
\left\{\begin{array}{l}
D \psi^{\theta}\left(\tau_{1}\right) \cdot \tau=0 \\
i(x)=0
\end{array}\right.
$$

Since as shown in Proposition $23 D \psi^{\theta}\left(\tau_{1}\right)$ is injective, and since $i$ is invertible, we have

$$
(\tau, x)=(0,0)
$$

Hence, $D \varphi_{\theta}\left(\tau_{1}, 0\right)$ is injective. Since $\operatorname{dim}\left(\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times \mathbb{R}^{N_{C}}\right)=\left|F_{\theta}\right|+|B|+N_{C}=|\mathcal{P}| N_{L}$, the differential $D \varphi_{\theta}\left(\tau_{1}, 0\right)$ is bijective. Using the inverse function theorem, there exists an open set $U \subset U_{\theta} \times \mathbb{R}^{N_{C}}$ containing $\left(\tau_{1}, 0\right)$, an open set $V \subset \mathbb{R}^{\mathcal{P} \times V_{L}}$ containing $\eta_{0}$ such that $\varphi_{\theta}$ is a $C^{\infty}$-diffeomorphism from $U$ onto $V$.
We have

$$
\varphi_{\theta}\left(\left[\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times\{0\}^{N_{C}}\right] \cap U\right) \quad \subset \quad V_{\theta} \cap V
$$

In fact, if $V$ is small enough, this inclusion is an equality. We are going to construct open subsets $\tilde{U} \subset U$ and $\tilde{V} \subset V$ so that it is the case. Let us define

$$
O=\left\{\tau \in U_{\theta},(\tau, 0) \in U\right\}
$$

Since $U$ is an open set containing $\left(\tau_{1}, 0\right), O$ is an open set containing $\tau_{1}=\left(\psi^{\theta}\right)^{-1}\left(\eta_{0}\right)$. Since, according to Proposition 20. $\psi^{\theta}$ is a homeomorphism, $\psi^{\theta}(O)$ is an open subset of $V_{\theta}$ so there exists $\epsilon>0$ such that

$$
\begin{equation*}
V_{\theta} \cap B_{\infty}\left(\eta_{0}, \epsilon\right) \subset \psi^{\theta}(O) \tag{41}
\end{equation*}
$$

We can now define $\tilde{V}=V \cap B_{\infty}\left(\eta_{0}, \epsilon\right)$, and $\tilde{U}=\left\{(\tau, x) \in U, \varphi_{\theta}(\tau, x) \in \tilde{V}\right\}$, which are open sets such that $\left(\tau_{1}, 0\right) \in \tilde{U}, \eta_{0} \in \tilde{V}$, and $\varphi_{\theta}$ is a $C^{\infty}$-diffeomorphism from $\tilde{U}$ onto $\tilde{V}$. Let us show that

$$
\begin{equation*}
\varphi_{\theta}\left(\left[\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times\{0\}^{N_{C}}\right] \cap \tilde{U}\right)=V_{\theta} \cap \tilde{V} \tag{42}
\end{equation*}
$$

The direct inclusion is immediate: if $(\tau, 0) \in\left[\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times\{0\}^{N_{C}}\right] \cap \tilde{U}$, then

$$
\varphi_{\theta}(\tau, 0)=\psi^{\theta}(\tau) \in V_{\theta} \cap \tilde{V}
$$

For the reciprocal inclusion, if $\tau \in U_{\theta}$ is such that $\psi^{\theta}(\tau) \in V_{\theta} \cap \tilde{V}$, then by definition of $\epsilon$ and $\tilde{V}$, (41) guarantees, since $\psi^{\theta}$ is injective, that $\tau \in O$. By definition of $O$, we have $(\tau, 0) \in U$, and since

$$
\varphi_{\theta}(\tau, 0)=\psi^{\theta}(\tau) \in \tilde{V}
$$

this shows $(\tau, 0) \in \tilde{U}$. This shows the reciprocal inclusion, and thus (42) holds.
Let us now define

$$
\begin{aligned}
P_{\theta}: \quad \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B} \times \mathbb{R}^{N_{C}} & \longrightarrow \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B} \\
(\tau, x) & \longmapsto \tau
\end{aligned}
$$

the restriction to the first component, and let us observe that over $V_{\theta} \cap \tilde{V}$, we have

$$
\begin{equation*}
P_{\theta} \circ\left(\varphi_{\theta}\right)^{-1}=\left(\psi^{\theta}\right)^{-1} . \tag{43}
\end{equation*}
$$

Indeed, if $\eta \in V_{\theta} \cap \tilde{V}$, then by (42) there exists $\tau \in U_{\theta}$ such that $(\tau, 0) \in \tilde{U}$ and $\varphi_{\theta}(\tau, 0)=\eta$. Since $\varphi_{\theta}(\tau, 0)=\psi^{\theta}(\tau)$, this shows that $\tau=\left(\psi^{\theta}\right)^{-1}(\eta)$ and thus

$$
\left(\psi^{\theta}\right)^{-1}(\eta)=P_{\theta}(\tau, 0)=P_{\theta} \circ\left(\varphi_{\theta}\right)^{-1}(\eta)
$$

Now recall that $\eta_{0}=\psi^{\tilde{\theta}}\left(\tau_{0}\right)$. By continuity of $\psi^{\tilde{\theta}}$, there exists $\epsilon^{\prime}>0$ such that $B_{\infty}\left(\tau_{0}, \epsilon^{\prime}\right) \subset$ $\left(\psi^{\tilde{\theta}}\right)^{-1}\left(V_{\theta} \cap V_{\tilde{\theta}}\right)$ and

$$
\psi^{\tilde{\theta}}\left(B_{\infty}\left(\tau_{0}, \epsilon^{\prime}\right)\right) \subset \tilde{V} .
$$

For any $\tau \in B_{\infty}\left(\tau_{0}, \epsilon^{\prime}\right)$, we have $\psi^{\tilde{\theta}}(\tau) \in V_{\theta} \cap \tilde{V}$ so, as we just proved with 43), $\left(\psi^{\theta}\right)^{-1} \circ \psi^{\tilde{\theta}}(\tau)=$ $P_{\theta} \circ\left(\varphi_{\theta}\right)^{-1} \circ \psi^{\tilde{\theta}}(\tau)$. Since the functions $\psi^{\tilde{\theta}},\left(\varphi_{\theta}\right)^{-1}$ and $P_{\theta}$ are all $C^{\infty}$, we conclude that the transition map $\left(\psi^{\theta}\right)^{-1} \circ \psi^{\tilde{\theta}}$ is $C^{\infty}$ over $B_{\infty}\left(\tau_{0}, \epsilon^{\prime}\right)$, for all $\tau_{0} \in\left(\psi^{\tilde{\theta}}\right)^{-1}\left(V_{\theta} \cap V_{\tilde{\theta}}\right)$. We conclude that $\left(\psi^{\theta}\right)^{-1} \circ \psi^{\tilde{\theta}}$ is $C^{\infty}$ over $\left(\psi^{\tilde{\theta}}\right)^{-1}\left(V_{\theta} \cap V_{\tilde{\theta}}\right)$.
We have showed that $\left(V_{\theta},\left(\psi^{\theta}\right)^{-1}\right)_{\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S}$ is a smooth atlas, and thus that $\Sigma_{1}^{*}$ is a smooth submanifold of $\mathbb{R}^{\mathcal{P} \times V_{L}}$. As computed in (21), its dimension is

$$
\left|F_{\theta}\right|+|B|=N_{0} N_{1}+N_{1} N_{2}+\cdots+N_{L-1} N_{L}+N_{L}
$$

## D Conditions of local identifiability

Let us restate and prove Theorem 7 .
Theorem 25. For any $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$, the two following statements are equivalent:
i) There exists $\epsilon>0$ such that for any $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, if $\|\theta-\tilde{\theta}\|<\epsilon$, then

$$
f_{\theta}(X)=f_{\tilde{\theta}}(X) \quad \Longrightarrow \quad \theta \sim \tilde{\theta}
$$

ii) There exists $\epsilon^{\prime}>0$ such that

$$
B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right) \cap \Sigma_{1}^{*} \cap N(X, \theta)=\{\phi(\theta)\} .
$$

## Proof.

$i) \Rightarrow i i)$ Suppose $i$ ) is satisfied for some $\epsilon_{1}>0$. We first construct $\epsilon^{\prime}>0$ and then consider $\eta \in$ $B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right) \cap \Sigma_{1}^{*} \cap N(X, \theta)$, and we prove that $\eta=\phi(\theta)$. Since $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$ and since, according to Proposition $13, \Delta_{X}$ is closed, there exists $\epsilon_{2}>0$ such that for any $\tilde{\theta} \in B_{\infty}\left(\theta, \epsilon_{2}\right)$,

$$
\alpha(X, \theta)=\alpha(X, \tilde{\theta}),
$$

i.e.

$$
A(X, \theta)=A(X, \tilde{\theta}) .
$$

Consider $\epsilon=\min \left(\epsilon_{1}, \epsilon_{2}\right)$. Since, according to Proposition 20 . $\rho_{\theta} \circ\left(\psi^{\theta}\right)^{-1}$ is continuous at $\phi(\theta) \in$ $\psi^{\theta}\left(U_{\theta}\right)$, and since $\rho_{\theta} \circ\left(\psi^{\theta}\right)^{-1}(\phi(\theta))=\rho_{\theta}\left(\tau_{\theta}\right)=\theta$, there exists $\epsilon^{\prime}>0$ such that for all $\tau \in U_{\theta}$,

$$
\begin{equation*}
\left\|\psi^{\theta}(\tau)-\phi(\theta)\right\|_{\infty}<\epsilon^{\prime} \quad \Longrightarrow \quad\left\|\rho_{\theta}(\tau)-\theta\right\|_{\infty}=\left\|\rho_{\theta} \circ\left(\psi^{\theta}\right)^{-1}\left(\psi^{\theta}(\tau)\right)-\rho_{\theta} \circ\left(\psi^{\theta}\right)^{-1}(\phi(\theta))\right\|_{\infty}<\epsilon . \tag{44}
\end{equation*}
$$

Since $\phi(\theta)=\psi^{\theta}\left(\tau_{\theta}\right)$, Proposition 22 guarantees that, modulo a decrease of $\epsilon^{\prime}$, we can assume that

$$
\begin{equation*}
B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right) \cap \Sigma_{1}^{*} \subset \psi^{\theta}\left(U_{\theta}\right) . \tag{45}
\end{equation*}
$$

Now let $\eta \in B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right) \cap \Sigma_{1}^{*} \cap N(X, \theta)$. Let us prove that $\eta=\phi(\theta)$. Using (45), there exists $\tau \in U_{\theta}$ such that $\eta=\psi^{\theta}(\tau)$. Since $\|\phi(\theta)-\eta\|_{\infty}<\epsilon^{\prime}$, we have using (44)

$$
\begin{equation*}
\left\|\rho_{\theta}(\tau)-\theta\right\|_{\infty}<\epsilon . \tag{46}
\end{equation*}
$$

Since $\epsilon<\epsilon_{2}$, we have

$$
\begin{equation*}
A(X, \theta)=A\left(X, \rho_{\theta}(\tau)\right) \text {. } \tag{47}
\end{equation*}
$$

Since $\psi^{\theta}(\tau)=\eta \in N(X, \theta)$, we have by definition of $N(X, \theta)$ that $\psi^{\theta}(\tau)-\phi(\theta) \in \operatorname{Ker} A(X, \theta)$, so

$$
\begin{equation*}
A(X, \theta) \cdot \psi^{\theta}(\tau)=A(X, \theta) \cdot \phi(\theta) \tag{48}
\end{equation*}
$$

Using successively (3), (47), (48) and (3) again, we have

$$
\begin{aligned}
f_{\rho_{\theta}(\tau)}(X) & =A\left(X, \rho_{\theta}(\tau)\right) \cdot \phi\left(\rho_{\theta}(\tau)\right) \\
& =A(X, \theta) \cdot \phi\left(\rho_{\theta}(\tau)\right) \\
& =A(X, \theta) \cdot \phi(\theta) \\
& =f_{\theta}(X) .
\end{aligned}
$$

Since the hypothesis $i$ ) holds for $\epsilon_{1}$, using (46) and the fact that $\epsilon<\epsilon_{1}$, we have

$$
\theta \sim \rho_{\theta}(\tau)
$$

We conclude using Proposition 15 that

$$
\eta=\phi\left(\rho_{\theta}(\tau)\right)=\phi(\theta),
$$

which shows

$$
B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right) \cap \Sigma_{1}^{*} \cap N(X, \theta) \subset\{\phi(\theta)\}
$$

The converse inclusion trivially holds and therefore $i i$ ) holds.
$i i) \Rightarrow i$ ) Suppose $i i)$ is satisfied for some $\epsilon^{\prime}>0$.
We first construct $\epsilon$ and prove $i$ ) holds. Since $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$, using Proposition 13 , there exists $\epsilon_{1}>0$ such that for all $\tilde{\theta} \in B_{\infty}\left(\theta, \epsilon_{1}\right)$,

$$
\alpha(X, \theta)=\alpha(X, \tilde{\theta})
$$

i.e.

$$
\begin{equation*}
A(X, \theta)=A(X, \tilde{\theta}) \tag{49}
\end{equation*}
$$

Since $\phi$ is continuous, there exists $\epsilon_{2}>0$ such that

$$
\|\theta-\tilde{\theta}\|_{\infty}<\epsilon_{2} \quad \Longrightarrow \quad\|\phi(\theta)-\phi(\tilde{\theta})\|_{\infty}<\epsilon^{\prime}
$$

Using Proposition 18 , there exists $\epsilon_{3}>0$ such that

$$
\theta \stackrel{R}{\sim} \tilde{\theta} \text { and }\|\theta-\tilde{\theta}\|_{\infty}<\epsilon_{3} \quad \Longrightarrow \quad \theta \sim \tilde{\theta}
$$

Since $\theta \notin S$ and $S$ is closed, there exists $\epsilon_{4}>0$ such that for all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, if $\|\theta-\tilde{\theta}\|_{\infty}<\epsilon_{4}$, then

$$
\tilde{\theta} \notin S .
$$

Let $\epsilon=\min \left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}, \epsilon_{4}\right)$. Let $\tilde{\theta} \in B_{\infty}(\theta, \epsilon)$, and suppose

$$
f_{\theta}(X)=f_{\tilde{\theta}}(X)
$$

Let us prove that $\theta \sim \tilde{\theta}$. Reformulating the above equality using (3) for both sides, and using the definition of $A$ given in the beginning of Section 4 , we have

$$
A(X, \theta) \cdot \phi(\theta)=A(X, \tilde{\theta}) \cdot \phi(\tilde{\theta})
$$

Since $\|\theta-\tilde{\theta}\|_{\infty}<\epsilon \leq \epsilon_{1}$, we have the equality (49) and thus

$$
A(X, \theta) \cdot \phi(\theta)=A(X, \theta) \cdot \phi(\tilde{\theta})
$$

In other words, $\phi(\tilde{\theta})-\phi(\theta) \in \operatorname{Ker} A(X, \theta)$. Since $\epsilon<\epsilon_{4}, \phi(\tilde{\theta}) \in \Sigma_{1}^{*}$. Since $\epsilon<\epsilon_{2}, \phi(\tilde{\theta}) \in$ $B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right)$. Summarizing,

$$
\phi(\tilde{\theta}) \in B_{\infty}\left(\phi(\theta), \epsilon^{\prime}\right) \cap \Sigma_{1}^{*} \cap N(X, \theta)
$$

and using the hypothesis $i i$ ), we conclude that

$$
\phi(\tilde{\theta})=\phi(\theta)
$$

By Proposition 17, we have $\theta \stackrel{R}{\sim} \tilde{\theta}$, and since $\epsilon<\epsilon_{3}$, we conclude that

$$
\theta \sim \tilde{\theta}
$$

We are now going to prove Theorems 8 and 9 , which we restate as Theorems 26 and 27 respectively.
Theorem 26 (Necessary condition). Let $X \in \mathbb{R}^{\llbracket 1, n \rrbracket \times V_{L}}$ and $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$. If $C_{N}$ is not satisfied, then for all $\epsilon>0$ there exists $\tilde{\theta} \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$ such that $\theta \nsim \tilde{\theta}$, $\|\theta-\tilde{\theta}\|_{\infty}<\epsilon$ and

$$
f_{\theta}(X)=f_{\tilde{\theta}}(X)
$$

Theorem 27 (Sufficient condition). Let $X \in \mathbb{R}^{\llbracket 1, n \rrbracket \times V_{L}}$ and $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$. If $C_{S}$ is satisfied, then there exists $\epsilon>0$ such that for all $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, if $\|\theta-\tilde{\theta}\|_{\infty}<\epsilon$,

$$
f_{\theta}(X)=f_{\tilde{\theta}}(X) \quad \Longrightarrow \quad \theta \sim \tilde{\theta}
$$

To prove the theorems, we need to prove first the following lemmas.

Lemma 28. Let us denote by $T=\operatorname{Im} D \psi^{\theta}\left(\tau_{\theta}\right)$ the direction of the tangent plane to $\Sigma_{1}^{*}$ at $\phi(\theta)$. Let us denote by $H$ the intersection $\operatorname{Ker} A(X, \theta) \cap T$. We have

$$
\begin{equation*}
\operatorname{dim}(H)=\left|F_{\theta}\right|+|B|-R_{\Gamma} \tag{50}
\end{equation*}
$$

Proof. Let $\eta \in T$. There exists $h \in \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$ such that $\eta=D \psi^{\theta}\left(\tau_{\theta}\right) \cdot h$. We have the following equivalence:

$$
\begin{aligned}
\eta \in \operatorname{Ker} A(X, \theta) & \Longleftrightarrow A(X, \theta) \cdot \eta=0 \\
& \Longleftrightarrow A(X, \theta) \circ D \psi^{\theta}\left(\tau_{\theta}\right) \cdot h=0 \\
& \Longleftrightarrow \Gamma(X, \theta) \cdot h=0 \\
& \Longleftrightarrow h \in \operatorname{Ker} \Gamma(X, \theta) .
\end{aligned}
$$

This shows that $D \psi^{\theta}\left(\tau_{\theta}\right)^{-1}(\operatorname{Ker} A(X, \theta) \cap T)=\operatorname{Ker} \Gamma(X, \theta) \subset \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$.
Since $D \psi^{\theta}\left(\tau_{\theta}\right)$ is injective, we thus have

$$
\operatorname{dim}(H)=\operatorname{dim}(\operatorname{Ker} \Gamma(X, \theta))=\left|F_{\theta}\right|+|B|-R_{\Gamma}
$$

Lemma 29. Let $G$ be a supplementary subspace of $\operatorname{Ker} A(X, \theta)$ such that

$$
\begin{equation*}
H \oplus G=\operatorname{Ker} A(X, \theta) \tag{51}
\end{equation*}
$$

If $R_{\Gamma}=R_{A}$, there exist an open set $\mathcal{O} \subset U_{\theta} \times G$ containing $\left(\tau_{\theta}, 0\right)$ and an open set $\mathcal{V} \subset \mathbb{R}^{\mathcal{P} \times V_{L}}$ containing $\phi(\theta)$ such that

$$
\begin{aligned}
\xi: & \mathcal{O} \\
(\tau, g) & \longmapsto \mathcal{V} \\
& \longmapsto \psi^{\theta}(\tau)+g
\end{aligned}
$$

is a diffeomorphism from $\mathcal{O}$ onto $\mathcal{V}$.
Proof. Let us first show that

$$
\begin{equation*}
T \oplus G=\mathbb{R}^{\mathcal{P} \times V_{L}} \tag{52}
\end{equation*}
$$

Indeed, since $\operatorname{Ker} A(X, \theta)=H \oplus G$ and $T \cap \operatorname{Ker} A(X, \theta)=H$, we have $T \cap G=\{0\}$. We of course have

$$
\begin{equation*}
T \oplus G \subset \mathbb{R}^{\mathcal{P} \times V_{L}} \tag{53}
\end{equation*}
$$

Let us show that $\operatorname{dim}(G)=\operatorname{dim}\left(\mathbb{R}^{\mathcal{P} \times V_{L}}\right)-\operatorname{dim}(T)$. First note that we have

$$
\begin{equation*}
\operatorname{dim}(\operatorname{Ker} A(X, \theta))=\operatorname{dim}\left(\mathbb{R}^{\mathcal{P} \times V_{L}}\right)-\operatorname{rank}(A(X, \theta))=|\mathcal{P}| N_{L}-R_{A} \tag{54}
\end{equation*}
$$

Using (51) and (54), we have

$$
\begin{aligned}
\operatorname{dim}(G) & =\operatorname{dim}(\operatorname{Ker} A(X, \theta))-\operatorname{dim}(H) \\
& =|\mathcal{P}| N_{L}-R_{A}-\operatorname{dim}(H)
\end{aligned}
$$

Using (50) and the hypothesis $R_{\Gamma}=R_{A}$ we thus have

$$
\begin{aligned}
\operatorname{dim}(G) & =|\mathcal{P}| N_{L}-R_{A}+R_{\Gamma}-\left|F_{\theta}\right|-|B| \\
& =|\mathcal{P}| N_{L}-\left|F_{\theta}\right|-|B| \\
& =|\mathcal{P}| N_{L}-\operatorname{dim}(T)
\end{aligned}
$$

where the last equality comes from the injectivity of $D \psi^{\theta}\left(\tau_{\theta}\right)$, shown in Proposition 23. Together with (53), this proves 52.
Let us now consider the function

$$
\begin{aligned}
\xi: \quad U_{\theta} \times G & \longrightarrow \mathbb{R}^{\mathcal{P} \times V_{L}} \\
(\tau, g) & \longmapsto \psi^{\theta}(\tau)+g
\end{aligned}
$$

For all $(h, g) \in\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right) \times G$, we have

$$
D \xi\left(\tau_{\theta}, 0\right) \cdot(h, g)=D \psi^{\theta}\left(\tau_{\theta}\right) h+g
$$

The differential $D \xi\left(\tau_{\theta}, 0\right)$ is injective. Indeed, if

$$
D \xi\left(\tau_{\theta}, 0\right) \cdot(h, g)=0
$$

then since $D \psi^{\theta}\left(\tau_{\theta}\right) h \in T$ and $g \in G$, we have

$$
\left\{\begin{array}{l}
D \psi^{\theta}\left(\tau_{\theta}\right) h=0 \\
g=0
\end{array}\right.
$$

and since $D \psi^{\theta}\left(\tau_{\theta}\right)$ is injective, $h=0$ and $D \xi\left(\tau_{\theta}, 0\right)$ is injective. Since, using (52),

$$
\operatorname{dim}\left(\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}\right)+\operatorname{dim}(G)=|\mathcal{P}| N_{L}
$$

$D \xi\left(\tau_{\theta}, 0\right)$ is bijective.
We can thus apply the inverse function theorem: there exists an open set $\mathcal{O} \subset U_{\theta} \times G$ containing $\left(\tau_{\theta}, 0\right)$, an open set $\mathcal{V} \subset \mathbb{R}^{\mathcal{P} \times V_{L}}$ containing $\phi(\theta)$ such that $\xi$ is a diffeomorphism from $\mathcal{O}$ into $\mathcal{V}$.

We can now prove the theorems.

Proof of Theorem 26. If $C_{N}$ is not satisfied, then we have $R_{\Gamma}=R_{A}<\left|F_{\theta}\right|+|B|$. We can thus apply Lemma 29, there exist an open set $\mathcal{O} \subset U_{\theta} \times G$ containing $\left(\tau_{\theta}, 0\right)$ and an open set $\mathcal{V} \subset \mathbb{R}^{\mathcal{P} \times V_{L}}$ containing $\phi(\bar{\theta})$ such that

$$
\begin{aligned}
\xi: & \mathcal{O} \\
(\tau, g) & \longmapsto \mathcal{V} \\
& \longmapsto \psi^{\theta}(\tau)+g
\end{aligned}
$$

is a diffeomorphism from $\mathcal{O}$ onto $\mathcal{V}$.
Consider $\epsilon>0$. We define the open set $\tilde{\mathcal{O}}=\mathcal{O} \cap\left(\psi^{\theta}\right)^{-1}(B(\phi(\theta), \epsilon) \times G$ and its image $\tilde{\mathcal{V}}=\xi(\tilde{\mathcal{O}})$. Using the computation of $\operatorname{dim}(H)$ shown in Lemma 28, we have

$$
\operatorname{dim}(H)=\left|F_{\theta}\right|+|B|-R_{\Gamma}>0
$$

so there exists a nonzero $w \in H$ such that $\phi(\theta)+w \in \tilde{\mathcal{V}}$. Since $\xi$ induces a diffeomorphism from $\tilde{\mathcal{O}}$ onto $\tilde{\mathcal{V}}$, there exists $(\tau, g) \in \tilde{\mathcal{O}}$ such that

$$
\phi(\theta)+w=\psi^{\theta}(\tau)+g
$$

i.e.

$$
\begin{equation*}
\psi^{\theta}(\tau)-\phi(\theta)=w-g \tag{55}
\end{equation*}
$$

Let us denote $\tilde{\theta}=\rho_{\theta}(\tau)$ and let us show that Theorem 25 ii) does not hold. By definition, $\phi(\tilde{\theta})=$ $\psi^{\theta}(\tau)$ and since $(\tau, g) \in \tilde{\mathcal{O}},\|\phi(\theta)-\phi(\tilde{\theta})\|_{\infty}<\epsilon$. Since $H \cap G=\{0\}, w \in H, g \in G$ and $w \neq 0$, (55) shows that

$$
\phi(\tilde{\theta})-\phi(\theta) \neq 0
$$

Furthermore, since $w \in H \subset \operatorname{Ker} A(X, \theta)$ and $g \in G \subset \operatorname{Ker} A(X, \theta)$, 55) shows that

$$
\phi(\tilde{\theta})-\phi(\theta) \in \operatorname{Ker} A(X, \theta)
$$

so

$$
\phi(\tilde{\theta}) \in N(X, \theta)
$$

Summarizing, for any $\epsilon>0$ there exists $\tilde{\theta} \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash S$ such that $\phi(\tilde{\theta}) \in B_{\infty}(\phi(\theta), \epsilon) \cap \Sigma_{1}^{*} \cap$ $N(X, \theta) \backslash\{\phi(\theta)\}$. The second item of Theorem 25 does not hold. Since it is equivalent, the first item of Theorem 25 does not hold either. In other words, the conclusion of Theorem 26 holds.

Proof of Theorem 27 Suppose that $C_{S}$ is satisfied. Using Lemma 28 and using $C_{S}$, we obtain

$$
\operatorname{dim}(T \cap \operatorname{Ker} A(X, \theta))=\left|F_{\theta}\right|+|B|-R_{\Gamma}=0
$$

We thus have

$$
\begin{equation*}
T \cap \operatorname{Ker} A(X, \theta)=\{0\} \tag{56}
\end{equation*}
$$

In order to apply Theorem 25, let us show by contradiction that there exists $\epsilon>0$ such that

$$
\begin{equation*}
B_{\infty}(\phi(\theta), \epsilon) \cap \Sigma_{1}^{*} \cap N(X, \theta)=\{\phi(\theta)\} \tag{57}
\end{equation*}
$$

More precisely, we suppose that for all $n \in \mathbb{N}^{*}$, there exists $\phi_{n} \in N(X, \theta) \cap \Sigma_{1}^{*}$ such that $\phi_{n} \neq \phi(\theta)$ and $\left\|\phi(\theta)-\phi_{n}\right\|_{\infty}<\frac{1}{n}$ and prove that it leads to $T \cap \operatorname{Ker} A(X, \theta) \neq\{0\}$, which contradicts (56).
Using Proposition 22, there exists $n_{0} \in \mathbb{N}^{*}$ such that for all $n \geq n_{0}$, there exists $\tau_{n} \in U_{\theta}$ such that $\phi_{n}=\psi^{\theta}\left(\tau_{n}\right)$. Since $\psi^{\theta}$ is a homeomorphism and $\psi^{\theta}\left(\tau_{\theta}\right)=\phi(\theta)$,

$$
\phi_{n} \rightarrow \phi(\theta)
$$

implies that

$$
\tau_{n} \rightarrow \tau_{\theta}
$$

Moreover, for all $n \geq n_{0}, \tau_{n} \neq \tau_{\theta}$.
When $n$ tends to infinity, we can thus write

$$
\phi_{n}-\phi(\theta)=\psi^{\theta}\left(\tau_{n}\right)-\psi^{\theta}\left(\tau_{\theta}\right)=D \psi^{\theta}\left(\tau_{\theta}\right) \cdot\left(\tau_{n}-\tau_{\theta}\right)+o\left(\tau_{n}-\tau_{\theta}\right)
$$

Let us apply $A(X, \theta)$ and divide by $\left\|\tau_{n}-\tau_{\theta}\right\|$.

$$
\begin{equation*}
\frac{1}{\left\|\tau_{n}-\tau_{\theta}\right\|} A(X, \theta) \cdot\left(\phi_{n}-\phi(\theta)\right)=A(X, \theta) \circ D \psi^{\theta}\left(\tau_{\theta}\right) \cdot\left(\frac{\tau_{n}-\tau_{\theta}}{\left\|\tau_{n}-\tau_{\theta}\right\|}\right)+\frac{1}{\left\|\tau_{n}-\tau_{\theta}\right\|} A(X, \theta) o\left(\tau_{n}-\tau_{\theta}\right) \tag{58}
\end{equation*}
$$

Since $\phi_{n} \in N(X, \theta)$ for all $n \in \mathbb{N}^{*}$,

$$
\frac{1}{\left\|\tau_{n}-\tau_{\theta}\right\|} A(X, \theta) \cdot\left(\phi_{n}-\phi(\theta)\right)=0
$$

Since $\frac{\tau_{n}-\tau_{\theta}}{\left\|\tau_{n}-\tau_{\theta}\right\|}$ belongs to the unit sphere, we can extract a subsequence that converges to a limit $h$ with norm equal to 1 . Taking the limit in (58) according to this subsequence, we obtain

$$
0=A(X, \theta) \circ D \psi^{\theta}\left(\tau_{\theta}\right) \cdot h
$$

which shows that $D \psi^{\theta}\left(\tau_{\theta}\right) \cdot h \in \operatorname{Ker} A(X, \theta)$. Since $h \neq 0$ and $D \psi^{\theta}\left(\tau_{\theta}\right)$ is injective, $D \psi^{\theta}\left(\tau_{\theta}\right) h \neq 0$ and

$$
T \cap \operatorname{Ker} A(X, \theta) \neq\{0\}
$$

This is in contradiction with 56.
We have proven (57). We can now conclude thanks to Lemma 25. there exists $\epsilon^{\prime}>0$ such that for any $\tilde{\theta} \in \mathbb{R}^{E} \times \mathbb{R}^{B}$, if $\|\theta-\tilde{\theta}\|<\epsilon^{\prime}$, then

$$
f_{\theta}(X)=f_{\tilde{\theta}}(X) \quad \Longrightarrow \quad \theta \sim \tilde{\theta}
$$

## E Checking the conditions numerically

We restate and prove Proposition 11 .
Proposition 30. Let $X \in \mathbb{R}^{n \times V_{0}}$ and $\theta \in \mathbb{R}^{E} \times \mathbb{R}^{B}$. We have

$$
R_{A}=N_{L} \operatorname{rank}(\alpha(X, \theta))
$$

Proof. Let $\eta \in \mathbb{R}^{\mathcal{P} \times V_{L}}$. We have

$$
A(X, \theta) \cdot \eta=\alpha(X, \theta) \eta
$$

If we denote by $\eta^{1}, \ldots, \eta^{N_{L}} \in \mathbb{R}^{\mathcal{P}}$ the $N_{L}$ columns of $\eta$, the columns of $A(X, \theta) \cdot \eta$ are $\alpha(X, \theta) \eta^{1}, \ldots, \alpha(X, \theta) \eta^{N_{L}}$. If we consider the matrix $\eta$ as a family of $N_{L}$ vectors of $\mathbb{R}^{\mathcal{P}}$ and the matrix $A(X, \theta) \cdot \eta$ as a family of $N_{L}$ vectors of $\mathbb{R}^{n}$, the operator $A(X, \theta)$ can then be equivalently described as

$$
\left.\begin{array}{rl}
A(X, \theta): & \left(\mathbb{R}^{\mathcal{P}}\right)^{N_{L}}
\end{array}\right) \longrightarrow\left(\mathbb{R}^{n}\right)^{N_{L}} .
$$

The rank of such an operator is $N_{L} \operatorname{rank}(\alpha(X, \theta))$.
We restate and prove Proposition 10
Proposition 31. Let $X \in \mathbb{R}^{n \times V_{0}}$ and $\theta \in\left(\mathbb{R}^{E} \times \mathbb{R}^{B}\right) \backslash\left(S \cup \Delta_{X}\right)$. The function

$$
\begin{aligned}
U_{\theta} & \longrightarrow \mathbb{R}^{n \times V_{L}} \\
\tau & \longmapsto f_{\rho_{\theta}(\tau)}(X)
\end{aligned}
$$

is differentiable in a neighborhood of $\tau_{\theta}$, and we denote by $D_{\tau} f_{\theta}(X)$ its differential at $\tau_{\theta}$. We have

$$
\begin{equation*}
D_{\tau} f_{\theta}(X)=\Gamma(X, \theta) \tag{59}
\end{equation*}
$$

Proof. Using (3) at $\rho_{\theta}(\tau)$ and the definition of $\psi^{\theta}$ in 11), we have

$$
f_{\rho_{\theta}(\tau)}(X)=A(X, \theta) \cdot \psi^{\theta}(\tau)
$$

Taking the differential of

$$
\begin{array}{rll}
U_{\theta} & \longrightarrow \mathbb{R}^{n \times V_{L}} \\
\tau & \longmapsto f_{\rho_{\theta}(\tau)}(X)
\end{array}
$$

at $\tau_{\theta}$, and using (13), we obtain

$$
D_{\tau} f_{\theta}(X)=A(X, \theta) \circ D \psi^{\theta}\left(\tau_{\theta}\right)=\Gamma(X, \theta)
$$

To finish with, the following proposition gives explicit expressions of the coefficients of $\Gamma(X, \theta)$. These expressions are given for the sake of theoretical completeness. Note that when it comes to computing $\Gamma(X, \theta)$ in practice (in order to compute $R_{\Gamma}$ ), the correct approach is using backpropagation as described in Section 5 rather than evaluating the expressions in Proposition 32 which involve sums with very large numbers of summands.
Proposition 32. If we decompose it in the canonical bases of $\mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$ and $\mathbb{R}^{\llbracket 1, n \rrbracket \times V_{L}}, \Gamma(X, \theta)$ is a $\left(n N_{L}\right) \times\left(\left|F_{\theta}\right|+|B|\right)$ matrix. For lighter notations, let us drop the dependency in $(X, \theta)$ and denote by $\gamma^{i, v_{L}}$ the lines of $\Gamma(X, \theta)$, for $i \in \llbracket 1, n \rrbracket$ and $v_{L} \in V_{L}$, which satisfy $\left(\gamma^{i, v_{L}}\right)^{T} \in \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$. For any $\left(i, v_{L}\right) \in \llbracket 1, n \rrbracket \times V_{L}$, let us express the coefficients of $\gamma^{i, v_{L}}$, i.e. express $\gamma_{v_{l} \rightarrow v_{l+1}}^{i, v_{L}}$ for any $v_{l} \rightarrow v_{l+1} \in F_{\theta}$ and express $\gamma_{v_{l}}^{i, v_{L}}$ for any $v_{l} \in B$.

- For any $l \in \llbracket 0, L-1 \rrbracket$ and any $\left(v_{l}, v_{l+1}\right) \in V_{l} \times V_{l+1}$ such that $v_{l} \rightarrow v_{l+1} \in F_{\theta}$,

$$
\begin{align*}
& \gamma_{v_{l} \rightarrow v_{l+1}}^{i, v_{L}}=\sum_{v_{0} \in V_{0}} x_{v_{0}}^{i} \bar{w}_{v_{0} \rightarrow v_{1}} \bar{a}_{v_{l}}\left(x^{i}, \theta\right) \prod_{\substack{1 \leq k \leq L-1 \\
k \neq l}} a_{v_{k}}\left(x^{i}, \theta\right) w_{v_{k} \rightarrow v_{k+1}} \\
& v_{l-1} \dot{\in} V_{l-1} \\
& v_{l+2} \in V_{l+2} \\
& v_{L-1} \dot{\dot{\in}} V_{L-1} \\
& +\sum_{l^{\prime}=1}^{L} \sum_{\substack{v_{l^{\prime}} \in V_{l^{\prime}}}} b_{v_{l^{\prime}}} \bar{a}_{v_{l}}\left(x^{i}, \theta\right) \prod_{\substack { l^{\prime} \leq \begin{subarray}{c}{k \leq L-1  \tag{60}\\
k \neq l{ l ^ { \prime } \leq \begin{subarray} { c } { k \leq L - 1 \\
k \neq l } }\end{subarray}} a_{v_{k}}\left(x^{i}, \theta\right) w_{v_{k} \rightarrow v_{k+1}}, \\
& v_{l-1} \dot{\dot{\in}} V_{l-1} \\
& v_{l+2} \in V_{l+2} \\
& v_{L-1} \dot{\dot{\in}} V_{L-1}
\end{align*}
$$

where $\bar{w}_{v_{0} \rightarrow v_{1}}=w_{v_{0} \rightarrow v_{1}}$ and $\bar{a}_{v_{l}}\left(x^{i}, \theta\right)=a_{v_{l}}\left(x^{i}, \theta\right)$ except when $l=0$ in which case $\bar{w}_{v_{0} \rightarrow v_{1}}=1$ and $\bar{a}_{v_{l}}\left(x^{i}, \theta\right)=1$.

- For any $l \in \llbracket 1, L \rrbracket$ and any $v_{l} \in V_{l}$,

$$
\begin{align*}
& \gamma_{v_{l}}^{i, v_{L}}= \sum_{v_{l+1} \in V_{l+1}} \prod_{l \leq k \leq L-1} a_{v_{k}}\left(x^{i}, \theta\right) w_{v_{k} \rightarrow v_{k+1}} .  \tag{61}\\
& \vdots \\
& v_{L-1} \in V_{L-1}
\end{align*}
$$

Proof. Let $\left(i, v_{L}\right) \in \llbracket 1, n \rrbracket \times V_{L}$.
Let us compute $\gamma_{v_{l} \rightarrow v_{l+1}}^{i, v_{L}}$, for $l \in \llbracket 0, L-1 \rrbracket$ and $\left(v_{l}, v_{l+1}\right) \in V_{l} \times V_{l+1}$ such that $v_{l} \rightarrow v_{l+1} \in F_{\theta}$. $\gamma_{v_{l} \rightarrow v_{l+1}}^{i, v_{L}}$ is the coefficient corresponding to the line $\left(i, v_{L}\right)$ and the column $\left(v_{l} \rightarrow v_{l+1}\right)$ of $\Gamma(X, \theta)$. Let us denote by $h^{v_{l} \rightarrow v_{l+1}} \in \mathbb{R}^{F_{\theta}} \times \mathbb{R}^{B}$ the vector whose component indexed by $v_{l} \rightarrow v_{l+1}$ is equal to 1 and whose other components are zero. Let us denote by $d^{i, v_{L}} \in \mathbb{R}^{n \times V_{L}}$ the element whose component indexed by $\left(i, v_{L}\right)$ is equal to 1 and whose other components are zero. Let us denote by $\langle\cdot, \cdot\rangle_{\mathbb{R}^{n \times V_{L}}}$ the scalar product of the euclidean space $\mathbb{R}^{n \times V_{L}}$. We have

$$
\begin{aligned}
\gamma_{v_{l} \rightarrow v_{l+1}}^{i, v_{L}} & =\left\langle d^{i, v_{L}}, \Gamma(X, \theta) \cdot h^{v_{l} \rightarrow v_{l+1}}\right\rangle_{\mathbb{R}^{n \times V_{L}}} \\
& =\left\langle d^{i, v_{L}}, A(X, \theta) \circ D \psi^{\theta}\left(\tau_{\theta}\right) \cdot h^{v_{l} \rightarrow v_{l+1}}\right\rangle_{\mathbb{R}^{n \times V_{L}}} \\
& =\left\langle d^{i, v_{L}}, A(X, \theta) \cdot \frac{\partial \psi^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)\right\rangle_{\mathbb{R}^{n \times V_{L}}} \\
& =\left\langle d^{i, v_{L}}, \alpha(X, \theta) \frac{\partial \psi^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)\right\rangle_{\mathbb{R}^{n \times V_{L}}} \\
& =\left[\alpha(X, \theta) \frac{\partial \psi^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)\right]_{i, v_{L}},
\end{aligned}
$$

where $\left[\alpha(X, \theta) \frac{\partial \psi^{\theta}}{\partial \tau_{v_{l}} \rightarrow v_{l+1}}\left(\tau_{\theta}\right)\right]_{i, v_{L}}$ denotes the coefficient $\left(i, v_{L}\right)$ of the product $\alpha(X, \theta) \frac{\partial \psi^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)$. Let us remind the dimensions in this product. For the left factor, recalling the definition given in the beginning of Section $D$, we have $\alpha(X, \theta) \in \mathbb{R}^{n \times \mathcal{P}}$. Concerning the right factor, since for any $\tau \in U_{\theta}$, we have $\psi^{\theta}(\tau) \in \mathbb{R}^{\mathcal{P} \times V_{L}}$, the partial derivative satisfies $\frac{\partial \psi^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right) \in \mathbb{R}^{\mathcal{P} \times V_{L}}$. Hence, the dimension of the product is

$$
\alpha(X, \theta) \frac{\partial \psi^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right) \in \mathbb{R}^{n \times V_{L}} .
$$

To obtain the coefficient $\left(i, v_{L}\right)$ of this product, we keep the $i^{t h}$ line of the left factor, which is equal to $\alpha\left(x^{i}, \theta\right)$, and the column $v_{L}$ of the right factor, which is equal to $\frac{\partial \psi_{v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)$. We thus have

$$
\left[\alpha(X, \theta) \frac{\partial \psi^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)\right]_{i, v_{L}}=\alpha\left(x^{i}, \theta\right) \frac{\partial \psi_{v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)=\sum_{p \in \mathcal{P}} \alpha_{p}\left(x^{i}, \theta\right) \frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)
$$

Let $p \in \mathcal{P}$. If $p=\left(v_{0}, \ldots, v_{L}\right) \in \mathcal{P}_{0}$, looking at the case 1 in the proof of Proposition 23, we have

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)=\mathbb{1}_{\left\{v_{l} \rightarrow v_{l+1} \in p\right\}} \prod_{\substack{k \in \llbracket 0, L-1 \rrbracket \\ k \neq l}} w_{v_{k} \rightarrow v_{k+1}}
$$

Recalling the definition of $\alpha_{p}\left(x^{i}, \theta\right)$ in the case $p \in \mathcal{P}_{0}$, given in (2), we also have

$$
\alpha_{p}\left(x^{i}, \theta\right)=x_{v_{0}}^{i} \prod_{k=1}^{L-1} a_{v_{k}}\left(x^{i}, \theta\right)
$$

and thus

$$
\begin{equation*}
\alpha_{p}\left(x^{i}, \theta\right) \frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)=\mathbb{1}_{\left\{v_{l} \rightarrow v_{l+1} \in p\right\}} x_{v_{0}}^{i} \prod_{k=1}^{L-1} a_{v_{k}}\left(x^{i}, \theta\right) \prod_{\substack{k \in \llbracket 0, L-1 \rrbracket \\ k \neq l}} w_{v_{k} \rightarrow v_{k+1}} \tag{62}
\end{equation*}
$$

Now if $p=\left(v_{l^{\prime}}, \ldots, v_{L}\right) \in \mathcal{P}_{l^{\prime}}$, for $\left.l^{\prime} \in \llbracket 1, \ldots, L-1\right\}$, looking at the case 2 in the proof of Proposition 23, we have

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)=\mathbb{1}_{\left\{v_{l} \rightarrow v_{l+1} \in p\right\}} b_{v_{l^{\prime}}} \prod_{\substack{k \in \llbracket \llbracket^{\prime}, L-1 \rrbracket \\ k \neq l}} w_{v_{k} \rightarrow v_{k+1}}
$$

Recalling the definition of $\alpha_{p}\left(x^{i}, \theta\right)$ in the case $p \in \mathcal{P}_{l^{\prime}}$, given in (2), we also have

$$
\alpha_{p}\left(x^{i}, \theta\right)=\prod_{k=l^{\prime}}^{L-1} a_{v_{k}}\left(x^{i}, \theta\right)
$$

and thus

$$
\begin{equation*}
\alpha_{p}\left(x^{i}, \theta\right) \frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)=\mathbb{1}_{\left\{v_{l} \rightarrow v_{l+1} \in p\right\}} b_{v_{l^{\prime}}} \prod_{k=l^{\prime}}^{L-1} a_{v_{k}}\left(x^{i}, \theta\right) \prod_{\substack{k \in l^{\prime}, L-1 \rrbracket \\ k \neq l}} w_{v_{k} \rightarrow v_{k+1}} \tag{63}
\end{equation*}
$$

Finally, if $p=\beta$, looking at the case 3 in the proof of Proposition 23, we have

$$
\frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)=0
$$

and thus

$$
\begin{equation*}
\alpha_{p}\left(x^{i}, \theta\right) \frac{\partial \psi_{p, v_{L}}^{\theta}}{\partial \tau_{v_{l} \rightarrow v_{l+1}}}\left(\tau_{\theta}\right)=0 \tag{64}
\end{equation*}
$$

Assembling (62), (63) and (64), we can sum over all $p \in \mathcal{P}$, and obtain

$$
\begin{aligned}
\gamma_{v_{l+1} \rightarrow v_{l}}^{i, v_{L}}= & \sum_{\substack{p \in \mathcal{P}_{0} \\
p=\left(v_{0}, \ldots, v_{L-1}\right)}} \mathbb{1}_{\left\{v_{l} \rightarrow v_{l+1} \in p\right\}} x_{v_{0}}^{i} \prod_{k=1}^{L-1} a_{v_{k}}\left(x^{i}, \theta\right) \prod_{\substack{k \in \llbracket 0, L-1 \rrbracket \\
k \neq l}} w_{v_{k} \rightarrow v_{k+1}} \\
& +\sum_{l^{\prime}=1}^{L} \sum_{\substack{p \in \mathcal{P}_{l^{\prime}} \\
p=\left(v_{l^{\prime}}, \ldots, v_{L-1}\right)}} \mathbb{1}_{\left\{v_{l} \rightarrow v_{l+1} \in p\right\}} b_{v_{l^{\prime}}} \prod_{k=l^{\prime}}^{L-1} a_{v_{k}}\left(x^{i}, \theta\right) \prod_{\substack{k \in \llbracket l^{\prime}, L-1 \rrbracket \\
k \neq l}} w_{v_{k} \rightarrow v_{k+1}}
\end{aligned}
$$

which can be reformulated, getting rid of the zero sums when $v_{l} \rightarrow v_{l+1} \notin p$, as

$$
\begin{aligned}
& \gamma_{v_{l+1} \rightarrow v_{l}}^{i, v_{L}}=\sum_{v_{0} \in V_{0}} x_{v_{0}}^{i} \bar{w}_{v_{0} \rightarrow v_{1}} a_{v_{l}}\left(x^{i}, \theta\right) \prod_{\substack{k \in \llbracket 1, L-1 \rrbracket \\
k \neq l}} a_{v_{k}}\left(x^{i}, \theta\right) w_{v_{k} \rightarrow v_{k+1}} \\
& v_{v_{l-1}} \dot{\dot{\in}} V_{l-1} \\
& \begin{array}{l}
v_{l-1} \in V_{l-1} \\
v_{l+2} \in V_{l+2}
\end{array} \\
& { }_{v_{L-1}} \dot{\dot{\in}} V_{L-1} \\
& +\sum_{l^{\prime}=1}^{L} \sum_{\substack{v_{l^{\prime}} \in V_{l^{\prime}} \\
.}} a_{v_{l}}\left(x^{i}, \theta\right) b_{v_{l}^{\prime}} \prod_{\substack{k \in \llbracket l^{\prime}, L-1 \rrbracket \\
k \neq l}} a_{v_{k}}\left(x^{i}, \theta\right) w_{v_{k} \rightarrow v_{k+1}}, \\
& \begin{array}{c}
\dot{\dot{\in}} V_{l-1} \\
v_{l-1} \in V_{l+2}
\end{array} \\
& \begin{array}{c}
\dot{\dot{\epsilon}} V_{L-1}
\end{array}
\end{aligned}
$$

which shows 60).
The proof of 61 is similar to the one of 60 .


[^0]:    ${ }^{1}$ Note, in the definition of $F_{\theta}$, the index $l$ starting at $l=1$ and not $l=0$.

[^1]:    ${ }^{2}$ https://www.deel.ai/

