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Résumé
Ce rapport étudie les méthodes visant à intégrer un contexte discursif

étendu en traduction automatique, en se focalisant sur les méthodes de tra-
duction neuronales. Les systèmes de traduction automatique traduisent en
général chaque phrase indépendemment de ses voisines, ce qui entraine des
erreurs systématiques qui résultent d’un contexte discursif trop étroit. Nous
présentons en premier lieu les phénomènes linguistiques qui justifient la prise
en compte d’un contexte élargi, en illustrant cet exposé par des exemples
typiques d’erreurs de traduction et en évoquant diverses architectures de tra-
duction statistique s’intéressant à ces phénomènes. L’avènement des méth-
odes neuronales a permis de revisiter ces problèmes, donnant lieu à diverses
variantes des architectures neuronales que nous passons ensuite en revue.
Nous discutons également des métriques utilisées pour mesurer l’effet de ces
contextes élargis sur la qualité des traductions obtenues. Nous concluons
en résumant les acquis des travaux actuels et les principales directions de
recherche.

Abstract

This report examines methods for integrating an extended discourse con-
text in machine translation, focusing on neural translation methods. Ma-
chine translation systems generally translate each sentence independently of
its neighbours, which leads to systematic errors resulting from a limited dis-
course context. We first present the linguistic phenomena that justify taking
into account a wider context, illustrating this presentation with typical ex-
amples of translation errors and evoking various statistical translation archi-
tectures interested in these phenomena. The advent of neural methods has
made it possible to revisit these problems, giving rise to multiple variants
of the neural translation architectures that we review. We also discuss the
metrics used to measure the effect of these extended contexts on the quality
of the resulting translations. We conclude with a summary of current work
and the main research directions.
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Progress in machine translation (MT) in recent years has been genuine, to the point
where some have claimed MT to reach human parity [Hassan et al., 2018, Popel et al.,
2020]. However, most of the effort to date has focused on systems performing translation
on a per sentence basis, meaning that each sentence translation is performed out of
its discursive context. When it comes to translation with contextual information, the
area is still under exploration and recent studies have shown even when sentence-level
MT evaluations could fail to distinguish human from machine translation, performing
evaluations with a discourse context was less favourable for neural machine translation
(NMT) [Läubli et al., 2018, Lopes et al., 2020].

The Conference on Machine Translation (WMT) had accordingly started to consider
inter-sentential translations in their annual shared task [Guillou et al., 2016]. Neural
architectures have shown promising avenues for quality improvement by incorporating
contextual information. This has sparked numerous studies in various directions of dis-
course disambiguation, including word sense disambiguation [Rios Gonzales et al., 2017a,
Marvin and Koehn, 2018, Rios et al., 2018, Tang et al., 2018] and pronoun anaphora
[Hardmeier et al., 2015, Wong et al., 2020].

Most state-of-the-art Neural Machine Translation (NMT) models [Sutskever et al.,
2014, Bahdanau et al., 2014, Vaswani et al., 2017a] use independent sentence pairs for
training as well as decoding units, irrespective of the previous sentence or document level
context. By doing so valuable contextual information is not considered during translation
and hence the translations tend to lack cohesion and coherence, especially in translation
consistency at topic and document level [Hardmeier et al., 2013a, Zheng et al., 2020]. A
context-aware or document level NMT framework is able to model the local context of
each sentence, with the awareness of the global context of the document.

Correctly handling discourse-related phenomena requires taking the full document con-
text into account and extending the scope of the translation model beyond the sentence
level [Hardmeier and Federico, 2010a, Wang et al., 2017b, Bawden et al., 2018b, Lopes
et al., 2020]. A context-aware translation model has the capacity to leverage contextual
features while translating entire texts, which is especially important when it is critical to
achieve a correct translation. This requires the ability to model long-range dependencies
between words, phrases, or sentences, which are typically studied in linguistics under the
topics of discourse and pragmatics. For a translation system, the capacity to model the
context may notably improve certain translation decisions, e.g. a better or most consis-
tent lexical choice [Kuang et al., 2018], or a better translation of anaphoric pronouns
[Voita et al., 2018, Bawden et al., 2019]. Such issues are attracted a growing interest
from the research communities, as witnessed by the survey papers [Maruf et al., 2019b,
Lopes et al., 2020, Ma et al., 2021].

In this document, we present a detailed and comprehensive overview of current works
aimed to include a larger context in NMT. We start with a brief history of discourse in
machine translation, followed by a thorough introduction of the main discourse phenom-
ena that are typically targeted in MT (Section 1). We feel that a detailed presentation
of the discourse phenomenon is important to fully understand the challenges that MT
systems have to address. We then give a short overview of NMT, focusing on topics that
are especially relevant to describe contextual models: the attention component and the
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decoding procedure. A detailed survey of the research works undertaken to incorporate
document-level context into translation is presented in Section 3. As pointed out by many
authors, automatic metrics such as BLEU [Papineni et al., 2002] and Meteor [Banerjee
and Lavie, 2005] fail to properly reward such attempts on document-level phenomena,
which calls for better way to evaluate the difficulties of document-level translation. We
thus thoroughly discuss in Section 4 specific evaluation schemes that are used to mea-
sure improvements in these matters. A last section (5) lists a set of useful resources for
document-level MT, before we conclude and discuss further prospects (Section 6).

1 Discourse issues in Machine Translation

1.1 Context in MT: a brief retrospective

Correctly translating with contextual information has long been a topic of primary in-
terest in MT research and has been addressed at each stage of the development of MT
technologies, using the resources and modeling capabilities known at the time. For in-
stance, anaphora resolution was a topic of considerable interest for Rule-Based Machine
Translation (RBMT) systems, and was typically addressed using transfer-based systems
and rules directly implemented into the MT system. Some of these early efforts have
been documented a special issue of the Machine Translation journal [Mitkov, 1999]. How-
ever, these studies could not help much in Statistical Machine Translation (SMT), as the
problems encountered in RBMT outputs were very different from the issues observed in
SMT outputs [Le Nagard and Koehn, 2010].

Incorporating discourse-level in SMT remained a difficult problem, as most systems
performed translation at the sentence level, meaning that each sentence was processed
independently of the other sentences in the same document (both in training and in-
ference)). With respect to SMT, the main focus has been on the following issues: the
translation of pronouns [Le Nagard and Koehn, 2010, Hardmeier and Federico, 2010a,
Hardmeier et al., 2013b, 2015, Guillou, 2016], of discourse connectives [Meyer, 2011,
Meyer and Poláková, 2013, Meyer et al., 2015], the correct disambiguation of word-senses
[Carpuat and Wu, 2007, Rios Gonzales et al., 2017a] and verb tenses [Gong et al., 2012],
the enforcement of lexical consistency [Carpuat, 2009, Gong et al., 2011], and document-
level topic adaptation [Su et al., 2012, Hasler et al., 2014]. While the former problems
(pronouns, connective, word senses) can usually be solved with a relatively local context,
the latter ones typically require a document-level view. Another important distinction
in this respect is between attempts that modified the translation model (phrase-table),
and those that targeted more specifically the language model component. This is for
instance the case with topic models [Blei et al., 2003] that adapt (cross-lingually) the
target language model (LM), thereby enforcing some intra-document consistency. The
work of Hardmeier et al. [2013a] and Stymne et al. [2013] goes one step further and makes
amendments to the decoding process: following an initialcontext-independent translation
of each sentence, a local search procedure improves the overall translation.

When modeling discourse, SMT systems rarely model the discourse phenomena ex-
plicitly. This is in sharp contrast with NMT systems, where context sentences can be
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modelled in various ways [Maruf et al., 2019b, Kim et al., 2019, Popescu-Belis, 2019, Li
et al., 2020]. These, for instance, include concatenation, that uses previous sentence as
context as done by Tiedemann and Scherrer [2017], multi-source models using multiple
past sentences with additional encoder by Zhang et al. [2018], cache-based approaches that
use all previous sentences i.e. in source and target [Tu et al., 2018], doc-star transformer
based on Star architecture by Guo et al. [2019], Lopes et al. [2020], Flat Transformer by
Ma et al. [2020] and many others that we review in Section 3.

In this introductory section, we aim to present and discuss discourse phenomena in
detail and to relate them to the relevant works from the MT literature. We will dis-
cuss anaphora, deixes, ellipses, discourse connectives, lexical consistency and word sense
disambiguation.

1.2 Anaphora Resolution

We start with a thorough account of anaphora, since it has received the most attention
in MT research. Anaphora resolution, a.k.a. co-reference resolution1 refers to the process
of establishing connections between references of the same entity.

The most common example of anaphora is the problem of pronoun resolution, which
aims to associate a pronominal expression to an nominal entity – the antecedent – occur-
ring earlier in the discourse. For instance, in the following example, the pronoun them
refers to the noun Catholics in the first sentence:

The Catholics described the situation as “safe” and “protecting.” This made
them “relaxed and peaceful.”

The antecedent can also occur after the cataphoric pronoun, as in “If she is in town,
Mary will join us for dinner”. An important constraint is the fact that pronouns must
agree with their antecedent; depending on the language, agreement can concern various
grammatical features such as number, gender, case, etc.

Some pronouns also accept other types of antecedents: event reference pronouns, such
as it in English,2 can the refer to an event, which can be expressed by a verb, verb
phrase (VP), a clause, or any longer passage of text, as in "He lost his job. It came as a
total surprise". For cases of non-pleonastic pronouns one may encounter intra-sentential
anaphora (pronoun and refering entity occurring in the same sentence) or inter-sentential
anaphora, where they are in different sentences.

Coreference resolution has been a widely researched problem in natural language pro-
cessing (see eg. [Poesio et al., 2016] for a detailed account), but its integration into
Machine Translation has been lacking, mainly due to the requirement to process several
consecutive sentences, whereas the traditional focus of MT has been the processing of
individual sentences (in training and in testing).

1Anaphora and co-reference resolution are identical for the case of pronouns, but they differ in other
contexts.

2Pleonastic it does not even refer to anything, but is required syntactically (e.g. “I have an umbrella.
It is raining”).
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A typical translation issue that might imply some sort of anaphora resolution is the
translation of pronouns between languages having a grammatical gender (as in most Eu-
ropean languages) and those which are gender-neutral, like English.3 Take, for instance,
the translation of the English pronoun it into French: if the reference has masculine
grammatical gender in French, then its translation is the masculine pronoun (ramme.g.,
il in French), while if it refers to a feminine entity then the translation should also be
feminine (e.g. elle in French). There are of course more options to consider as it could
as well be pleonastic and be translated with the masculine or refer to an event and be
turn into a neutral French pronoun such as ce, ça,cela. This is illustrated in Table 1,
which displays examples taken from [Le Nagard and Koehn, 2010]. In this examples, the
translation of it depends upon the previous sentence and it is essential to connect it to
the entity window in the previous sentence to get the correct translation.

The window is open. It is blue. La fenêtre est ouverte. Elle est bleue. OK
the window is open. It is black. La fenêtre est ouverte. Il est noir. KO
The oven is open. It is new. Le four est ouvert. Elle est neuve. KO
The door is open.It is new. La porte est ouverte. Elle est neuve. OK

Table 1: Typical pronoun translation errors due to lack of proper anaphora resolution.

Elaborating further, the issue of mapping pronouns across languages is made difficult
by many factors such as differences in formality, number, case, gender, etc., due to
language specific restriction on pronoun usage and placement. Indeed, translating it in
French, with only three possible options (il, elle, and cela) seems rather simple compared
to the translation into German, where the possible choices are er, sie, es, ihn, ihr, ihm
to also account for the case differences. This is a difficult choice, as choosing the correct
pronoun may require discourse and linguistic information as well as world knowledge.

Translating from pro-drop languages (such as Spanish and Czech) is even more chal-
lenging [Loáiciga et al., 2017]. In such cases, the person and number are expressed by
morphological inflections of the main verb, so there is no overt pronoun in the source side
input. This means that pronoun generation in the target language may require combin-
ing multiple information, eg. the person and number would be cued by the verb and the
gender by previous sentences.

With most MT systems translating on a sentence-per-sentence basis, the inter-sentential
anaphoric pronouns will be translated without knowledge of their antecedent, which
means that pronoun-antecedent agreement cannot be guaranteed. Also, the cases of pro-
nouns having several translation options are most likely to be wrongly translated by an
MT system that is not aware of these constraints.

While there was some limited work in this direction for rule-based systems [Mitkov
et al., 1995], it has become one of the most worked-upon discourse phenomena for SMT
and NMT, also fostering the design of dedicated shared tasks and evaluation metrics.

3Similar problems arise when the grammatical gender of a given concept differs between languages -
“sun” is “die (fem) Sohne” in German, but “le (masc) soleil” in French.
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For pronoun translation Hardmeier and Federico [2010b] first proposed a metric based
on precision and recall, followed by Hajlaoui and Popescu-Belis [2013] proposing a ref-
erence based evaluation metric (APT). Several shared tasks have been organised on
the subject [Hardmeier et al., 2015, Guillou et al., 2016, Loáiciga et al., 2017]. Guillou
[2016] presents a semi-automatic pronoun evaluation test suite (PROTEST for English to
French) consisting of manually selected anaphoric, cataphoric, event, textual, pleonastic,
speaker and addressee reference pronoun examples. It remains an active research topic
for NMT, e.g. Bawden et al. [2018a], Müller et al. [2018], Jwalapuram et al. [2019] present
contrastive test pairs for pronoun evaluation, cohesion and coreference. We discuss these
in Section 4.

1.3 Deixes

Deixes are referential expressions (that may be words or grammatical phrases), whose
interpretation in an utterance depends on extralinguistic circumstances. Such expressions
may depend on factors such as the time of speech, the identity of the speaker and/or
listener and their spatial location, body language and facial expressions etc. Deictics are
sometimes compared to anaphoras but anaphoras are interpreted based on the linguistic
terms that precede them unlike context of speaker or situation [Huls et al., 1995].
Typical examples include:

• Personal deixes: “I, we, you” involve first and second person pronouns. Again
due to agreement constraint, keeping track of the gender / number of the speaker
/ addressee in a conversion matters when translating to languages where these
categories are marked;

• Temporal deixis: “he lives in Amsterdam”; include sense of time and use both the
tense system and temporal adverbs or expressions. Likewise, keeping track of the
temporal organization is critical to transfer the right tense mark into the target
language;

• Place deixis: “there” or “here”

• Spatial deixis: “this, that, which”; they typically include pointing gestures;

• Discourse deixis: “that’s a good question” makes reference to past of future ut-
terances in the same discourse;

Based on an analysis of a subtitle corpus, [Voita et al., 2019a] mentions deixis as one
important problem for NMT and designs a dedicated test to evaluate the progress in
solving these issues. They also refined a context-agnostic NMT model by fine-tuning
with parallel documents. Their evaluation of diexis related issues showed significant
improvements through contrastive evaluation.

Voita et al. [2019b] works on personal, place and discourse deixis for English to Rus-
sian translation, differentiating between informal and formal "you" (Latin “tu” and “vos”)
in translations into Russian. This work used sequence-to-sequence models trained on
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monolingual documents to correct contextual inconsistencies of sentence-level transla-
tions. Using this two-pass decoding strategy, they achieve substantial improvements in
diectic translation and report deixis scores to be less sensitive to the amount of training
data and noise. The found that most errors in their annotated corpus were related to
personal deixis, specifically gender marking in the Russian translation, and to distinc-
tions between informal and formal "you". For deixis, their model achieves the final
quality quite quickly; for the other issues considered in this work (lexical consistency and
ellipsis) , it needs a large number of training steps to converge.

1.4 Ellipsis

Ellipsis is the omission of one or more words from a clause that are nevertheless un-
derstood in the context of the sentence. Verb phrase (VP) Ellipsis constitute the most
prevalent type of ellipsis in languages and are also the hardest discourse phenomenon to
capture in machine translation [Voita et al., 2019a]. For instance, in the following exam-
ple (a), the meaning of the second part of the sentence is understood as "ICC reversed
the decision too" by echoing the VP reversed that occurs in the first part of the sentence,
even though this VP is omitted in the second part [Krovetz, 1998].

a The decision was reversed by the FBI, and the ICC did too.

b You might do it, but I won’t Ødo it.

Handling ellipsis can help to considerably improve consistency in translation. Ellipses
become a problem when the source and target languages do not have the same types
of ellipses and/or when the syntax is effected due to elision [Hamza, 2019, Voita et al.,
2019a]. A thorough analysis of ellipsis phenomena and their impact on translation errors
is given in [Hamza, 2019] and the first example in Table 2 shows this phenomenon with an
elliptic source sentence and the corresponding translation from a human translator and
the MT system Systran. This is the case of the example showing a to-triggered ellipse
where the segment “make myself agreeable to young McClure” is omitted. This example
obviously did not pose a problem for the human translator who identified the presence
of an antecedent and restored it by the clitic pronoun y. By contrast, the MT simply
repeated the original statement word to word, making the translation unacceptable in this
context. The second example in Table 2 displays two types of elliptic errors encountered
in English to Russian translation which include wrong morphological forms and VP
ellipsis. Morphological error occurs when a noun phrase is incorrectly marked as subject
and VP ellipsis error is when the corresponding VP ellipsis is not there in the Russian
translation.

An early attempt to address such problems is presented in JETR [Yoshii, 1987], a rule-
based Japanese to English translation system that handled ungrammatical sentences and
used chain of result states for context analysis to resolve ellipses and pronoun references.
Recently, Voita et al. [2019b,a] have built NMT models handling ellipsis and show per-
formance improvements through human and constrastive evaluations.
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Human Translation:
Soyez gentil avec le jeune McClure.

Source: Je n’y manquerai pas

Make yourself agreeable to young MacClure. Machine Translation (Systran):
I won’t fail to Ø. Faites-vous plaisir au jeune macclure.

Je ne manquerai pas.

Ellipses in human and machine translation (borrowed from [Hamza, 2019]).

(a)
EN You call her your friend but have you been

to her home ? Her work ?
RU Ty nazyvaex~ e� svoe� podrugo�, no ty OK

byl u ne� doma? E� rabota? wrong
morphological

EN You call her your friend but have you been form
to her home ? Her work ?

RU Tu nazyvayex' yeyo svoyey podrugoy, no ty KO
byl u neye doma? Yeyo rabota?

(b)
EN Veronica, thank you, but you saw

what happened. We all did.
RU Veronika, spasibo, no ty videla, OK

qto proizoxlo. My vse hoteli.
wrong VP

EN Veronica, thank you, but you saw ellipsis
what happened. We all did.

RU Veronika, spasibo, no ty videla, KO
qto proizoxlo. My vse hoteli.

Table 2: Ellipsis translation discrepancies reported by [Voita et al., 2019a] (a) wrong
morphological form, incorrectly marking the noun phrase as a subject. (b)
correct meaning is “see”, but MT produces hoteli (“want”).

1.5 Discourse connectives

Discourse connectives(DCs) are the cohesive markers that join clauses in texts and indi-
cate discourse relations between adjacent spans. These include words such as: “although”,
“while”, “however”, “since”, “for example”, “ in addition”, etc. [Meyer and Webber, 2013].
If the translated sentence uses a wrong connective, the resulting translation may be am-
biguous or fully incomprehensible. Discourse relations may also be present implicitly
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(inferred from the context), in the source, yet needed or useful in the target [Meyer and
Webber, 2013].

DCs are highly ambiguous in their usage. Focusing on three DCs (“since” and “while”
in English and “alors que” in French), [Meyer, 2011] note that “while” may convey tem-
porality or contrast, or both at the same time; likewise, “since” can have a causal and or
temporal meaning or even both. They further discuss possible disambiguation strategies,
using a parallel corpus to collect disambiguated instances.

Dcs are not only ambiguous, but their use vary across languages, makes them difficult
for human translators, and even more so for MT. For instance, [Meyer and Poláková, 2013,
Meyer and Webber, 2013] report that explicit discourse connectives in source language
are not always translated to comparable words or phrases in the target language; in their
study, human translators did not translate explicit discourse connectives in about 18%
of all the casesfor English to French and German translation. This is illustrated in the
first example in Table 3, where the causal “as” is not explicitly translated by human
translators, for French causality is implicitely conveyed by the relative clause “qui lui
était inconnue ” and for German since a translation equivalent existed, it is realized by
means of a preposition, “wegen” (“because of ”). The second example shows wrong MT
due to incorrect rendering as “since” is used in causal sense in the English sentence, while
the translation “depuis que” is in temporal sense.

Human Translations(FR,DE) [Meyer and Webber, 2013]

EN: The man with the striking bald head was still needing a chauffeur as the town
was still unknown to him.

FR: L’homme, dont le crâne chauve attirait l’attention, se laissa conduire
dans la ville qui lui était encore étrangère.

DE: Der Mann mit der markanten Glatze liess sich wegen der ihm
noch fremden Stadt chauffieren.

Machine Translation [Meyer, 2011]

EN: Finally, and in conclusion, Mr President, with the expiry of the ECSC Treaty, the
regulations will have to be reviewed since I think that the aid system will
have to continue beyond 2002.

FR: Enfin, et en conclusion, Monsieur le président, à l’expiration du traité CECA,
la réglementation devra être revue depuis que je pense que le système
d’aides devra continuer au-delà de 2002.

Table 3: Examples of translation of discourse connectives.

[Meyer et al., 2012] tries to improve SMT with automatically annotated source language
discourse connective labels and factored translation models [Koehn and Hoang, 2007].
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Birch et al. [2007] and Meyer and Popescu-Belis [2012] used sense labels for the automatic
disambiguation of discourse connectives for English to French translation. Using BLEU,
they report a slight improvement in the translation of connectives. Meyer and Poláková
[2013] later presented a SMT system with manually annotated DC’s for English to Czech
translation. They show slight improvements in their discourse aware system through
automatic scoring, error analysis and human evaluation. Yung et al. [2015] and Li et al.
[2017] describe the conversion of implicit DCs in Chinese language to explicit DCs in
English through a cross-lingual annotated and aligned corpus for a SMT system which
showed significant improvement through manual evaluation.

1.6 Lexical consistency

Consistency of a text is achieved via the conjunction of multiple cohesion-building de-
vices, such as repetitions, collocations, tense or pronoun use, etc. The most studied lex-
ical cohesion devices are reiterations (repetition of words), possibly associated to some
morphological variation, collocations (regular co-occurrence of words, lemmas or terms),
and more generally the succession of semantically related words. All these cues are overt
lexical indicators of cohesion and are key for lexical consistency. When grouped together,
these occurrences form lexical chains [Morris and Hirst, 1991]. Guillou [2013] present an
analysis of human authored translations and conclude that human translators use lexical
consistency to support the important parts in a text. She reports proper nouns to have
a high lexical consistency of translation across genres. For example, the noun " Drac-
ula" in a particular story has more importance than the common noun “driver ”: every
occurrence of the former is translated as "Dracula" in French, while latter is translated
as either “(le) chauffeur” or “(le) conducteur” as illustrated in Table 4.

EN ... and the driver said in excellent German
FR ... Le conducteur me dit alors, en excellent allemand

EN Then the driver cracked his whip
FR Puis le chauffeur fit claquer son fouet

Table 4: EN-FR translation examples demonstrating lexical consistency [Guillou, 2013]

In machine translation, lexical consistency needs to be reproduced in the target text,
requiring to enforce some sort of global constraints spaning over long stretches of texts: a
paragraph, a section, or even a complete document. One such constraint would notably
ensure that repeated words in the source text are translated consistently in the target.
Carpuat [2009] claims that “the one translation per discourse constraint” in SMT can
potentially improve translation quality. Carpuat and Simard [2012] further analyse SMT
translated documents and report that the MT output tends to have more incorrect repe-
tition than human translation, especially when the MT model is trained on small corpora.
They report consistency, even without document knowledge and attribute translation in-
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consistencies to inherent SMT translation errors. Several follow-up sudies have reported
improvements by incorporating lexcial chains in SMT: Xiong et al. [2013] use lexical
chain based cohesion models for Chinese to English document-level SMT and report im-
provement in lexical cohesion. Their models reward hypothesis with chain words and
use chain word translation probabilities. Gong et al. [2015] also report improvements in
document-level SMT via lexical chains and propose an evaluation metric using cohesion
to evaluate text cohesion of SMT models using lexical chains and gist consistency at
topic level. Mascarell [2017] used lexical chains in their SMT systems using word embed-
dings to evaluate semantic similarity and integrate a document-level context in the MT
decoder. More recently, this issue is documented in [Voita et al., 2019b,a] who notably
study the reiteration of named entities in their context-aware NMT systems (see above
Section 1.3).

1.7 Word Sense Disambiguation

Word-sense disambiguation (WSD) deals with the determination of a correct meaning
or sense of a word in a given sentencial context. In other words, it can be defined as
the process of figuring out the correct meaning of a word with multiple potential senses
based on the analysis of its context. Homographs are another form of WSD, which have
the same surface form with different meanings. For instance, in the sentences below
(borrowed from [Marvin and Koehn, 2018]), the word “ like” represents four different
senses. When ambiguous words are not translated with the correct sense, the resulting
translations may be incomprehensible or even misleading.

1. similar: Her English, like that of most people here, is flawless.

2. speech: We were like, what do we do?

3. enjoy: Of the youngers, I really like the work of Leo Arill.

4. request: I would like to be a part of them, but I cannot.

An important question is how much WSD affects the discourse in source and target
language in MT? Translation quality has an inverse relationship to the number of senses
of a word. Carpuat and Wu [2007] showed that performance of word-level translation
decreases as the number of senses for each word increases. For their Chinese-English MT,
adding WSD to a baseline SMT system performing phrasal multi-word disambiguation
proved to be useful. Another illustration is in Table 5, where we display a comparison
of sentence-level versus document-level translation for Arabic-English MT taken from
[Zhang and Ittycheriah, 2015]. Arabic sentences are written in roman scripts, where
mrsy represents Morsi in English. We see that in the sentence-level translation mrsy is
replaced with Thank. On the contrary, in document-level translation with access to a
local context, the correct translation Morsi is used.

Embeddings are now frequently used to incorporate word sense: Rios Gonzales et al.
[2017b] report improvement in NMT performance by (a) using sense embeddings either
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AR Alrys AlmSry AlmEzwl mHmd mrsy
ysf nfsh binh rys Aljmhwryp

EN The deposed Egyptian president Mohamed Morsi
describes himself as the president of the republic

sentence level translation
AR mrsy ytHdY AlqADy fy mHAkmth

bthmp Alhrwb mn Alsjn
EN Thank you defy the judge in his trial on

charges of escaping from prison

AR Alrys AlmSry AlmEzwl mHmd mrsy
ysf nfsh binh rys Aljmhwryp

EN The deposed Egyptian president Mohamed Morsi
describes himself as the president of the republic

document level translation
AR mrsy ytHdY AlqADy fy mHAkmth

bthmp Alhrwb mn Alsjn
EN Morsi defies the judge in his trial on

charges of escaping from prison

Table 5: Comparison of sentence versus document level translation. (from [Zhang and
Ittycheriah, 2015]

as additional input to the encoder or (b) by extracting structured lexical chains from
the training data for English to German and German to French language directions.
Liu et al. [2018a] built their NMT system using context-aware embeddings for English-
French, English-Chinese and English-German and showed improvements in BLEU scores
with respect to a baseline model. Recently, Zouhar et al. [2020]4 studied markables and
their impact in document level translations for Czech and English for the news, lease
and audit domains in WMT20 submissions. They defined markables as the expressions
bearing most of the documents meaning, fulfilling one of the three cases: (1) term was
translated into two or more different ways within one document. (2) term was translated
into two or more different ways across several translations. (3) two or more terms were
translated to a specific expression in one document but have different meanings. The
markables were identified by annotators for each domain. They reported that MT systems
make specific errors in markables, which no human translator would do.

4https://github.com/ELITR/wmt20-elitr-testsuite
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Discouse Language MT
phenomena pair(s) Reference MT

Deixes EN→RU [Voita et al., 2019b], [Voita et al., 2019a] NMT
{CS, FR, DE, ES} → EN [Mitkov et al., 1995] SMT
EN→FR [Le Nagard and Koehn, 2010] SMT
EN→DE [Guillou, 2016] SMT
EN→FR [Bawden et al., 2018a] NMT

Anaphora Resolution ZH→EN, ES→EN [Miculicich et al., 2018] NMT
EN→DE [Maruf et al., 2019a],[Junczys-Dowmunt, 2019] NMT
EN→FR, EN→DE [Lopes et al., 2020] NMT
JP→EN [Yoshii, 1987] RBMT

Ellipsis EN→RU [Voita et al., 2019b],[Voita et al., 2019a] NMT
NL→EN, DE→EN [Birch et al., 2007] SMT
EN→FR [Meyer, 2011],[Meyer et al., 2012], SMT

[Meyer and Popescu-Belis, 2012]
EN→FR, EN→CZ [Meyer et al., 2011] SMT

Discourse Connectives EN→CZ [Meyer and Poláková, 2013] SMT
EN→FR, EN→DE [Meyer and Poláková, 2013] SMT
ZH→EN [Yung et al., 2015],[Li et al., 2017] SMT
EN→FR [Guillou, 2013] SMT
ZH→EN [Xiong et al., 2013] SMT

Lexical Consistency ZH↔EN [Gong et al., 2015] SMT
EN→RU [Voita et al., 2019b], [Voita et al., 2019a] NMT
ZH→EN [Carpuat and Wu, 2007] SMT
AR→EN [Zhang and Ittycheriah, 2015] SMT
DE→EN [Mascarell, 2017] SMT

Word Sense EN→DE, DE→FR [Rios Gonzales et al., 2017b] NMT
Disambiguation EN→FR [Marvin and Koehn, 2018] NMT

EN→FR, EN→ZH, EN→DE [Liu et al., 2018a] NMT
DE→EN [Tang et al., 2018] NMT
EN→CZ [Zouhar et al., 2020] NMT

Table 6: Overview of discourse phenomena in SMT and NMT

1.8 Conclusion

Incorporating discourse in MT is a hard problem, often specifically due to the sentence
level approach with which MT has traditionally been modelled. This results in incoherent
translations as the translation is unable to take into account the local sentence and the
global document context. We presented in this section an overview of the main discourse
phenomenon that MT research has focused on and the way SMT and NMT have tried to
model these phenomena. A tabulated summary is given in Table 6. We have paid special
attention to first explain the phenomenon linguistically and then give a brief account on
the research works which tried to address them.

The increase in computational power has enabled researchers to exploit neural net-
works of ever increasing complexity and to build models relaxing these independence
assumptions. In fact, apart from their general building blocks, SMT and NMT differ
in discourse modelling in the sense that SMT studies were mostly focused on modeling
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discourse phenomena explicitly, whereas NMT uses context sentences directly using dif-
ferent modelling techniques, for example using source side context [Wang et al., 2017a,
Zhang et al., 2018, Voita et al., 2018, Yang et al., 2019] and incorporating target side
context along with [Tu et al., 2018, Kuang et al., 2018, Xiong et al., 2019, Voita et al.,
2019a, Zheng et al., 2020]. The next sections explore these methods and architecture in
more detail.

2 Neural Machine Translation

In this section, we briefly introduce the main concepts of neural machine translation
(NMT), with an emphasis on concepts whose understanding is important for accurately
describing methods that handle context. We focus on the concept of attention, and on
decoding algorithms, which are specifically targeted by developments in document-level
MT. A much more complete presentation of NMT is in [Koehn, 2020, Stahlberg, 2020].

NMT, since its advent, has been through a rapid development process, with the intro-
duction of new paradigms and new approaches, achieving new milestones and ultimately
attaining far better accuracy levels than the prevailing statistical machine translation
(SMT) approaches. The works of Kalchbrenner and Blunsom [2013], Cho et al. [2014a],
Bahdanau et al. [2014] could be marked as the first landmarks towards successfully train-
ing end-to-end neural MT systems under an encoder-decoder framework. They departed
from earlier attempts [Bengio et al., 2003, Zamora-Martinez et al., 2010, Le et al., 2012,
Schwenk, 2012, Cho et al., 2014b, Devlin et al., 2014] at integrating neural components
in the MT pipeline, which did not consider the end-to-end training for MT. Among the
early adopters, Systran [Crego et al., 2016] and Google [Wu et al., 2016] quickly deployed
their own NMT systems, reporting large improvements over then existing state-of-the art
SMT models.

This section first reviews the general principles of recent NMT encoder-decoder archi-
tectures, with a special emphasis on the Transformer model, and its various extensions
aiming at coping with large contexts. We then expose the details of the main decoding
algorithm, based on approximative search.

2.1 Some general principles

NMT differs in many ways from the previous generation of models embodied in the IBM
models of Brown et al. [1990, 1993], then in their successive evolutions from the phrase-
based statistical models of Och and Ney [2002], Koehn et al. [2003], Koehn [2010] to
the hierarchical models of Chiang [2005], culminating in the Moses system [Koehn et al.,
2007].

However, the statistical general principle of these architectures remains the same: that
of producing in the target language the best possible translation e of the input source
sentence f , according to a probabilistic decision rule:

e* = argmax
e

𝑝𝜃(e|f), (1)
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where the parameters (𝜃) are estimated from sentence-aligned parallel corpora.
Learning such a distribution is unrealistic if one consider complete sentences as the

random variable in the models. Statistical MT models resort to an approximation taking
the following form:5

𝑝(e|f) =
∑︁
𝜎

∏︁
𝑡

𝑝𝜃(e𝜎,𝑡|f𝜎,𝑡) ≈ max
𝜎

∏︁
𝑡

𝑝𝜃(e𝜎,𝑡|f𝜎,𝑡)

where 𝜎 represents all the possible ways of reordering f and segmenting it into segments
that are synchronous with those of e, and f𝜎,𝑡 (resp. e𝜎,𝑡) represents the variable-length
segments (or phrases6) that are the basic building blocks of the model. Training aims at
estimating parameters 𝜃𝑒,𝑓 which express the translation probabilities of segment 𝑒 into
segment 𝑓 , as well as a number of auxiliary parameters (to evaluate the distortion, the
probability of target sequences) which are useful to solve (albeit in an approximate way)
the program defined by equation (1). A prerequisite is then to align word by word (or
segment by segment) the sentences that make up the parallel corpus used to learn these
patterns.

The revolution introduced by neural methods is essentially to make the following fac-
torisation of the conditional probability distribution tractable:

𝑝𝜃(e|f) =
∏︁
𝑡

𝑝𝜃(e𝑡|e<𝑡, f).

This simply states that the probability of each target word is generated conditioned on
the current prefix of the target sentence (e<𝑡) and on the entire source sentence (f). The
manipulation of such distributions is made possible by transforming discrete contexts
(e<𝑡, f) and words e𝑡 in the vocabulary into continuous representation spaces. This
means that each word f𝑡 (and accordingly each context or each sub string) is associated
with a large numerical vector which carries all the useful information about that word
or context.

Such a factorization suggests that the resolution of the program (1) can be solved by
generating the words from left to right according to the following greedy procedure:

𝑝𝜃(e𝑡|f) = argmax
∏︁
𝑡

𝑝𝜃(e𝑡|e<𝑡, f). (2)

Further information on decoding algorithms for neural translation is given in section 2.2.
The estimation of 𝜃 is performed by maximizing the conditional log-likelihood (or

cross-entropy)
∑︀

𝑡 log 𝑝𝜃(e𝑡|e<𝑡, f) accumulated over a large set of sentences, resulting in
a complex optimization program that is solved in an approximate manner by generic
large numerical optimization algorithms.

The main neural architectures are mainly distinguished according to the way the en-
coding of the conditioning context is performed: in the recurrent neural architectures,
on which the first NMT systems are based, this encoding is performed by a recurrent

5This presentation is deliberately simplified (), see a detailed account in [Koehn, 2010].
6To avoid the confusion with linguistic phrases, we use here the more neutral term of "segments".
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Figure 1: Encoding of the source sentence. 𝐸(f𝑗) represents the embedding of token f𝑗 .

neural network (RNN) [Cho et al., 2014c], that was complemented by an attention model
in [Bahdanau et al., 2014]. More recent architectures get rid of the recurrent component
and rely on more general sophisticated versions of the attention component [Vaswani
et al., 2017a]. Learning such systems becomes equivalent to that of learning a classifier
that should produce the most likely class (the next word) given a context encoding a rich
information, potentially at a long distance.

2.1.1 Recurrent encoder-decoder architectures

In the recurrent architectures initially proposed by Cho et al. [2014c,a] the context (e<𝑡, f)
is seen as a sequence consisting of a series of source words juxtaposed with a sequence of
target words. Each source word f𝑗 is associated, after a more or less complex encoding
(monodirectional or bidirectional, single or multi-layered), with a multidimensional vector
ℎ𝑗 , the source token end symbol being associated with a distinguished state ℎ𝐽 (see
Figure 1).

The decoder combines ℎ𝐽 with the current target prefix to compute 𝑠𝑡, a representation
of the prediction context for word e𝑡, which is then predicted according to 𝑝𝜃(e𝑡|𝑠𝑡). This
simplistic approach, which summarizes the entire source sentence in a single vector ℎ𝐽 ,
was quickly augmented by Bahdanau et al. [2014], whose architecture takes into account
a richer source context. This position-dependent context, denoted 𝑐𝑗 , is computed at
each step as a convex linear combination of the vectors ℎ𝑗 according to:

𝑐𝑗 =
∑︁
𝑖

𝛼𝑗𝑖ℎ𝑖, with 𝛼𝑗𝑖 = softmax(ℎ𝑇𝑖 𝑊𝑎𝑠𝑗−1).
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Figure 2: Decoding of the source sentence.

The coefficients 𝛼𝑗𝑖 measure a normalized affinity between the current target context
summarized in 𝑠𝑗−1 and each of the source words f𝑖 based on its representation ℎ𝑗 . The
set of vectors [𝛼𝑖], 𝑖 = 1𝐼 forms a stochastic matrix that quantifies, for each computation
step of the translation process, the local importance of each source word in the decision.
Decoding then relies on 𝑝𝜃(e𝑡|e<𝑡, f) = 𝑝𝜃(e𝑡|𝑠𝑡, 𝑐𝑡) (see Figure 2).

If the attention matrix can be viewed as a (probabilistic) alignment matrix between
target and source words, many subsequent works (for example [Cohn et al., 2016, Koehn
and Knowles, 2017, Ghader and Monz, 2017] for RNN models, or [Li et al., 2019, Ding
et al., 2019] for Transform models) have shown that in the absence of additional con-
straints on the structure of this matrix, the values it contains differ quite strongly from
the values produced by classical probabilistic aligners such as IBM models [Brown et al.,
1993, Och and Ney, 2003]. Based on these observations, many attempts have been made
to either supervise the attention component by reference alignments, or to constrain the
attention matrix to look more like an alignment matrix (by limiting the fertility, enforcing
distortion constraints, etc).

2.1.2 Attention-based architectures: Transformers

Recurrent architectures pose a major problem for learning: the calculation of the loss
function that serves as the basis for estimating the parameters must be performed sequen-
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tially, since its value upon processing word e𝑡 recursively depends on the representations
calculated for previous words: 𝑠𝑡 depends on 𝑠𝑡−1, which depends on 𝑠𝑡−2 as well as
on all the past translation decisions. Recurrent architectures also implicitly rely on the
assumptions that recent words are more important when computing representations than
more distant ones, an issue that is only partly mitigated with more complex recurrent
cells such as LSTMs or GRUs.

The Transformer architecture of Vaswani et al. [2017b] aims to overcome these prob-
lem, and replaces the recurrent components (in the source and target) by generalized
attentional modules, while keeping the source-target cross-attention component of RNN-
based architectures. This change makes all previous positions 𝑡 − 1, 𝑡 − 2....1 equally
important in the selection of the current word (and likewise for source representations),
it also enable to process all the target tokens in parallel during training, causing vast
increase in training time. Decoding must continue to be carried out from left to right,
since each prefix word already generated conditions the generation of future words.

In a nutshell, the Transformer architecture transforms a structured context (a sequence
of tokens, but this can also be a tree or a graph) into a single numerical vector. The
core operation in this transformation is the iterative computation of each individual
token’s representation based on their similarity to other tokens in the context. Denoting
𝐻 𝑙−1 = [ℎ𝑙1, . . . , ℎ

𝑙
𝑇 ] the (𝑇 × 𝑑) matrix representing a context of length 𝑇 at the input

of layer 𝑙, the representation ℎ̃𝑘𝑙𝑖 for token 𝑖 is computed by attention head 𝑘𝑙 as:

ℎ̃𝑘𝑙𝑖 = softmax(
ℎ𝑙−1
𝑖 𝑄𝑘𝑙[𝐻 𝑙−1𝐾𝑘𝑙]𝑇√

𝑑𝑘
)𝐻 𝑙−1𝑉 𝑘𝑙 (3)

,
with 𝑄𝑘𝑙,𝐾𝑘𝑙, 𝑉 𝑘𝑙 parameter matrices associated to these head and layer, 𝑑 is the model
dimension, and 𝑑𝑘 is the size of each of the 𝐾 heads (𝑑𝑘 = 𝑑/𝐾). In this model, 𝐻0 con-
tains the lexical embeddings. The output of these 𝑘 computations are then concatenated
and passed through a feedforward (FFN) layer with ReLU activation; each of these steps
also includes a summation with 𝐻 𝑙−1 and a layer normalization. In equations:

�̃�𝑘𝑙 =Attn(𝐻 𝑙−1𝑄,𝐻 𝑙−1𝐾𝑘𝑙, 𝐻 𝑙−1𝑉 𝑘𝑙)

𝐻 𝑙 =LayerNorm(𝐻 𝑙−1 + [�̃�1𝑙, . . . , �̃�𝐾𝑙])

𝐻 𝑙 =LayerNorm(𝐻 𝑙 + FFN(𝐻 𝑙)),

where Attn denotes the computation expressed by equation (3).
When used for MT, self-attention mechanism is computed on the source side; on the

target side an additional cross-attention module combines at each layer the decoder-side
representations with the encoder representations output by the top-layer 𝐻𝐾 .

2.1.3 Larger Transformers

Since their introduction, transformers have been studied and enhanced in many ways.
For our concerns, an important line of research has focused on the extension of the
context window. While the initial model only considered a sentencial context, the need
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to enlarge the context window has quickly emerged, for instance to make the output of
a language generating transformer more consistent, or, in MT, to model supra sentential
phenomena, or more generally discourse related phenomena.

Computationally, the attention computation (equation (3)) has complexity 𝑂(𝑇 2), is
performed 𝑘 times for each of the 𝑙 layers; for gradient computation, it is also needed
to store the entire attention matrix of size (𝑇 2). These are the main obstacles towards
enlarging the transformer context, that we briefly review below. A complete survey of
the current landscape of large transformer models is presented in [Tay et al., 2020].

Improving the time complexity Improving the time complexity requires speeding up
the dot product operations involved in the attention. There are of course generic methods
to speed up computation (eg. use half precision float representations), that we do not
discuss any further here.

One specific way to proceed is to reduce the number of neighbours to a fixed size. In
Liu et al. [2018b], this is achieved by restricting the attention computation to blocks
of limited size. This means that the representation of a token only recombines the
representation of tokens within the same block, thereby localizing these representations.
It also creates boundary effects at the frontier between neighbor blocks. An alternative,
memory compressed attention, explored in the same work, uses convolutions to compress
the representations of neighbor blocks and to reduce the number of neighbors, while
preserving access to a global context.

Boundary effects can also be avoided by considering neighbors in a (sliding) window
of 𝑆 words, which means that only the near-diagonal terms of the attention matrix will
be computed. If context is localized in the lower layers, it still remains global at the
upper layers since the influence of more distant words diffuses within the network. A
further trick is to "dilate" these local contexts to speed up the diffusion in the network. To
preserve the overall performance, a critical aspect is to make sure that a restricted number
of positions still keep a global view over the full input, meaning that they attend to (and
are attended to) by all positions. These positions can be described as performing local
summaries that are propagated through the entire network. Having one such position
every

√
𝑇 block of length

√
𝑇 ensures an overall 𝑂(𝑇

√
𝑇 ) complexity for the attention

computation.
Such methods are notably used in the Sparse Transformer of Child et al. [2019], in

the Longformer of Beltagy et al. [2020], and also employed in the GPT-3 architecture
of Brown et al. [2020]. Introduced in [Ye et al., 2019], the Binary-Tree Transformer
describes an alternative way to combine local and global attention patterns by explicitly
organizing the propagation of attention in a (binary) tree structure. Each token’s rep-
resentation recombines local neighbors, as well as distant tokens whose representations
are first condensed in span-based representations organized in a tree. This means that
each token only needs to compute similarity scores with 𝑂(log(𝑇 )) other nodes. In this
approach, the root span representation remains the only place that integrates the full
context in its representation.

The paper by Zaheer et al. [2020] finally introduces the Long Bird, which somehow
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generalizes these ideas by introducing neighbor graphs specifying, for each position 𝑖, the
sets of other positions that are used in the computation of ℎ̃𝑘𝑙𝑖 . In addition to the local
context, and to global tokens, the authors propose including a random component by
adding random neighbors. By choosing specific random graphs, these authors show that
random neighbors help speed up the "diffusion" of information across positions in the
context, and that they do not compromise on the theoretical or the empirical performance
of these sparser networks.

Another way to speed up this computation is to use approximations: in the Reformer of
Kitaev et al. [2020], amongst other tricks, locally-sensitive hashing is used to identify the
most significant terms in the attention (corresponding to the most similar neighbours),
thereby also yielding sparse attention matrices. The Linformer approach of Wang et al.
[2020] rests on the observation that the computation performed by attention heads can
be approximated by the product of two low-ranks matrices. Furthermore, these low rank
matrices can be obtained by introducing two random matrices for each head, one to
project the 𝐻 𝑙−1𝑉 𝑘𝑙 term (𝑇 × 𝑑𝑘) into a (𝑆 × 𝑑𝑘) matrix (through the multiplication
by a 𝑆 × 𝑇 matrix), the other to project 𝐻 𝑙−1𝐾𝑘𝑙 also a (𝑆 × 𝑑𝑘) matrix. As a result,
the term within the softmax will output a 𝑇 × 𝑆 matrix (instead of 𝑇 × 𝑡). By choosing
𝑇 ≫ 𝑆, we get a complexity reduction from quadratic to linear, at almost zero cost
in terms of performance. As in other papers cited in these section, the authors show
that parameter sharing (here sharing the projection matrices across layers) can also help
speed up the computation without harming performance (too much).

Saving memory The other computational bottleneck of large transformers is related
to memory usage. All the attention values computed during the forward pass need to
be stored as they are needed to compute the gradients during the backward pass. A
common trick which is used in many implementations, is to resort to gradient check-
pointing, a strategy which only stores a restricted number of attention matrices, from
which the other can be recomputed when needed. This method enables the processing
of larger batches or larger contexts, at the cost of an increased computation time. The
proposal of Kitaev et al. [2020] is, in this respect, more effective: it replaces the standard
computation performed in each layer in such a way that it becomes revertible. This
means that only the upper layer of attention values needs to be stored after the forward
pass, as it is sufficient to recursively retrieve all the lower level attention values.

Attempts to enlarge the transformer context at a reduced computational cost have
flourished in the past year, enabling the development of models capable of textual han-
dling contexts made of thousands or tens of thousands tokens. While we have probably
not entirely covered this lively field (see [Tay et al., 2020] for a more thorough account),
these extensions of the Transformer models matter for document-level MT, since they
open the way for architectures with a document-wide attention. Experiments with large
contexts in NMT are reported in [Ye et al., 2019] and further discussed in Section 3.1.1.
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2.2 Decoding in NMT

2.2.1 Greedy search

Decoding, the process of generating the target sentence generally proceeds from left to
right, reproducing the natural order of writing (in Indo-European languages). The greedy
approach produces at each time step 𝑡 the most likely next word e𝑡 (or more precisely
next token7) in the target vocabulary 𝑉𝑒, conditioned on the current target prefix e<𝑡

and on the complete source sentence, according to:

e*𝑡 = argmax
e𝑡∈𝑉𝑒

𝑝𝜃(e𝑡|e<𝑡, f).

In the greedy version, decoding stops as soon as the system generates the end of sentence
symbol </s>. This method rests too confidently on premature decisions and can lead to
search errors, which are situations where the decoder fails to find argmaxe∈𝑉 ⋆

𝑒
𝑝𝜃(e|f).

2.2.2 Beam search

Beam search (beam search) is a heuristic search method which extends the greedy method
by keeping a set of active prefixes 𝐵𝑡 = {e<𝑡,𝑘, 𝑘 = 1 . . . 𝐵}. At each time step, the
possible successors of these 𝐵 prefixes are evaluated and a new 𝐵𝑡+1 set is derived.
There are two main families of approaches to develop 𝐵𝑡+1:

• to keep any prefix whose cumulative probability is not too far from the best prefix
e<𝑡,1, keeping any hypothesis e<𝑡,1 such that 𝑝𝜃(e<𝑡,𝑘|f) > (1−𝛼)𝑝𝜃(e<𝑡,1|f), with
𝛼 ∈ [0, 1] a parameter that controls the width of the beam. This leads to a variable
number of active prefixes;

• to keep the best 𝐵 prefixes, which has the merit of keeping the number of active
prefixes constant. This variant is also known as histogram pruning .

In the beam search procedure, the decoder stops as soon as:

• an active prefix corresponds to a complete sentence (ending in </s>) which cannot
be developed any further;

• all other active prefixes score lower than the full sentence and therefore will not be
able to surpass it in the future.

The complexity of this algorithm is 𝑂(𝐼𝐵𝑉𝑒), since at each time step the possible 𝑉𝑒

continuations of the 𝐵 prefixes are calculated.

7To be able to deal with open vocabularies, MT systems rely on a division of words into sub-lexical units
calculated on purely statistical bases [Sennrich et al., 2016]. These units have the immense advantage
of allowing the homogeneous processing of various languages, but lead to the disappearance of the
notion of words which is nevertheless central to access traditional linguistic resources and models.
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2.2.3 Search errors

Early implementations of beam search have faced an apparent paradox, according to
which increasing the size of 𝐵, thus of the search space, led to degraded results. Various
explanations have been put forward [Murray and Chiang, 2018, Stahlberg and Byrne,
2019], the most convincing of which is based on the following observations: (a) in the
absence of information on the length of the source, the criterion for stopping decoding is
the generation of an end-of-sentence symbol (</s>); (b) the probability of sequences is a
product, and short sequences are generally more likely than long sequences. Increasing
the search space leads to the inclusion in the beam of sequences that are too short, but
which will nevertheless prove to be the most likely for the decoder. To illustrate this
with an extreme case, denote 𝑘 the rank of the hypothesis which generates </s> at the
first time step and thus results in an empty translation; when 𝐵 ≥ 𝑘, this hypothesis
will enters the beam at 𝑡 = 1 and its score will never change, while all other competing
hypotheses will see their score decrease when more words are generated, often leading to
this hypothesis to be the preferred one in the end. Various remedies (length normaliza-
tion, trainable word penalty, etc) are put forward in the cited publications, to which we
refer the reader.

2.3 Summary

Encoder-decoder NMT architectures have quickly converged towards the Transformer
model, which lies at the core of most, if not all, modern NMT systems. Transformers
have the ability to compute useful representations from complex, possibly heterogeneous,
possibly very long, input sequences. Such architectures made it possible to combine local
and non local contexts in a principled manner, as we discuss in the next section. Also
note that their optimization can be made very effective through parallelization, and that
they support multiple auto-regressive and non-autoregressive decoding algorithms. This
latter property is a facilitating factor for the injection of complex constraints during
decoding.

3 Document Level Neural Machine Translation

Context-aware neural machine translation aims to relax the assumption that sentences
should be translated independently from their neighbour. For each sentence, the trans-
lation is thus conditioned on the current source as well as on other source and/or
target sentence(s) from the same document; this additional information will be re-
ferred to as the context. Formally, given a document 𝐷 containing 𝐾 sentence pairs
{(f (1), e(1)), (f (2), e(2)), . . . , (f (𝐾), e(𝐾))}, the probability of translating f (𝑘) into e(𝑘) is
given by:

𝑝(e(𝑘)|f (𝑘)) =
𝑙𝑘∏︁
𝑡=1

𝑝(e
(𝑘)
𝑡 |e(𝑘)<𝑡 , 𝐹, 𝐸

(<𝑘)) (4)
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where 𝐹 := [f (1), . . . , f (𝐾)] represents the source sentences and𝐸(<𝑘) := [e(1), . . . , e(𝑘−1)]
the previously generated target sentences.

Most current document-level NMT models can be broadly classified into two main
categories [Chen et al., 2020]: context-aware models, discussed in section 3.1, and post-
processing models, that are studied in section 3.2. The context-aware models use the
contextual information during the translation process, whereas the post-processing ap-
proaches introduce an additional module that learns to refine the translations produced
by a context-agnostic systems to be more discourse coherent [Voita et al., 2019b, Xiong
et al., 2019]. To be complete, it is also worth mentioning the approach of Saunders et al.
[2020], who propose to integrate a document level metrics (TER) in the training objective
function, using the framework of Minimum Risk Training.

Early approaches to document-level NMT (2016-2019) explored several models and
architectures to take the context into account, starting with the simple concatenation of
a few preceding sentences [Tiedemann and Scherrer, 2017, Agrawal et al., 2018, Junczys-
Dowmunt, 2019], or cache-based methods to store their representation [Tu et al., 2018,
Kuang et al., 2018, Maruf and Haffari, 2018]. More recently, Miculicich et al. [2018], Yang
et al. [2019], Maruf et al. [2019a] use a Transformer architecture to integrate contextual
information with context-related modules.

Despite the additional computing cost, the observed improvements remained small
when measured with standard metrics such as BLEU and were only significant when the
evaluation was performed using artificial test sets targeting specific phenomena such as
the translation of pronouns [Tiedemann and Scherrer, 2017, Bawden et al., 2018a, Voita
et al., 2019b]. For the cases where metric scores were found to increase, the improve-
ments were limited to specific datasets/testsets [Tu et al., 2018, Maruf and Haffari, 2018,
Kuang et al., 2018, Zheng et al., 2020]. Year 2019 onwards, more studies started focus-
ing on comparing the existing architectures and on analyzing and diagnosing the learnt
representations, the effect of context length, etc. [Kim et al., 2019, Li et al., 2020, Chen
et al., 2020].

3.1 Context-Aware Models

Traditional machine translation models rely on strong independence and locality assump-
tions: source word and phrases in SMT are (conditionally) independent; sentences are
processed independently both in SMT and NMT. As discussed in Section 1, this assump-
tion ignores many important types of dependencies in translations, notably those that
are related to the discourse structure, and which typically span over several sentence(s).

Attempts to model such extended contexts in NMT can be broadly classified depending
how they incorporate context: single encoder approaches, presented in Section 3.1.1,
simply concatenate the context with the current sentence. More sophisticated approaches
recourse to additional neural networks modules to encode the context: this is the case
of multi-encoder approaches (Section 3.1.2), and of approaches that rely on an dedicated
memory structure (Section 3.1.3). A high-level overview of these alternatives is in Table 7,
where we sort systems based of the size and representation of the context.
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Approach Context Lang. Pair Reference
context encoding integration in NMT prev next size

concatenated inputs s 1 DE→EN [Tiedemann and Scherrer, 2017]
s, t s 3 EN→IT [Agrawal et al., 2018]
s, t 1 EN→FR [Bawden et al., 2018b]
s, t s variable EN↔DE [Scherrer et al., 2019]

augmented input s s all DE→EN/FR [Rios Gonzales et al., 2017b]
s s all EN↔FR, EN→DE [Macé and Servan, 2019]

cache decoder s, t variable ZH→EN [Tu et al., 2018], [Kuang et al., 2018]
encoder decoder s 3 ZH→EN [Wang et al., 2017a]
attention encoder, decoder s, t 3 ZH/ES→En [Miculicich et al., 2018]

s, t s, t all EN→DE [Maruf et al., 2019a]
encoder w/attention source context s, t 1 EN→FR [Bawden et al., 2018b]

encoder s 1 EN→RU [Voita et al., 2018]
decoder s 1 EN→FR/DE [Jean et al., 2017]

s, t all FR/DE/ET/RU↔EN [Maruf et al., 2018]
s 1 ZH↔EN [Kuang and Xiong, 2018]
s, t 1 DE/ZH/JA↔EN [Yamagishi and Komachi, 2019]

decoder, output s, t s, t all FR/DE/ET→EN [Maruf and Haffari, 2018]
encoder, decoder s 2 ZH/FR→EN [Zhang et al., 2018]

s 2 FR→EN [Wang et al., 2019]
second-pass decoder t t all ZH→EN [Xiong et al., 2019]

s, t 3 EN→RU [Voita et al., 2019a]
document context language model 2 ZH→EN [Yu et al., 2020]

context-dependent post-editing t* t* 4 EN→RU [Voita et al., 2019b]
learning w/context regularisation s 1 EN→RU [Jean and Cho, 2019]

learning w/oracles s 1 EN→DE [Stojanovski and Fraser, 2019]

Table 7: Overview of works which successfully incorporate extra-sentential context in-
formation in NMT. Letters s and t denote source or target-side context, and
“amount” defines the number of sentences used as context. An additional *
flags studies that do not use the notion of past and future, but rather use sen-
tence groups for training and evaluation (inspired from [Maruf et al., 2019b]).

3.1.1 Single Encoder Approaches

The simplest way to feed more context in neural MT is to modify the input, i.e. to concate-
nate one or several surrounding sentence(s) to the current one and process the extended
sentence as usual, as done in [Tiedemann and Scherrer, 2017, Jean et al., 2017, Agrawal
et al., 2018, Junczys-Dowmunt, 2019]. A special token is inserted between the context
and the targeted sentence to identify boundaries (e.g. BREAK ). Figure 3 illustrates this
approach. Here, a single encoder processes the context and the current sentence together
as one long input. This approach requires no change in the model architecture; however
it badly increases the computational cost of encoding, which grows quadratically with
the source length in the original Transformer architecture. As discussed in Section 2,
using recent variants of the Transformer can reduce this complexity. Notwithstanding
these computational costs, data scarcity of a higher-dimensional input space also makes
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it difficult to train the attention component with very long spans [Sukhbaatar et al.,
2019].

Figure 3: Single encoder approaches, figure borrowed from [Kim et al., 2019].

In an early attempt, Tiedemann and Scherrer [2017] explore two ways to use an ex-
tended context: one that adds source language history to the input, and the other that
uses both the past source and target sentences. They explore the influence of a limited
number of context sentences, up to two in source or target. Working on the Open-
Subtitles2016 [Lison and Tiedemann, 2016] corpus for German to English translation,
they reported marginal improvements in terms of BLEU, chrF3, precision and recall.
Through manual evaluation, they were able to find output examples in which referential
expressions across sentence boundaries could be handled properly.

Agrawal et al. [2018] extend this idea and run a comparison between RNN and Transformer-
based systems. They experiment with various context sizes: up to three previous and one
next sentence on the source side, up to two previous sentences on the target side. They
report Transformer-based models to outperform the RNNs, attributing this to the inher-
ent inability of RNNs to accommodate long-range dependencies. For the Transformer,
they found that the next source sentence does help in improving NMT performance, while
using a larger number of previous target sentences seems detrimental, due to error prop-
agation. Junczys-Dowmunt [2019] takes the idea further and uses the whole document
as context for their document-level systems.

Ma et al. [2020] also present a single encoder approach where they modify the Trans-
former to incorporate context and source sentence in a single encoder, called the “Flat-
Transformer”. To this end, the encoder is separated into two parts for both the global and
the local attention. Bottom encoder blocks apply self-attention to the whole sequence,
while for the top blocks, it is only applied at the current source sentence. They compare
their architecture with vanilla single-encoder as well as dual-encoder document-level sys-
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tems and report that the encoder with a unified structure yields a gain of 1.08 in terms
of BLEU and 2.03 in terms of Meteor.

3.1.2 Multi-Encoder Approaches

In contrast to most single-encoder approaches, multi-encoder approaches handle context
integration at the architectural level (Figure 4), meaning that the context and the current
sentence are processed by distinct mechanisms. An early, pre-Transformer, approach is
in [Wang et al., 2017a], who use a hierarchy of RNNs to summarize a context containing
all the past sentences in the document, and explores various ways to combine it with the
current sentence. A further distinction with multi-encoder architectures is whether the
integration takes place inside the encoder or inside the decoder. Note that this distinction
does not depend on specific types of context encodings, for which one can use recurrent or
self-attentive encoders with a variable number of layers, or just word embeddings without
additional hidden layers on top of them.

Figure 4: Multi encoder approaches, inside and outside integration of context (borrowed
from [Li et al., 2020])

Integration outside the decoder In this approach, the current sentence and its context
are first transformed (encoded) using a source side network, for instance an attentional
model. These representations are then fused by a gated sum before being fed to the
decoder [Voita et al., 2018, Miculicich et al., 2018, Zhang et al., 2018, Maruf and Haffari,
2018]. This gating mechanism allows the model to learn which additional contextual
information should be included. We will give a brief overview of each of these studies in
this section.

Voita et al. [2018] propose to encode the source sentence and its context independently,
a single attention layer is then used in combination with a gating function to produce
a context-aware representation of the source sentence. As using separate encoders does
not seem to yield an accurate model, they propose to share the parameters of the first
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𝑁 − 1 layers of the context encoder with the source encoder; a special token is further
used at the start of context sentences to make the shared layers know whether it is
encoding a source or a context sentence. Working on English-Russian translation of
subtitles, they study the effect of previous and next sentences and found only previous
sentences to be beneficial. They also found contextual attention to be is high for the
translation of function words such as “it”, “yours”, “ones”, “you” and “I ” and, similar to
[Tiedemann and Scherrer, 2017], report words like “yes”, “yeah”, and “well” in the list of
top-10 context-dependent words. They conjecture that the context is especially helpful
at the beginning of a sentence, and for shorter sentences, since they found a negative
correlation between the amount of attention placed on contextual history and sentence
length, and between token position and the amount of attention to context. They report
more improvements for sentences containing ambiguous pronouns.

The study of Miculicich et al. [2018] is the first to use hierarchical attention networks
(HANs) [Wang et al., 2016] to model contextual information at the word and sentence
level. They use an extended version of HANs with multi-head attention to model the
context. Two separate HANs are considered for integrating respectively the source and
target contexts. Training follows a two-step procedure where they first build a vanilla
Transformer-based system, then optimize the parameters of the whole network including
the HAN module. A context of 3 preceding sentences was used. In their evaluation,
an assessment of the new model was performed separately for three types of discourse
phenomena. First, an evaluation of noun and pronoun translation was performed using
accuracy with respect to a human reference. For the lexical cohesion, the ratio of re-
peated and lexically similar words over the number of content words were measured, as
suggested in [Wong and Kit, 2012]. Finally, for coherence, they computed an average
cosine similarity between consecutive sentences using the metrics proposed by Miculi-
cich Werlen and Popescu-Belis [2017a] (APT). In all cases, an improvement with respect
to the baseline system was observed. In particular, their model was able to identify rele-
vant previous sentences and words for the context prediction. Their results also suggested
that the contextual information obtained from source and target sides are complemen-
tary. However, one important limitation of these conclusions is that they are based on
a restrictive notion of the context, including a small number of previous source/target
sentences. Chen et al. [2020] use HAN with discourse representation structures (DRS);
however the improvements achieved are more or less are on the same scale as regular
HANs and are thus not reported in Table 7.

Zhang et al. [2018] present an approach akin to pre-training and extend the Transformer
model with a new context encoder to represent document-level context, which is then
incorporated into the original encoder and decoder. They use a multi-head self-attention
Transformer model to first train a sentence-level system, which is then extended with
document-level model parameters estimated on document-level parallel corpora. The
default Transformer residual connections are used in each sub-layer, but to control the
influence of context, the residual connections after the context attention sublayer are
replaced with a position-wise context gating sublayer. Using two-step training, they
report improvements with respect to the previous work, reporting contrasts with a RNN
based contextual model Wang et al. [2017a], and with the cache based models of Kuang
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et al. [2018], presented in Section 3.1.3.

Figure 5: Multi encoder approaches: Inside integration of context, sequential attentions
(left) and parallel attentions(right) (graph borrowed from [Li et al., 2020])

Integration inside the decoder These methods incorporate context inside the decoder,
meaning that the target word generation process can separately attend to the source and
the context representations, in addition to the available target-side prefix. Depending
on the specific architecture, this combination of source and context attention can be
performed sequentially, as in [Tu et al., 2018, Zhang et al., 2018] or in parallel [Jean
et al., 2017, Bawden et al., 2018a, Stojanovski and Fraser, 2018]. Compared to single-
encoder approaches, this strategy also enables to use simpler processing modules for the
context, which arguably is less informative than the current sentence for the translation.

In sequential attention models, the two attention components are stacked such that the
output of one component is the query for the other [Tu et al., 2018, Zhang et al., 2018]:
this is illustrated on Figure 5 (left), where the current sentence is first attended to by
the decoder, providing the input for the next cross-attention layer evaluating the context
sentence(s). This augments the baseline cross-attention with supplementary contextual
information. Note that the order of the attention components may also be switched.
To block signals of potentially irrelevant context information, a gating mechanism can
be employed between the regular sentencial and context attention outputs.

In parallel attention models (see Figure 5 (right)), the two attention operations are
performed in parallel and only combined with gating afterwards [Jean et al., 2017, Baw-
den et al., 2018a, Stojanovski and Fraser, 2018, Kuang and Xiong, 2018]. By doing so,
the document context is only queried based on the current target history, independent
of the current source sentence representation, which has the additional benefit to speed
up the decoding.
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3.1.3 Cache-based methods

Cache based models are often used to provide short-term memory, for example as an
additional language model in the manner of the cache models of Kuhn and DeMori
[1990], or Bertoldi et al. [2013] in a computer-assisted translation context. Such models
use a specific short term memory mechanism typically aimed to boost the probability of
words that have been generated in the recent past. This means that these models try to
model and integrate target side context. Earlier attempts with SMT to use cache based
language and translation models include [Nepveu et al., 2004, Tiedemann, 2010, Gong
et al., 2011, Bertoldi et al., 2013] and the works on NMT include [Kuang et al., 2018, Tu
et al., 2018, Maruf and Haffari, 2018, Yang et al., 2019, Dobreva et al., 2020].

The proposal of Tu et al. [2018] uses a continuous representation of the cache to store
recent context history. After each sentence translation, the decoding contexts are stored
in the cache as history for use in future decoding steps. Cache slots are pairs of key-
value vectors, with the keys being attention context vectors, and values corresponding
to the decoder states collected from previous translations (see Figure 6). Using context
representations as keys in the cache, the cache lookup is performed using dot products
between the stored representations and the current sentence. Cache is added to a pre-
trained NMT model with fine-tuning, updating only the new parameters related to the
cache.

The reported improvements are around 1 BLEU points for Subtitles and News, and
about 1.5 BLEU points for TEDTalks. The authors also found smaller cache sizes
(of 25 sentences) to be simlar in performace to larger caches (of size 500). They report
keeping complete sentences in the cache to be more advantageous for lexical consistency
as compared to keeping a few previous words [Gu et al., 2016]. A few example sentences
are also presented, for which their model improves verb tense consistency, even though
this is not reflected in the BLEU score.

Kuang et al. [2018] use both a topic and a dynamic cache. They add a new neural
network layer as the scorer for the cache. During decoding final word prediction prob-
ability is computed via gating mechanism by combining the probability estimated from
the cache to the original probability computed by the decoder. The static topic cache
is built using topic distribution from each source document which is used to obtain the
corresponding topical words on the target side. These topical words are then integrated
into the topic cache. For the dynamic cache, words are retrieved from the best transla-
tion hypotheses of recently translated sentences. These caches are reset each time the
decoder shifts to a new test document. Each sentence of the new test document is then
translated with the cache-augmented model; the dynamic cache is augmented with the
newly generated target words obtained from the best translation hypothesis for previous
sentences. Significant improvements in translation quality are reported by the authors.
Topic cache and dynamic cache were also found to be complementary to each other.

Maruf and Haffari [2018] use memory networks to include source and target context
information in their NMT. Each sentence in the document is passed through a word-
level bi-directional RNN to get a complete sentencial representation. This information is
then propagated across the document by passing these sentence representations through
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Figure 6: Architectures using Caches (figure taken from [Tu et al., 2018]).

a sentence-level bi-directional RNN. The same encoding process is applied to the source
and target document contexts, which are then used either to compute the next hidden
state, or more directly as extra information provided to the output layer. These authors
worked on French-English, German-English and Estonian-English, and report BLEU and
Meteor scores, as well as results of a manual evaluation. Comparing the use of a sole
source memory, of a sole target memory, and of memories, they notably report that using
both source and target memories gives the best results for all three language pairs. This
suggests that leveraging both source and target document context is indeed beneficial to
MT performance.

Yang et al. [2019] retrieve helpful contextual features from (a small number of) pre-
vious sentences by applying a dynamic routing algorithm called query guided capsule
network. They use these features by extending the source encoder of the Transformer
architecture with a supplementary source-context cross-attention layer, among other ar-
chitectural changes. Their experiments with three standard benchmarks (TEDTalks,
News commentary, and Europarl, for the German-English language pair) show a small
improvement over context-independant and context-dependant baselines.

Finally, the work of Dobreva et al. [2020] makes two contributions: one is to use a
context tag to inform the encoder with information about the document structure; the
other is to use a fixed-size topic cache and dynamic cache similar to the proposal of
Kuang et al. [2018],. These are concatenated and passed to output layer, thereby helping
to improve the estimation of the probability distribution over words. The topic model is
built using the most probable words learnt using the topic model, and the dynamic cache
contains the set of unique content words from previously translated sentences from the
same section. Out-of-domain Transformer models are further fine-tuned with in-domain
data (in that case biographies) .
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It is interesting to note the similarity between these techniques and approaches pro-
posed in the context of resource-rich NMT, where dictionary entries, multi-word terms
or other topic information have also been introduced in the form of cache LMs or related
mechanisms [Yvon and Abdul Rauf, 2020].

3.2 Multi-pass systems

Multi-pass systems usually introduce an additional computational component that helps
to refine translations produced by context-agnostic systems and make them more globally
coherent [Xiong et al., 2019, Voita et al., 2019b, Yu et al., 2020]. Such approaches are
easy to implement as they only rest on the availability of sufficiently large monolingual
document corpora and do not require to change the first pass system; however, the two-
stage generation process may result in cascading errors [Xiong et al., 2019].

The two-pass strategy of Voita et al. [2019b] resembles automatic post-editing (APE)
[do Carmo et al., 2020]. They train a sentence level system whose output is then corrected
by using a monolingual document-level model, called the DocRepair model. This model
aims to corrects inconsistencies among the individual sentence translations in the context
of the other sentences. The DocRepair model is trained using only monolingual document
level data in the target language, with the inconsistent sentences produced by back
translations as source and consistent sentences as target. They report improvements in
terms of BLEU score, targeted contrastive evaluation for deixis, lexical cohesion, VP
ellipsis and ellipsis which affects NP inflection, as well as human evaluation.

Yu et al. [2020] frame their work in the paradigm of the noisy channel model, where the
best document translation 𝐸* = [e(1), . . . , e(𝐾)] for the source text 𝐹 = [f (1), . . . , f (𝐾)]
is computed as argmax𝐸 𝑃 (𝐸)𝑃 (𝐹 |𝐸) instead of argmax𝑃 (𝐸|𝐹 ), which allows them to
take advantage of a document-level target language model for 𝑃 (𝐸). Remarkably, this
target side language model can be trained with document-level monolingual data, which
are much easier to find than parallel document in multiple languages. The authors claim
that this approach is advantageous for two reasons: (a) the conditional translation model
and the document language model can be trained separately, the latter component being
in a position to exploit large sets of monolingual data; using an additional assumption,
training the translation can be performed with parallel sentences only, and does not
require parallel documents which are a rather rare resource. If training is simple, decoding
is hard because every e is of course unknown in training. As is custom for models of this
type, optimal decoding is approximated with a two-step procedure: (a) generation of a
lattice of possible document translations using a non-contextual forward model (𝑃 (e|f));
(b) (beam) search re-scoring of this lattice using the full “ inverted” model. They achieve
substantial improvements as compared to existing document translation approaches and
report improvements in number, lexical choice and tense.

The recent work of Kang et al. [2020] somehow departs from the other works in this
section, as they do not combine two search procedures, but instead revise the first-pass
model dynamically. Their dynamic context approach is based on the claim that “different
source sentences may require a different context size”. They introduce an independent
context selection module which selects context sentences prior to the MT step through
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an independent retrieval step; based on the output score of this module, a set of context
sentences (possibly empty) will be input to the NMT encoder, along with the current
sentence to be translated. As the selection module includes a non-differentiable step,
the corresponding score function can not be trained end to end, and the authors have to
resort to a reinforcement learning strategy, where the final translation quality serves as
the reward signal. The authors report improvements in BLEU scores, as well as in the
processing of discourse phenomena using the contrastive test sets of Voita et al. [2019a].

3.3 Discussion: is context really useful in NMT ?

In the previous sections, we have reviewed various attempts to increase the size of de-
pendencies in neural MT, and to mitigate the effect of systematic errors incurred when
translating sentences in isolation. In most of these studies, the authors have concluded
positively on the usefulness of context in MT. There is however much variance on the
notion of context: is it short or long distance ? just the past and also the future ? just the
source or also the context ? In this section, we relay some of the contradictory findings
that have been reported on this issues. Is the context useful after all ?

A first answer to those questions is in [Voita et al., 2018], which reports performance
degradation when using the following sentence, a conclusion that is contradicted by the
results obtained by Wong et al. [2020] on the same corpus. This study also reports
that taking the future context into account not only yields significant improvements over
a context-agnostic Transformer, but also yields comparable and in some cases better
performance than training with the past context.

Going one step further, [Kim et al., 2019] and [Li et al., 2020] make a case against
using a document-level context. While investigating the effect of context and parameters
on the quality of document-level translation, both studies try to show that a strong
sentence-level baseline (with enough data or proper regularization, drop out etc.) does
not show much improvements with added context. Their main claim being that context
encoders are more useful as noise generators, enabling to regularize the training, than as
providers of an additional supervision signals to train the sentence-level system.

The study of Kim et al. [2019] compares the usefulness of various architectures and
representations of a short term context (one to a few past sentences). One contribution
is to show that these representations can be much simpler and lightweight than for the
current sentence. For instance, filtering out words from the context sentences based on
predefined lists or linguistic tags does not seem to harm the translation quality (measured
with BLEU) as compared to using a full context. Using simpler representations also
enables to increase the size of the context: in this study, it was found that only a few
previous sentences are actually useful for translation quality. Another result is that
the observed improvements in translation obtained with longer contexts are hard to
analyze in terms of better processing of discourse phenomena (coreference, lexical choice,
etc). Finally observing that their document-level models did not outperform a sentence-
level baseline trained on a large corpus, they attributed the improvements achieved by
existing document-level models to a better parameter regularization. These conclusions
should be somewhat nuanced given that (a) most experiments are performed in small
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data conditions; (b) their test domain (TED talks [Cettolo et al., 2012]) may be more
appropriate to study document-wide effects (consistency, rhetorical structure) than local
phenomena such as co-reference; (c) most of their analysis is based on BLEU scores,
which is a poor metric for document-level MT.

Similar findings are reported by Li et al. [2020], who focus on multi-encoder approaches.
They experimented with several such architectures (with or without weight sharing and
pre-training, and varying depth levels) and three types of contexts; Context, consisting
on the previous sentence, Random, using a set of random words and Fixed, using a fixed
context for all sentences. They found that both Random and Fixed systems can achieve
comparable or even higher BLEU scores than Context in most cases. These results also
hint to interpreting the role of the context as a regularizer, a fact they try to confirm
using a (Gaussian) random noise generator combined with a regular encoder.

According to Maruf et al. [2019b], the results reported in these two studies certainly
raise intriguing questions, but are not sufficient to fundamentally question the success
achieved by most studies of document-level NMT. They however suggest that document-
level MT models still require further experiments and analysis before more firm conclu-
sions can be drawn regarding the pitfall and strengths of these context-aware models.

3.4 Conclusion

In this section, we have surveyed recent approaches to document level machine trans-
lation, studying first methods focusing on integrating a larger context with the senten-
cial representation in a unified architecture (section 3.1), before surveying multi-pass
approaches - where a baseline, sentence based translation, is further processed with a
stronger target language model.

While the benefits of an extended context are somewhat questionned, especially with
respect to the usual evaluation metrics such as BLEU or Meteor, the recent system-
atic study of Ma et al. [2021] still shows that simple approaches [Scherrer et al., 2019,
Junczys-Dowmunt, 2019] complemented with additional (back-translated) target mono-
lingual document-level data can be quite effective, both in terms of BLEU, but also in
terms of the other standard metrics for document level MT.

4 Evaluation

Interpreting translation errors is not always simple and often involves a speculation on
the actual cause of the error. Mistranslating a pronoun can be a morpho-syntactic or
a discourse error: if the error only concerns the gender, then this may be attributed to
erring on the identification of a co-referent; however a wrong case can assimilated to a
grammatical error. As a general principle, when evaluating discourse phenomena, the
main focus should be on errors that are caused by ignoring the context [Guillou et al.,
2016].

Traditional MT metrics such as BLEU [Papineni et al., 2002], TER [Snover et al., 2006]
or Meteor [Banerjee and Lavie, 2005] are unreliable for evaluating discourse phenomena
in MT. The corresponding score computations rely on sentence-level comparisons, thus

36



ignoring essential relationships between clauses and sentences [Joty et al., 2017]. This
point was also neatly made in [Vojtěchová et al., 2019], which describes the use of test
set comprising audit reports from the Supreme Audit Office of Czech Republic for En-
glish, German and Czech languages as a complementary exercise during the WMT19
News Translation Task.8 The main goal of this manual evaluation was to assess the
performance of NMT trained on general purpose texts for such very specific documents,
and notably to evaluate the use of terminology and as well as the document level co-
herence. These experiments showed that even though NMT systems perform well for
automatic metrics, a lot of subtle errors remain (mistranslation, misuse of terminology,
inconsistencies across sentences) that could not be evaluated based on comparison on
single reference translation.

As translation quality improves, there is however a growing need for context-aware
automatic evaluation measures to capture the discourse information that remains out of
reach for sentence-level metrics. Attempts along these lines can be categorized into two
main groups. A first set of metrics mimic, for specific errors categories and test sets,
the reference-based approach that is used by global metrics., there have been evaluation
studies focusing on errors that are caused by insufficient modeling of the sentence con-
text and discourse structure. In particular, Popescu-Belis [2019] distinguishes between
discourse errors based on lexical choice, anaphora and coreference from those that can be
attributed to the general discourse structure. Reference-based assessment can however
be challenging: this is because in addition to agreeing with a reference, good translations
at the doucment level must also show internal consistency. For instance, the validity of a
pronoun translation may actually depend more on target side agreement constraints that
depend on previous choices than on its similarity to the reference translation(s), which
is what the traditional MT metrics measure [Loáiciga et al., 2017].

Therefore, a large body of works to measure discourse phenomenon use evaluation
methods based on contrastive pairs (section 4.1.2) which compare the likelihood of two
possible translations, one correct and one deliberately made wrong. For this type of
evaluation, a system gets a positive reward if it gives a higher likelihood to the correct
than to the incorrect translation; else, it will get a negative reward. This technique is
used for instance by Sennrich [2017] for the evaluation of grammatical errors and in Rios
et al. [2018] for word sense disambiguation.

This section is organized according to the type of phenomena and reproduces the dis-
tinctions identified in the opening section (1). We thus distinguish the evaluation of
coreference (Section 4.1), of deixis and ellipsis (Section 4.2), of lexical cohesion (Sec-
tion 4.3), then of word-sense disambiguation (Section 4.4) and finally of discourse struc-
tures (Section 4.5). Example sentences are presented to clearly demonstrate the point
(where available). A summary of the major works on evaluation listing the dependencies,
techniques and languages are presented in Table 8.

8http://statmt.org/wmt19/
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Evaluation Discourse Dependency Metric Reference
Type Phenomena

Alignments, pronoun lists AutoPRF [Hardmeier and Federico, 2010a]
Pronoun Alignments, pronoun lists APT [Miculicich Werlen and Popescu-Belis, 2017b]

Pairwise evaluation CRC [Jwalapuram et al., 2019]
Alignments, pairwise evaluation [Wong et al., 2020]

Automatic Lexical Lexical cohesion devices [Wong and Kit, 2012]
Metrics Cohesion Topic model, lexical chain [Gong et al., 2015]

Alignments, dictionary ACT [Meyer et al., 2012, Hajlaoui and Popescu-Belis, 2013, Meyer et al., 2015]
Structure Re-sampling, app. randomization MultEval [Meyer and Poláková, 2013]

Discourse parser [Guzmán et al., 2014],[Joty et al., 2017]
Discourse parser Dis-Score [Smith and Specia, 2018]
EN→FR Protest [Guillou, 2013, Guillou and Hardmeier, 2016]
EN→FR [Bawden et al., 2018a],[Lopes et al., 2020]

Pronouns EN→DE [Müller et al., 2018]
EN→DE ControPro [Huo et al., 2020], [Lopes et al., 2020]

Cohesion EN→FR [Bawden et al., 2018a]
EN→RU [Voita et al., 2019a]
EN→FR, EN→DE [Lopes et al., 2020]

Test Suites Coherence EN→FR [Bawden et al., 2018a]
EN,CS↔DE,EN↔CS SAO [Vojtěchová et al., 2019]
EN→CS [Rysová et al., 2019]

Conjunction EN/FR→De [Popović, 2019]
Deixis, Ellipsis EN→RU [Voita et al., 2019a]
Grammatical EN→DE LingEval97 [Sennrich, 2017]
Phenomena DE→EN DFKI [Avramidis et al., 2019]

DE→EN/FR ContraWSD [Rios Gonzales et al., 2017b]
Word Sense DE→EN/FR [Rios et al., 2018]
Disambiguation EN→CS, EN↔DE/FI/LT/RU MUCOW [Raganato et al., 2019]

CS↔EN [Zouhar et al., 2020]

Table 8: Overview of works on evaluation of discourse phenomenon. (inspired from
[Maruf et al., 2019b]).

4.1 Evaluating co-reference

4.1.1 Reference-based evaluations

A first attempt to evaluate the translation of pronouns is in [Hardmeier and Federico,
2010b], which proposed a metric based on precision and recall. Working on German-
English, they identified anaphoric links using a co-reference resolution system and stud-
ied how often an anaphoric pronoun is correctly translated, i.e. matches the agreement
features of its antecedent. Automatic word alignments are generated between source
and reference, and source and output. A clipped count is computed for each pronoun
in the source language against the reference and output translation. Precision, recall
and F-score against these clipped counts are computed to evaluate credible pronoun
translations.
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Guillou [2016] presents a semi-automatic pronoun evaluation test suite (PROTEST for
English to French) containing 250 pronoun tokens. It consists of manually selected pro-
noun tokens of various types: anaphoric, cataphoric, event, textual, pleonastic, speaker
and addressee reference, and relies on a comparison between reference and output trans-
lations. Pronouns in the MT output and the reference are automatically compared, but
a manual evaluation is required in when no match is found.

Several shared tasks have since been organised with a focus on pronoun translation.
The evaluation protocols have evolved over the years due to the difficulty of this type of
evaluation. The DiscoMT 2015 shared task [Hardmeier et al., 2015] started with a human
evaluation but the subsequent shared tasks [Guillou et al., 2016, Loáiciga et al., 2017]
switched to a semi-automatic evaluation which involved computing macro-averaged recall
for pronoun classification. Tasks were designed as classification tasks, where the partici-
pants are given the source language pronoun in the context of a sentence together with
a lemmatised versions of the reference translations where pronouns have been deleted.
Note that in this design, using the partly lemmatized test sets provided by the shared
tasks organizers requires to train models on the provided lemmatized data and results in
systems that are not usable in real translation settings.

Miculicich Werlen and Popescu-Belis [2017b] propose a reference based evaluation met-
ric (APT). Using word-level alignments, first triples of pronouns are identified in the form
of (source-pronoun, reference-pronoun, candidate-pronoun). These are then compared
against the corresponding reference. Counts are collected for the identical, equivalent,
different/incompatible translations in the output and reference, as well as cases where
candidate translation or reference translation or both are absent. Correctness of MT
output given the reference is determined by assigning a weight between 0 and 1. These
weights and the counts are then used to compute the final metric score. They report
APT metric to reach around 0.993–0.999 Pearson correlation with human judges, while
other automatic metrics such as BLEU, Meteor, or those specific to pronouns used at
DiscoMT 2015 reached only 0.972–0.986 Pearson correlation.

APT is also used by Wong et al. [2020] where an evaluation of the translation of cat-
aphoric pronouns involves multiple metrics, including also CRC (see below) [Jwalapuram
et al., 2019], precision, recall, F1 scores and AutoPRF [Hardmeier and Federico, 2010a].

A last study worth mentioning is the work of Stanovsky et al. [2019] on gender bias in
MT, where the authors develop a (very challenging) test set (Winogender) for pronoun
translation from English into multiple target languages, and show that the system is
much more likely to err when the reference pronoun is feminine - but also that the error
rates for masculine pronoun is also very high.

4.1.2 Contrastive Evaluation

Contrastive test pairs have been extensively used to evaluate MT performance on spe-
cific phenomenon [Sennrich, 2017], including discourse related phenomena [Bawden et al.,
2018a, Müller et al., 2018]. These require specifically designed sentence pairs to check/evaluate
correct translations for the discourse phenomenon being studied.

The Co-reference test set by Bawden et al. [2018a] comprises 50 blocks with four

39



Source
context Oh, I hate flies. Look, there’s another one!
current sent. Don’t worry, I’ll kill it for you.

Target
1 context Ô je déteste les mouches. Regarde, il y en a une autre !

correct T’inquiète, je la tuerai pour toi.
incorrect T’inquiète, je le tuerai pour toi.

2 context Ô je déteste les moucherons. Regarde, il y en a un autre !
correct T’inquiète, je le tuerai pour toi.
incorrect T’inquiète, je la tuerai pour toi.

3 context Ô je déteste les araignées. Regarde, il y en a une autre !
semi-correct T’inquiète, je la tuerai pour toi.
incorrect T’inquiète, je le tuerai pour toi.

4 context Ô je déteste les papillons. Regarde, il y en a un autre !
semi-correct T’inquiète, je le tuerai pour toi.
incorrect T’inquiète, je la tuerai pour toi.

Table 9: Co-reference test set block from [Bawden et al., 2018a]).

translation pairs as shown in Table 9. The objective is to assess the use of a linguis-
tic context on the target side. Each block is made of a source sentence countaing an
anaphoric pronoun whose antecedent appears in a preceding context sentence. The choice
of the correct gender for the French pronoun can only be made if one takes the previous
sentence translation into accout, as no gender information is in the source. Each block
comprises four versions of the same pattern, with a strict balance between the gender of
the corrrect pronoun.

Müller et al. [2018] also presents a large-scale test suite using contrastive translations
for 12,000 difficult cases of pronouns for English to German extracted from the Open-
Subtitle corpus9. In contrastive translation, the correct pronoun is swapped with an
incorrect one as illustrated in Table 71. The pronoun “it” in English should translate to
“sie” in German because of the antecedent “ bat”. For the contrastive pair, contextually
wrong translations are produced by replacing “sie” with other pronouns “er” and “es”.
Another factor is the distance to the antecedent which is zero if the pronoun and its
antecedent are in same sentence and do not require additional context for translation. If
the model scores are higher for actual references than for the erroneous variant, then the
model is considered capable to detect wrong pronouns.

Jwalapuram et al. [2019] present a pronoun test set for multiple source languages (Rus-
sian, German, Chinese and French) with English as the sole target language. Crucially,

9http://opus.nlpl.eu/OpenSubtitles2016.php

40

http://opus.nlpl.eu/OpenSubtitles2016.php


EN: a bat antecedent
GR: eine Fledermaus (f.) antecedent

1 antecedent distance
EN: It could get tangled in your hair source
GR: Sie könnte sich in deinem Haar verfangen. reference

GR: Er könnte sich in deinem Haar verfangen. contrastive
GR: Es könnte sich in deinem Haar verfangen. contrastive

Table 10: A sentence pair with two contrastive translations. An antecedent distance of 1
means that the antecedent is in the immediately preceding sentence, (example
taken from [Müller et al., 2018])

this test set was collected in a semi-automatic manner as follows: using WMT system
submissions for years 2011 to 2015 and 2017, each output translation was automatically
aligned with its reference, allowing to collect cases of pronoun mismatches between the
output and the correct translation. These challenging examples of actual pronoun er-
rors were finally valided by human judges. Additional ’noisy’ examples were obtained
by replacing a correct pronoun with an incorrect one found in the system output as
illustrated in Table 11. Using this test-suite they then introduce trainable evaluation
measures termed RC and CRC. A statistical model first learns to differentiate between
good and bad output translations via pairwise comparison between a system output and
reference translation using the same reference context. The corresponding scores can
then be used in a contrastive evaluation. One weakness of this metric is that it is limited
to evaluating translation into English.

4.2 Conjunction, Deixis and Ellipsis

Popović [2019] offers a test suite for evaluating the disambiguation of conjunctions for
document-level MT systems participating to the WMT19 shared translation tasks for
French to German and English to German. The test suites do not rely on extra sentence
level context but only focus on sentence pairs.

The contrastive testset of Voita et al. [2019a] already mentioned above contains con-
trasts aimed to evaluate the translation of deixis and ellipsis phenomena for the direction
English to Russian. Each instance in the testset (3000 for deixis, 1000 for ellipsis) is made
of reference sentences along with contrastive translations where an error has been infused.
For deixis, the most frequent error category concerns the second person pronouns and is
related to the inconsistency of T-V forms; the test set therefore mostly consists of formal
and informal examples. To evaluate the processing of ellipsis, two ambiguities are ad-
dressed. The first concerns the prediction of a correct morphological form and second is
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Original French input Il était créatif, généreux,drôle, affectueux et talentueux,
et il va beaucoup me manquer.

Reference translation He was creative, generous, funny, loving and talented,
and I will miss him dearly.

MT system translation It was creative, generous, funny, affectionate and talented,
and we will greatly miss.

Generated noisy example 1 It was creative, generous, funny, loving and talented,
and I will miss him dearly.

Generated noisy example 2 He was creative, generous, funny, loving and talented,
and we will miss him dearly.

Table 11: (FR-EN) ’Noisy’ examples of pronouns errors, where the two mismatches be-
tween the system output and the reference give rise to two additional ’noisy’
containing only one mismatch, taken from [Jwalapuram et al., 2019].

related to verb phrase ellipsis. Example sentences are displayed in Table 2 in Section 1.4.

4.3 Evaluating Cohesion and Coherence

In discourse analysis, cohesion is often studied together with coherence which is another
dimension of the linguistic structure of a text. Cohesion is related to the surface structure,
and can be assessed based on the analysis of word choices accross documents; coherence
is more concerned with the underlying meaning connectedness [Xiong et al., 2013].

4.3.1 Evaluating lexical cohesion with references

Wong and Kit [2012] propose to use lexical cohesion along with standard reference-based
metrics such as BLEU, TER and Meteor to evaluate machine translation models at
the document level. The lexical cohesion devices considered in this work are based on
the repetitions of content words (nouns, adjectives, adverbs or main verbs) within a
document, including hyperonyms and synonyms, where WordNet is used to identify the
semantic relationships. To analyse MT systems two ratios are defined: LC = (lexical
cohesion devices/content words) and RC = (repetition/content words), which can be
computed for human and machine translations. Higher rates of LC or RC means that a
high portion of content words are found to take part to lexical cohesion.

Table 12 displays examples from MetricsMATR [Przybocki et al., 2008] data set.10

They report LC and RC ratios to correspond well with human assessments; however at

10https://www.nist.gov/itl/iad/mig/metrics-machine-translation-evaluation
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MT 1
1 Chine scrambled research on 16 key technical
2 These techniques are from within headline everyones boosting science and

technology and achieving goals and contend of delivered on time bound through
achieving breakthroughs in essential technology and complimentarity resources .

BLEU: 0.224 (1-gram:7, 2-gram:0, 3-gram:2, 4-gram:1)
LC: 0.107 (number of lexical cohesion devices: 5)
Human assessment: 2.67

MT 2
1 China is accelerating research 16 main technologies
2 These technologies are within the important realm to promote sciences

and technology and achieve national goals and must be completed in a timely
manner through achieving main discoveries in technology and integration of resources .

BLEU: 0.213 (1-gram:5, 2-gram:3, 3-gram:2, 4-gram:1)
LC: 0.231 (number of lexical cohesion devices: 9)
Human assessment: 4.22

Reference
1 China Accelerates Research on 16 Main Technologies
2 These technologies represent a significant part in the development of science and

technology and the achievement of national goals. They must be accomplished within
a fixed period of time by realizing breakthroughs in essential technologies
and integration of resources.

Table 12: MT outputs of different quality (examples from [Wong and Kit, 2012]). N-
grams that match the reference translation are underlined and italicized words
represent lexical cohesion devices. The second MT output is better according
to human assessment and their LC ratios present more variation. (see text for
details).

the document level, they are not as good as the other metrics, and should better be used
in cunjunction with those, rather than as standalone metrics.

Going further, Gong et al. [2015] introduce a gist consistency score and a cohesion score
along with available evaluation metrics to measure text cohesion. The gist consistency
score is measured by building a topic model [Blei et al., 2003] and computing the topic
distribution of the reference and model output for the evaluation set. The cohesion score
is computed on lexical chains using lexical cohesion devices for content words. Note that
they use a simplified notion of lexical chains where the focus is on reiterated stem-match
words, which dispense with the use of a special thesaurus. These metrics are combined
with BLEU and Meteor using a weighted average.

4.3.2 Cohesion and Coherence Contrastive Evaluations

Bawden et al. [2018a] also includes a contrastive test set aimed to evaluate cohesion and
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Source
context What’s crazy about me?
current sent. Is this crazy?
Target
context Qu’est-ce qu’il y a de dingue chez moi ?
correct Est-ce que ça c’est dingue ?
incorrect Est-ce que ça c’est fou ?
Source
context What’s crazy about me?
current sent. Is this crazy?
Target
context Qu’est-ce qu’il y a de fou chez moi ?
correct Est-ce que ça c’est fou ?
incorrect Est-ce que ça c’est dingue ?

Table 13: Cohesion and Coherence test set block (repetition) (taken from [Bawden et al.,
2018a]). In both examples, the repetition of crazy in English has to be repro-
duced in French, either with the translation dingue or fou.

coherence.11 The task is to select the right translation for a given word, and contains two
kinds of difficult cases: one where the right choice is to repete a word occurring in the
context (cohesion), one where the correct word sense can only be disambiguated looking
at the context (coherence). Instances of the cohesion set are in Table 13.

Another useful resource for lexical cohesion evaluation is the test set of Voita et al.
[2019a] comprising contrastive examples for English into Russian. Each of the 2000 in-
stances in this test set comprises consists two reference sentences where a given (named)
entity is translated consistently, and a constrast version exhibiting cases of inconsisten-
cies.

4.4 Word Sense Disambiguation

Word sense disambiguation (WSD) is a well studied standalone task for which multiple
test sets and test conditions have been developped, notably in the context of the Semeval
shared tasks.12 The ability to select the correct sense for polymous words also participates
to the overall coherence of a translation, and we focus below solely on WSD in translation.

Adopting the same methodology of contrastive evaluation as Sennrich [2017], Rios Gon-
zales et al. [2017b] present ContraWSD, a set of test pairs aimed to evaluate the capability
of a MT system to generate the correct sense of polysemous words in context. They pair
a human reference translation with a set of contrastive examples, which include incorrect
translations of semantically ambiguous source words. Using this data set, they are able
to identify specific errors types of the model and to perform a quantitative analysis the

11https://github.com/rbawden/discourse-mt-test-sets/
12https://semeval.github.io/

44

https://github.com/rbawden/discourse-mt-test-sets/
https://semeval.github.io/


model’s ability to perform lexical disambiguation.
Using a smaller version of ContraWSD, this approach was offered as a supplementary

test suite at WMT1813 [Rios et al., 2018] for the German to English translation direction.
They evaluated all German-English systems submitted to the WMT18 News Translation
task and found that the accuracy of the best system for the lexical disambiguation task
improved from 81%to 93%, compared to the 2016 systems, and that this metrics had a
strong correlation with BLEU scores.

Raganato et al. [2019] presented a multilingual test suite named as MUCOW, that
includes contrastive sentence pairs for 16 language pairs built using word alignments and
sense inventory of BabelNet. The contrastive test suite was used to evaluate ambiguous
words for WMT19 News translation task.

Marvin and Koehn [2018] examined the representations of polysemous words at dif-
ferent levels in NMT encoding layers. They studied 4 polysemous words (right, like,
last, and case) using the Europarl and News Commentary corpora. Their results did
not reveal any clear conclusion due to the small size of the test data. Nonetheless, their
methodology is a rare case of a fine-grained study of the word sense disambiguation
capabilities of NMT systems.

4.5 Evaluating Discourse Structures

The evaluation of discourse structure translation has mostly given rise to reference-based
metrics. Three of them are described below. Hajlaoui and Popescu-Belis [2013] intro-
duce “Accuracy of Connective (ACT)” for evaluating translation of discourse connectives
based on word alignment between the source, reference, and output sentences. Trans-
lations are automatically or semi-automatically scored using a dictionary of equivalent
connectives. The metric first identifies discourse connectives in the source, reference and
output sentence. If there are more than one translations, alignment information is used.

In the case of irrelevant alignment, word position is compared (six cases are considered
for comparison). Using a dictionary of equivalents, the translations are scored automat-
ically, or semi-automatically.

The precision of the metric is assessed by human judges on sample data for En-
glish/French and English/Arabic translations: the ACT scores are on average within
2% of human scores.

A more recent test suite for for evaluating discourse phenomena in MT systems is
finally introduced in [Rysová et al., 2019] to assess the WMT19 News Translation Tasks
for the English to Czech language direction.14 Along with sentence-level errors, they
identified discourse phenomenon at the document level that resulted in translation errors
by manually inspecting output translations; these errors are related to topic articulation,
lexicalization of connectives and discourse connectives.

The Rhetorical Structure Theory (RST) [Mann and Thompson, 1988] is one of the most
widely used discourse theories in computational linguistics. RST uses discourse relations
between parts of texts to represent coherence in a form of hierarchical discourse trees
13http://statmt.org/wmt18.
14https://statmt.org/wmt19.
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Figure 7: Using discourse trees to compare two system translations (reproduced from
[Guzmán et al., 2014])

(DTs). A DT represents text as a set of labelled hierarchical structures including linguis-
tic information in layers capturing predicate-argument relationship and syntax.Guzmán
et al. [2014] and Joty et al. [2017] have used discourse structures to design MT evaluation
metrics specifically targeting discourse in MT. Evaluation is performed by measuring the
similarity between the discourse trees of the reference and the automatic translation, with
the assumption that good translation would preserve the discourse relations detected in
the text. Figure 7 gives an example, where (a) is the reference translation, and (b) and
(c) are two translations from participants to the WMT12 shared task.15 Leaves in the
DT represent text spans, where adjacent spans are joined through coherence relations
(attribution, elaboration etc.) forming larger discourse units. Nuclei are the core parts
while satellites are supportive parts. We see that nuclearity and labels are retained in
translation (b) and not in (c) which probably makes (b) a better output than (c). The
comparison between discourse trees is performed using tree kernels (TKs) [Collins and
Duffy, 2002]. Guzmán et al. [2014] report improvements in overall MT metrics as well as
a better correlation with human judgements even when using discourse information only
at the sentence level.

Smith and Specia [2018] also propose to evaluate the output translation on the basis
of a comparison with the source text; this comparison assesses the degree to which the
discourse elements are preserved and correctly translated. The corresponding metric
represents and compares actual and predicted discourse connectives based on pre-trained
word embeddings, and combine this score with a discourse relationship "match score".

15https://statmt.org/wmt12
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4.6 Conclusion

Traditional MT metrics, such as BLEU, TER and Meteor are based on comparisons
performed at the sentence level and are quite insensitive to changes aimed at improving
a machine translation for complete documents. This has fostered the development of
multiple proposals aimed at evaluating specific discourse-related phenomena in NMT.
These initiatives, to date, have mostly been designed independently for each targeted
linguistic phenomenon, with the study of pronominal anaphora attracting most of the
attention.

As we have seen, the design of a new evaluation protocol can be achieved with two
main strategies: comparison with a reference, or design of contrastive test sets. In both
cases, designing a new metrics or test set requires a great amount of linguistic expertise,
sophisticated annotation tools (eg. a RST parser) and human intervention, to capture
the indented discourse phenomenon for the targeted language pair(s), which hinders their
deployment as a universal solution for document-level MT evaluation.

Overall, it therefore appears that the development of generic evaluation strategies for
context-aware MT by and large remains an open problem, a view that we share with
Maruf et al. [2019b]. This suggests that human evaluation, no matter how costly, still
remain the most effective ways to systematically detect inconsistencies and errors at the
supra sentential level, and warrants the adoption of new protocols for direct assessment
evaluations [Läubli et al., 2020].

5 Useful Resources

5.1 Corpora

In this section, we survey some resources available for building document-level NMT
systems. These have also been mentioned and referred to in the corresponding sections.
Most of corpora used in MT are only aligned at the sentence level without any metadata,
which makes it difficult, if possible at all to reconstruct complete documents. This
severely restricts the possibilities to focus on local and global discourse phenomenon, as
there is no guarantee that the phenomenon under study is significantly represented in
publicly available datasets. Even the prepared parallel dialogue datasets such as subtitle
corpora sometimes lack speaker information. Table 14 lists some useful resources for
building context-aware systems.

1. OpenSubtitles corpus consists of movies subtitles [Lison and Tiedemann, 2016]
and can be used for building context aware systems. For example, Yun et al. [2020]
used timestamped based approach to use context sentences in Opensubtitle corpus,
considering start and end time of proceedings sentences.

2. TED Talks is collection of multilingual transcriptions of TED talks [Cettolo et al.,
2012]. For document level MT, usually each talk is considered as a document.
XML files for source and target language contains meta-data about document and
sentence ids against each talk. TED Talks are also used for speech translation
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Document Aligned Corpora:

OpenSubtitle http://opus.nlpl.eu/OpenSubtitles2016.php
Tilde Rapid http://www.statmt.org/wmt20/translation-task.html
News Commentary http://www.statmt.org/wmt20/translation-task.html
Europarl http://www.statmt.org/wmt20/translation-task.html
Rotowire https://github.com/harvardnlp/boxscore-data
TED Talks https://wit3.fbk.eu/
ParaNatCom https://www2.nict.go.jp/astrec-att/member/mutiyama/paranatcom/

Toolkits:

[Miculicich et al., 2018] https://github.com/idiap/HAN_NMT
[Zhang et al., 2018] https://github.com/THUNLP-MT/Document-Transformer
[Kim et al., 2019] https://github.com/ducthanhtran/sockeye_document_context
[Ye et al., 2019] https://github.com/yzh119/BPT
[Li et al., 2020] https://github.com/libeineu/Context-Aware

Table 14: Some useful resources for building context aware systems.

evaluation campaign as a recurrent shared task of the International Workshop on
Spoken Language Translation (IWSLT).16

3. Tilde Rapid is parallel (EN-DE, CS-EN) data-set compiled from European Com-
mission press releases between 1975 and 2016. Each press release is considered as
a document, metadata includes document ids.

4. Rotowire consists of NBA basketball game summaries. There are 4853 distinct
game summaries which are randomly split into train, dev and test set. Dataset is
available both in json and text files. Each text file contains one game summary
and considered as single document.

5. New Commentary-14 is multilingual data-set released for WMT series of shared
task. Source and Target sentences are aligned into separate text files and documents
are separated with blank lines.

6. Europarl v9 parallel data-set is extracted from proceedings of European Parliament.
Europarl provides document distinctions for each document with document id.

7. ParaNatCom [Utiyama, 2019] is a parallel corpus (JA-EN) of abstract of scientific
papers, used for the document level evaluation campaign run as a shared task of
the Workshop on Asian Translation (WAT)17.

16http://iwslt.org
17http://lotus.kuee.kyoto-u.ac.jp/WAT/WAT2020/aspec_doc.html
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5.2 Implementations

Several toolkits are available to implement context-aware NMT models. An overview of
the architecture of each of these research works is given in Section 3.1. All of them use
the Transformer [Vaswani et al., 2017a] architecture. HAN_NMT by Miculicich et al.
[2018] extends OpenNMT-py [Klein et al., 2017] to incorporate a two-level model built
by using hierarchical attention at sentence and document level. Kim et al. [2019] base
their implementation on Sockeye [Hieber et al., 2018] and provide outside-decoder, inside-
decoder-sequential-attention and inside-decoder-parallel-attention architectures. BPT by
Ye et al. [2019] is written in DGL with PyTorch as backend. It builds graph neural
networks allowing small scale spans for the local context and large scale span for the
global or longer contexts. Li et al. [2020] is based on fairseq [Ott et al., 2019] allowing
inference using inside-context, outside-context and gaussian models.

6 Conclusions

In this report, we have presented a comprehensive survey of recent research aimed to bet-
ter take discourse phenomena into account in neural translation models. In section 1, we
have presented a brief overview of the underlying linguistic phenomena, and of attempts
to address them with the tools and concepts of statistical MT. From a bird’s eye view,
a recurring issue is the need to integrate source and target side information beyond the
sentence/segment level which remains the default translation context in most systems.

In the two subsequent sections, we have detailled the computational and statistical
challenges of representing and using a larger context in neural architectures: in Section 2,
we notably discuss the basic Transformer architecture and various extensions aimed to
improve its computational complexity, while Section 3 is more focused on better models
of the document context, as well as improvements in the decoding architecture.

The last two sections have been devoted to resources: in Section 4, we have surveyed
the existing test set and evaluation procedures that have been specifically designed with
the purpose to assess the impact of using larger contexts in MT; useful training corpora
recording document information in the test and/or train data as well as open implemen-
tations of document level MT are listed in Section 5.

As we discussed, the term of “context-aware” model is somewhat misleading, and covers
a number of unrelated linguistic issues, some usually requiring a rather local view of the
context (eg. anaphora resolution), while other (e.g. lexical consistency) need to have a
much global vision of the document, spanning paragraphs, section, or even the entire
document. Another important distinction is between phenomena that would need an
analysis of the past target, and those which can be solved with just an extended source
side window. All these phenomena are furthermore unevenly distributed across textual
genres and registers: while the handling of pronouns, diexis and ellipsis is critical for
systems translating dialogs or chats [Farajian et al., 2020], they are virtually unobserved
for other document-level translation tasks (eg. TED talks or medical texts), for which
issues related to lexical consistency and argumentative structure are more important.
Another obstacle that still hinders the development is the lack of automatic tools that
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would help identify and quantify the main types of errors, and guide progresses towards
their resolution.

In the near future, as new architectures capable of effectively handling multi-sentencial
contexts become more mature, it is likely that the number of errors caused by a too
narrow analysis window will progressively decrease; handling document-level context is
more challenging and would require to analyze, represent and integrate large chunks of
information, so as to correctly generate consistent documents and to reproduce the main
rhetorical structures and their overall organization.
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