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by Vincent Bagayoko
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Abstract

We prove that the derivation and composition on the field L of logarithmic hyperseries
of [15] extend to its closure under hyperexponentials. We study the properties of these
extensions.

Introduction

Hyperexponentially closed fields

One naturally obtains hyperseries when closing fields of formal power series under deriva-
tion, integration, and transfinite sums and products. The first known instance of a thus
closed structure is the field L of logarithmic hyperseries [15]. This is an ordered field
containing R, equipped with a derivation

@:L−!L;

and an operation

�:L�L>R−!L; (f ; g) 7! f � g

called the composition law. Logarithmic hyperseries are well-based series (i.e. Hahn series
as per [23]) built upon formal symbols `!� called hyperlogarithms, where !� is the base
omega exponentiation of an arbitrary ordinal �2On. Those hyperlogarithms satisfy the
functional equations

8�2On; `!�+1 � `!�= `!�+1− 1: (1)

One of the purposes of fields of formal series with extra structure is to provide a formal
framework which retains certain features of analytic or geometric models but which is
rid of certain problems related to analytic convergence, the non-existence of canonical
solutions to functional or differential equations . . . A relevant example is the use of so-
called logarithmic-exponential transseries by Ecalle [18] as formal counterparts to certain
functions involved in Dulac's conjecture, leading to a proof of that conjecture by Ecalle
(independently from the previous proof by Ilyashenko [29]).

In logarithmic hyperseries, `1 acts as a logarithm whereas the terms `!n for n2N>0

correspond to extremely slowly increasing functions on R>0. For instance `! is related to
Kneser's real analytic solution L to Abel's equation in [30]

8r> 0; L(log r)=L(r)− 1;
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of which (1) is a formal generalization. The inclusion of terms `!� for arbitrary infinite �
(not all of which can correspond to real-valued functions for cardinality reasons) is partly
motivated by logic, where one would want to have at one's disposal saturated models of
those types of structures.

The rich structure on L makes it an interesting object to act on other fields. In [7],
van der Hoeven, Kaplan and the author introduced the notion of a hyperserial field as
the action of L on a field of well-based series by differentiable functions. Fields of well-
based series enjoy a notion of transfinite sums which is described in Section 1. An R-
linear function between fields of well-based series which commutes with those sums is said
strongly linear. A hyperserial field is a field of well-based series T over R equipped with
an external composition law �T:L�T>R−!L with the following properties (along with
a few additional details):

i. For all s2T>R, the map L−!T; f 7! f �T s is a strongly linear morphism of ordered
rings.

ii. For all f ; g 2L with g >R and all s2T>R, we have f � (g �T s)= (f � g) �T s.

iii. For all s; t2T>R and �2On, we have s< t=) `!� �T s< `!� �T t.

iv. For all s2T>R and � 2T with �� s, we have f �T (s+ �)=
P

k2N
@k(f) �T s

k!
�k.

The class L itself is a hyperserial field which is closed under integration. However it is
not closed under functional inversion. In particular, for any �2On, the hyperlogarithm
function L!�:L>R−!L>R ; g 7! `!� � g is not surjective. In other words, the functional
right inverse E!� of L!�, called the hyperexponential function of strength !�, is not totally
defined on L>R. In order to obtain bijective hyperlogarithms, one must extend L, as a
hyperserial field, with a formal element e!�

`0 for each �2On. This symbol e!�
`0 corresponds

as a function to E!�. It was shown [7, Theorem 1.4] that certain hyperserial fields called
confluent hyperserial fields admit a closure under those hyperexponential functions. More
precisely, we say that a hyperserial field (T;�) is hyperexponentially closed if each function
L!�:T

>R−!T>R for � 2On is surjective. Then any confluent hyperserial field T is
naturally included in a hyperexponentially closed confluent hyperserial field T~ with the
following initial property: if �:T−!U is an embedding into a hyperexponentially closed
hyperserial field U, then there is a unique embedding 	:T~ −!U which extends �.

T ,−!
�

T~

�& # 9 ! 	
U

In particular, there is a minimal closure L~ of logarithmic hyperseries under hyperexpo-
nentials, where each hyperexponential function E!�:L~ >R−!L~ >R is defined and bijective.
Each series f in L~ is obtained by combining hyperlogarithms, hyperexponentials, and
well-based sums with real coefficients. This suggests that f should admit a well-defined
derivative @~(f) and should act on L~ >R through a left-composition g 7−! f �~ g. The goal
of this paper is to prove that this is the case, and to show that the operations @~:L~ −!L~

and �~:L~ �L~ >R−!L~ >R retain certain important properties of their respective restrictions
to L and L�L>R.
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Our overarching goal, as part of a research program laid out in [5], is to extend these
operations to Conway's class No of surreal numbers [12]. Indeed we showed with van der
Hoeven [6] thatNo can be seen, in a natural way, as a hyperexponentially closed confluent
hyperserial field that properly contains L~ . We thus require more general theorems in
order to extend derivations and compositions on hyperserial fields to their closure under
hyperexponentials. In other words, we must extend Schmeling's work [35] on fields of
transseries and their exponential closure to hyperserial fields and their hyperexponential
closure. The results of this paper consist in showing that certain properties of a given
configuration �:U�T>R−!V or @:U−!V between hyperserial fields, which are true in
the case when U=T=V=L, extend through the closure under hyperexponentials. Their
respective statements involve technical conditions on U, T and V, so it is simpler for now
to introduce them in the specific case when U=T=V=L.

The properties of derivations and composition laws which we are looking for are inspired
by properties of germs in Hardy fields [10]. A Hardy field is a field H�R of germs at +1
of real-valued functions, which is closed under derivation. Thus H comes equipped with a
structure of ordered valued differential field (H;+;�;<;�; @) as per [1]. As [2, 4] illustrate,
many properties of (H;+;�; <;�; @) follow from two simple axiomatic properties in the
language of ordered valued differential rings:

H1. For all f 2H>0 with f � 1, we have @(g)> 0.

H2. For all f 2H with g� 1, we have @(f)� 1.
Ordered valued differential fields satisfying H1 and H2 are called H-fields with small
derivation. Given two germs f ; g in a Hardy field H with g >R, i.e. lim+1 g=+1, the
germ f � g of r 7−! f(g(r)) is well-defined. If f � g2H for all such f ; g, then we also have
a composition law �:H�H>R−!H, with the following properties:

C1. For all f 2H and g; h2H>R, we have g �h>R and f � (g �h)= (f � g) �h.
C2. For all g2H>R, the function H−!H; f 7! f � g is a strictly increasing morphism

of rings.

C3. For all f 2H>R, the function H>R−!H; g 7! f � g is strictly increasing.

In certain cases, such as the field Han;exp of germs definable in the o-minimal expansion
Ran;exp of the real ordered field by the exponential and restricted analytic functions [16],
we have Taylor approximations for germs:

C4. For all f 2H, g 2H>R, �� g with �� f � g
@(f) � g , and for all n2N, we have

f � (g+ �)−
X
k=0

n
@k(f) � g

k!
�k� (@n(f) � g) �n:

One thus expects derivations and composition laws on hyperserial fields to satisfy formal,
strongly linear versions of H1, H2, C1, C2, C3 and C4 such as i, ii, iii and iv above. We
will see throughout the paper that straightforward definitions of derivations and composi-
tion laws on hyperexponentially closed fields do yield those properties.

Outline of the paper
Let us now describe our results. The main obstacle on our way is the difficult task of
dealing with the summability of transfinite families. Which is why we gather a rather large
set of tools to that effect in Sections 1 which also defines fields of well-based series over R.
Section 2 introduce the notion hyperserial fields. Section 3 focuses on transserial subfields
and subgroups, which are substructures of hyperserial fields that are only closd under the
logarithm, as opposed to the whole calculus of logartihmic hyperseries.
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In Section 5, we show that the derivation L−!L extends into a derivation L~ −!L~

with similar properties:

Result A (Corollary of Theorem 5.7). [Corollary 5.22] There is a unique extension
of @:L−!L into a derivation @~:L~ −!L~ with the following properties:

i. @~ is strongly linear.

ii. @~(f � g)= @~(g)� @(f) � g for all f 2L and g 2L~ >R.

Moreover (L~ ; @~) is an H-field with small derivation.

Relying on results from [4, 15], we give a more precise description of the model theory
of L~ as an ordered differential valued field.

Result B. [Theorem-5.23] The structure (L~ ;+;�; <;�; @~) is an elementary extension of
Dahn-Göring's [13] and Ecalle's [18] field (TLE;+;�; <;�; @) of logarithmic-exponential
transseries.

Section 6 regards composition laws. In particular, we prove that the composition law
�:L�L~ >R−!L~ extends uniquely into a composition law L~ �L~ >R−!L~ .

Result C (Corollary of Theorem 6.1). [Corollary 6.23] There is a unique extension
of �:L�L~ >R−!L~ into a function �~:L~ �L~ >R−!L~ with the following properties:

i. For all g 2L~ >;�, the function f 7−! f � g:L~ −!L~ is a strongly linear morphism of
ordered rings.

ii. For all f 2L~ and g; h2L~ >R, we have f �~ (g �~h)= (f �~ g) �~h:

Then we show in Section 7 that the Taylor expansions property iv of L, or C4 in the
context of Hardy fields, extends to L~ :

Result D (Corollary of Theorem 7.13). [Corollary 8.3] For all f 2L~ , g 2L~ >R and
� 2L~ with �� g, we have 

8m2 supp f ; �� m �~ g
@~(m) �~ g

!
=) f �~ (g+ �)=

X
k2N

@~k(f) �~ g
k!

�k:

Section 8 is dedicated to the proof that elements of L~ act as monotonous functions:

Result E (Corollary of Theorem 8.16). [Corollary 8.20] For all f 2L~ >R, the function

L~ >R−!L~ >R; g 7! f �~ g
is strictly increasing.

It should be noted that the results A through E are all obtained via the same method,
which we describe in section 4.3. Finally, we focus on the structure (L~ >R;�~;<). Adapting
arguments from [15, 21, 19], we prove the following:

Result F. [Proposition 8.23 and Theorem 9.16] The structure (L~ >R;�~; <) is a bi-ordered
group where any two strictly positive elements are conjugate.

We also apply this in order to solve the inequation f � g> g � f for positive elements
f ; g in the group (Proposition 9.25).
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1 Strongly linear algebra
Convention. Before we start, we set a few conventions.

Set theory. We adopt the set-theoretic framework of [7]. In particular, the underlying
set theory of this paper is NBG set theory. This is a conservative extension of ZFC
which allows us to prove statements about proper classes.

Ordinals. We consider the class On of ordinals as a �generalized� ordinal. If � is a
class, then �6On means that � 2On or �=On. For generalized ordinals, we use
bold font notations � ; �;� to suggest that � ; �;� may be equal to On, whereas
the notations �; ; �; � and so on are only used for true ordinals �; ; �; �2On.
We also extend the relations 6 and < on On by making On maximal, and we set

!On :=On:

Ordered monoids. If (M; <) is an ordered monoid such as N, R, one of our hyper-
serial fields T or groups of monomials M, thenM> denotes its subclass of strictly
positive elements inM, whereasM=/ denotes the class of non-zero elements of M.

1.1 Fields of well-based series
Let (M;�;1;�) be a linearly ordered abelian group, possibly class-sized. We write R[[M]]
for the class of functions s:M−!R whose support

supp s := fm2M : s(m)=/ 0g

is a well-based set, i.e. a set which is well-ordered in the reverse order (M;�). The elements
of M are called monomials, whereas those in R=/ M are called terms.

We see elements s of S as formal well-based series s=
P

msmm where for m2M, the
symbol sm denotes the value s(m)2R. If supp s=/ ?, then we write

ds := max supp f 2M and
�s := sds ds2R=/ M

respectively for the dominant monomial and dominant term of s. For m2M, we set

s�m :=
X
n�m

snn;

and s� := s�1. For s; t 2 S, we say that t is a truncation of s and we write t P s if
supp (s− t)� supp s. The relation P is a well-founded partial order on S with minimum 0.

By [23], the class S is an ordered field under the pointwise sum

(s+ t) :=
X
m

(sm+ tm)m;

and the Cauchy product

s t :=
X
m

� X
uv=m

sutv

�
m;

(where each sum
P

uv=msutv has finite support). The positive cone S>= fs2S : s> 0g is

S> := fs2S : s=/ 0^ sds> 0g.
We have an embedding of ordered groups

(M;�;�)−! (S>;�; <):m 7−!
X
n=m

n

and we identify M with its image in S>.
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The order on M extends into a strict quasi-order � on S defined by s� t if and only
if R> jsj< jtj. We write s4 t if t� s is false, i.e. if there is r2R> with jsj6 r jtj. We also
write s� t if s4 t and t4 s, i.e. if there is r2R> with r jsj> jtj and r jtj> s. Then 4 is a
dominance relation as per [4, Definition 3.1.1], and it corresponds to the natural valuation
on the ordered field (S;+;�; <). In particular (S;+;�; <;4) is an ordered valued field
with convex valuation ring S4 := fs2S : s4 1g.

When s; t are non-zero, we have s� t (resp. s4 t, resp. s� t) if and only if ds�dt (resp.
ds4 dt, resp. ds= dt).

We write

S� := fs2S : supp s�M�g
S� := fs2S : supp s�M�g= fs2S : s� 1g; and

S>;� := fs2S : s>Rg= fs2S : s> 0^ s� 1g:
Series in S�, S� and S>;� are respectively said purely large, infinitesimal , and positive
infinite. A subclass S of M is said infinitesimal if all its elements are infinitesimal. We say
that S is small if we have s4 1 for all s2S.

Remark 1.1. On the notation s vs f . The reader will notice that we sometimes write
f ; g and so on for well-based series, and sometimes rather s; t, and so on. The notation
f ; g is used to suggest that we consider f and g as functions acting on a field through a
composition law, whereas s; t are used to suggest that we are seeing s; t as objects on which
certain functions, e.g. right compositions and derivations, act. Sometimes both contexts
are relevant, and we have to make a choice.

1.2 Well-based families
Let I be a set. A family (si)i2I in S is said well-based if

i.
S
i2I supp si is well-based, and

ii. fi2 I :m2 supp sig is finite for all m2M.
Then we may define the sum

P
i2I si of (si)i2I as the seriesX

i2I
si :=

X
m

 X
i2I

(si)m

!
m:

We have the following consequence of [26, Proposition 3.1(e)]:

Lemma 1.2. Let I ; J be sets and let (fi;j)(i;j)2I�J be a well-based family. For each i02 I
and for each j0 2 J, the families (fi0;j)j2J, (fi;j0)i2I are well-based. Moreover families
(
P

j2J fi;j)i2I and (
P

i2I fi;j)j2J are well-based, withX
i2I

 X
j2J

fi;j

!
=

X
(i;j)2I�J

fi;j=
X
j2J

 X
i2I

fi;j

!
:

One of the main difficulties of our work here is to prove that certain families are
well-based. In some cases, the proof can be done using elementary arguments, but they
sometimes require more powerful tools. In particular, we will rely on results in [33, 26, 35].

1.3 Neumann's theorems
For S�M we write Sn :=S � � �S

n times
= fs1 � � � sn : s1; : : : ; sn2Sg and

S1 :=
[
n2N

Sn= fs1 � � � sn :n2N^ s1; : : : ; sn2Sg:

6 Section 1



We have the following important results of B. Neumann:

Lemma 1.3. [33, Lemma 3.2 and Corollary 3.21] Let S;T�M be well-based. Then the
class S �T is well-based. Moreover, for all m2S �T, the set f(u; v)2S�T :m= u vg is
finite.

Lemma 1.4. [33, Theorems 3.4 and 3.5] Let S�M4 be well-based. The class S1 is well-
based. Moreover, for all m2S1, the set fn2N :m2Sng is finite.

A consequence of Lemma 1.4 is that for all "2S�, the set (supp ")1 is well-based and
for all (rn)n2N2RN the family (rn "k)k2N is well-based.

Lemma 1.5. Let (si)i2I be a family in S. Assume that there is a well-based and infini-
tesimal set T �M, a well-based set S �M and a function N: I −!N such that we have

supp si�TN(i) �S for all i2 I.

Assume that (sj)j2J is well-based whenever J � I and N(J) is finite. Then (si)i2I is well-
based.

Proof. Assume for contradiction that (si)i2I is not well-based. So there is an injective
sequence (ik)k2N2 IN and a sequence (mk)k2N2MN with m04m14 � � � and mk2 supp sik
for all k 2N. We have fmk : k 2Ng � T1 � S where T1 � S is well-based by Lemmas 1.3
and 1.4. So fmk : k 2Ng is well-based and we may assume that (mk)k2N is constant. Fix
t2T1 and s2S with mk= t s for all k2N. We have t2TN(ik) for all k2N. By Lemma 1.4,
this implies that fN(ik) : k 2Ng is finite, so (sik)k2N is well-based: a contradiction. �

Corollary 1.6. Let (sn;m)(n;m)2N2 be a family in S such that each (sn;m)m2N for n2N

is well-based. Assume that there is a well-based and infinitesimal set T �M and a well-
based set S �M with

8n;m2N; supp sn;m�T n �S:

Then (sn;k)(n;k)2N2 is well-based.

We say that a subclassS�U it is good if it is well-based, small and if moreoverS1�S.
If S is small and well-based, then by Lemma 1.4, the class S1�S is good.

Proposition 1.7. Let S=R[[M]] be a field of well-based series. Let I be a set and let f :
I−!N be an arbitrary function. Let (si)i2I be a well-based family in S and let �41. The
family (si �

f(i))i2I is well-based.

Proof. Let S :=
S
i2I supp si. So S is well-based. For (i; k) 2 I �N, write si;k :=

si
�
f(i)
k

�
rf(i)−k "k, so

supp si;k�S � (supp ")k:

If J �N is finite, then (si;k)i2I ;k2J is well-based as a finite union of well-based families.
We deduce with Lemma 1.5 that (si;k)i2I ;k2N is well-based. In particular

(P
k=0
f(i) si;k

�
i2I=

(si �
f(i))i2I is well-based by [26, Proposition 3.1(e)]. �

1.4 Power series
Let S;T;U be fixed fields of well-based series over R. We write S[[z]] for the ring of power
series

P =
X
k2N

Pk z
k; (sk)k2N2SN
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over S. If P ; Q2S[[z]] with Q0=0, we have a composite power series

P �Q :=P0+
X
k2N

 X
m1+ � � �+mn=k

PnQm1 � � � Qmn

!
zk2S[[z]]:

Consider the subdomain zD[[z]] of D[[z]] of power series P =
P

k2NPk z
k with P0= 0.

We have a composition law �:D[[z]] � z D[[z]]−!D[[z]]. Indeed for P =
P

k2NPk z
k;

Q=
P

k2NQk z
k2S[[z]] with Q0=0, we have a composite power series

P �Q :=P0+
X
k2N

 X
m1+ � � �+mn=k

PnQm1 � � � Qmn

!
zk2S[[z]]:

For P 2D[[z]] and Q;R2 zD[[z]], we have Q�R2 zD[[z]] and

P � (Q �R)= (P �Q) �R:

1.5 Convergence of power series

Definition 1.8. Given a power series

P =
X
v2Nn

Pv z1
v[1] � � � zn

v[n]2S[[z1; : : : ; zn]];

and s1;:::; sn2S, we say that P converges at (s1;:::; sn) if the family (Pvs1
v[1] ��� sn

v[n])v2Nn

is well-based. We then set

P~(s1; : : : ; sn) :=
X
v2Nn

Pv s1
v[1] � � � sn

v[n]:

We write Conv(P ) for the class of tuples (s1; : : : ; sn)2Sn at which P converges.

Example 1.9. Any real power series P =
P

k2Nrkz
k2R[[z]] converges on S� by Lemma 1.4.

In fact, since the sequence (sk)k2N is �-increasing whenever s< 1, we have Conv(P ) =
S� unless P is a polynomial.

Proposition 1.10. [35, Corollary 1.5.8] For all P 2S[[z]], and "; �2S with �2Conv(P ),
we have "4 �=) "2Conv(P ).

Proof. Write P =
P

k2NPk z
k and u := /" �4 1. By Proposition 1.7 for I =N and f = idN,

the family (Pk �kuk)k2N=(Pk "
k)k2N is well-based. �

Lemma 1.11. Let P 2S[[z]] with Conv(P )=/ f0g. Then Conv(P ) is open.

Proof. Given "2Conv(P ), there is a �2Conv(P )nf0g, and we have "+ �4 � or "+ �4".
In any case, we obtain "+�2Conv(P ) by Proposition 1.10. Therefore Conv(P ) is open. �

Lemma 1.12. Let P =
P

k2NPk z
k 2 S[[z]] be a power series. For all n 2N, we have

Conv(P )=Conv(P (n)).

Proof. It suffices to prove the result for n=1. We have 02Conv(P )\Conv(P 0). Recall
that

P 0=
X
k2N

(k+1)Pk+1 z
k:

8 Section 1



For "2S=/ , we have the following equivalences:
(Pk "

k)k2N is well-based.
() (Pk+1 "

k+1)k2N is well-based.
() ((k+1)Pk+1 "

k)k2N is well-based.
We deduce that Conv(P )=Conv(P 0). �

Proposition 1.13. Let P =
P

k2NPk z
k2S[[z]] be a power series and let "; �2Conv(P ).

Write P+" for the power series P+" :=
P

k2N
P (k)
g

(")

k!
zk. We have � 2Conv(P+") and

P+"f (�)=P~("+ �):

Proof. Note that P+0=P and that P+"(0) = P ("), so we may assume that " and � are
non-zero. The power series P+" is well-defined by Lemma 1.12. We have[

i;k2N
supp (Pk+i "k+i)=

[
j2N

supp (Pj "j);

where the right hand set is well-based since (Pj"j)j2N is well-based. For each monomial m2
M, the set Im := f(i; k)2N2 :m2 supp(Pi+k �k+i)g is contained in f(i; k)2N2 : i+ k2Jmg
where

Jm := fj 2N :m2 supp(Pj �j)g:

Since (Pj "j)j2N is well-based, we deduce that Jm, and hence Im are finite. This shows that
(Pk+i "

k+i)i;k2N is well-based. Likewise, (Pk+i �k+i)i;k2N is well-based.
For k 2N, we have

P (k)g
(")

k!
�k=

X
i2N

�
k+ i
k

�
Pk+i "

i �k: (1.1)

Therefore it suffices to show that the family (Pk+i"i�k)i;k2N is well-based in order to prove
that � 2Conv(P+"). For i; k 2N, write

"i �k=ui+k vk

where (u; v) = ("; /� ") if �4 " and (u; v) = (�; /" �) if "� �. In any case, we have v4 1 and
the family (Pi+k u

i+k)i;k2N is well-based. Applying Proposition 1.7 for I =N�N and
f=(a;b) 7!a+b, we see that the family (Pi+kui+kvk)i;k2N=(Pk+i"i�k)i;k2N is well-based.

On the other hand we have �+"4" or �+"4�, so �+"2Conv(P ) and (Pk (�+")k)k2N
is well-based. By Lemma 1.2, we have

X
k2N

P (k)g
(")

k!
�k =

X
k2N

X
i2N

�
k+ i
k

�
Pk+i "

i �k

=
X
i;k2N

�
k+ i
k

�
Pk+i "

i �k

=
X
j2N

X
l6j

�
j
l

�
Pj "

j−l �l

=
X
j2N

Pj ("+ �)
j

= P~("+ �);
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as desired. �

Lemma 1.14. Let P =
P

k2NPk z
k 2S[[z]] be a power series with Conv(P )=/ f0g. Then

the function P~ is infinitely differentiable on Conv(P ) with P~(n)=P (n)g on Conv(P ) for all
n2N.

Proof. Recall by Lemma 1.11 that Conv(P ) is open. We first prove that P~ is differentiable
on Conv(P ) with P~ 0=P 0~ . Let " > 0 and let s2Conv(P ). For all h2S with jhj< jsj, we
have h4 s, so Proposition 1.13 yields

P~(s+h)−P~(s) =
X
k>0

P (k)g
(s)

k!
hk

= P 0~ (s)h+h2u;

where u :=
P

k2N
P (k+2)(s)

(k+2)!
hk. If u=0, then we set � := jsj. If u=/ 0, then we set � := /" juj.

In both cases, we obtain jP~(s+ h)− P~(s)− P 0~ (s) hj< " jhj whenever jhj< �. So P~ is
differentiable at s with P~ 0(s)=P 0~ (s). The result for all n follows by induction. �

1.6 Roots of power series

We next consider roots of power series functions. A root of a power series P 2S[[z]] is an
element s2Conv(P ) with P~(s)=0.

Lemma 1.15. Let P =
P

n2NPn z
n2S[[z]] be a power series and let R�Conv(P ) be an

uncountable set of roots of P with pairwise distinct dominant terms. We have P =0.

Proof. Assume for contradiction that there is a non-zero term Pn in the sequence and
consider s2R. Since the sum of (Pn sn)n2N is zero, for each number m with Pm=/ 0, there

must exist at least one number n=/ m with �Pm �s
m= �Pn �s

n. Then �s=
�
�sm
�sn

�
1/(m−n)

, so
we deduce that

R�
��

�sm
�sn

�q
:n;m2N; q 2Q; Pm; Pn=/ 0

�
:

Therefore R is countable: a contradiction. �

Lemma 1.16. Let P =
P

k2NPk z
k 2 S[[z]] be a power series, and let � be an infinite

cardinal. Let R�S be a set of roots of P with cardinal >�+ such that for each s2R, the
order type of (supp s;�) is 6�. Then P =0.

Proof. Assume for contradiction that P =/ 0. We will call large the subsets X of R with
jR nX j6 �. For �6 � and s2S, we let sj� denote the P-maximal truncation of s such
that the order type of (supp sj�;�) is 6�, and we write s�j :=s− sj�. Let I denote the set
of ordinals �6� such that there is a large subset X��R with tj�= uj� for all � <� and
t; u2X�. Notice that I contains 0 trivially and 1 by Lemma 1.15. We prove that �2 I.
Let �6� with � 2I for all � <�.

If � is limit, then for each � <�, pick a large subset X� �R satisfying the condition
and consider the set X� :=

T
�<�X�. This set is large since � < �+ and �+ is regular.

Moreover it satisfies the condition for � by definition. So �2I.
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Assume now that �= � + 1 where � 2 I and � > 0. We fix a set X� satisfying the
condition for �. For t2X�, since � > 0, we have tj�4 t, so tj� 2Conv(P ) is defined. We
deduce with Lemma 1.14 that tj� 2Conv(P (k)) for all k 2N. By Proposition 1.13 we have

P~(t)=P~(tj�+ t� j)=P+tj�
g (t� j). Assume for contradiction that P+tj�=0. Then P

(i)f (tj�)=0

for all i2N, so P~(tj�+ ")=0 for all "2S with "4 tj�. In particular, given  < �, we have
P~(tj+rdtj)=0 for all r2R, which contradicts Lemma 1.15. We deduce that P+tj� is non-
zero. By Lemma 1.15, there is a co-countable subset of X�, hence large subset X� of R
with (t� j)j1=(u� j)j1, hence uj�=vj� for all u; v2X�. This proves that �2I. By induction,
we deduce that �2I. For u; v 2X�, we have u= uj�= vj�= v, which contradicts the fact
that X� is large. �

We note two corollaries to this result.

Corollary 1.17. Let P 2S[[z]] and let "2Conv(P ) with "=/ 0. If P~(�) = 0 for all �4 "
then P =0.

Proof. Consider the set S of series s 2 S with s4 " and such that the order type of
(supp s;�) is at most !. Fix an m 2M� with m4 ". Each binary sequence u 2 2N, we
have a yields a single element

P
n2Nu(n)m

n2S, so S is uncountably infinite. It follows
by Lemma 1.16 for �=! that P =0. �

Corollary 1.18. Let P 2 S[[z]] with Conv(P ) =/ f0g and let � 2 Conv(P ). We have
Conv(P+�)=Conv(P ) and P =(P+�)+(−�).

Proof. We may assume that �=/ 0. Proposition 1.13 shows that Conv(P+�)�Conv(P ).
By �-initiality of Conv(P ), we have −�2Conv(P ). So −�2Conv(P+�), which means that
the power series (P+�)+(−�) is well-defined. Since Conv(P+�) is �-initial and contains �,
Proposition 1.13 yields

(P+�)+(−�)(")=P+�f ("− �)=P~(")

for all "4 �. We deduce by Corollary 1.17 that P =(P+�)+(−�). Applying Proposition 1.13,
this time to (P+� ;−�), we get Conv(P+�)�Conv(P ), hence the equality. �

1.7 Analytic functions
Let S=R[[M]];T and U be fixed fields of well-based series over R with M =/ 1 and
S�T�U. We also fix a non-empty open subclass O of S.

Definition 1.19. Let f :O−!T be a function and let s2O. We say that f is analytic
at s if there is a power series fs2T[[z]] with Conv(fs)=/ f0g and a �2Conv(fs)nf0g such
that for all "4 �, we have

(s+ "2O)=) f(s+ ")= fs~("):

We say that fs is a Taylor series of f at s. We say that f is analytic if it is analytic at
each s2O.

Lemma 1.20. Let f :O−!S be analytic at s2O. Then fs is the unique Taylor series of
f at s.

Proof. Let P 2S[[z]] and � 2Conv(P ) n f0g with s+ "2O and f(s+ ") = P~(") for all
"4 �. Then the function fs−P is zero on the class of series s4 �, so we have fs=P by
Corollary 1.17. �
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If f :O−!S is analytic at s2O where O is open, then we can define

Conv(f)s := ft2O : t− s2Conv(fs)^ f(t)= fs~(t− s)g:

Proposition 1.21. Let P 2T[[z]] with Conv(P ) =/ f0g. Then P~ is analytic on Conv(P )
with P~�=P+� and Conv(P~)�=Conv(P ) for all � 2Conv(P ).

Proof. Let � 2Conv(P ). The class Conv(P ) is open by Lemma 1.11, with Conv(P+�) =
Conv(P ). By Proposition 1.13, we have P~(� + ") = P+�(") for all " 2Conv(P ), so P~ is
indeed analytic on Conv(P ) with Conv(P~)� �Conv(P+�) =Conv(P ). But we also have
Conv(P~)��Conv(P+�)=Conv(P ) by definition, hence the result. �

Corollary 1.22. Let f :O−!T be analytic at s2O. Then there is an open neighborhood
Os of s such that f �Os is analytic.

Proof. Define Os= fs+S��g where � is any element of Conv(fs) n f0g. Then Proposi-
tion 1.21 yields the result. �

Proposition 1.23. Let f :O−!S be analytic at s2O and let U�Conv(f)s be a non-
empty open subclass containing 0. Then f is analytic on s+U, with fs+�=(fs)+� for all
� 2U.

Proof. Let � 2U and set t := s+ �. Since U3 0 is open and non-empty, we find a �=/ 0
with �+ "2U for all "4 �. Thus f(t+ ") = fs~(�+ ") whenever "4 �. But given such ",
we have fs~(�+ ")= (fs)+�(") by Proposition 1.13, whence

f(t+ ")= fs~(�+ ")= (fs)+�("):

So f is analytic at t with ft=(fs)+(t−s). �

Proposition 1.24. Let f :O−!S be analytic at s2O. Then f is infinitely differentiable at
s, and each f (n) for n2N is analytic at s with Conv(f (n))s�Conv(f)s. Moreover, we have

fs=
X
k2N

f (k)(s)

k!
zk:

Proof. Recall that fs~ is infinitely differentiable on Conv(fs). By Lemma 1.14, each deriva-
tive fs~ (n) for n2N is a power series function on Conv(fs), and is thus analytic on Conv(fs)
by Proposition 1.21. It follows since Conv(f)s is a neighborhood of s that f is infinitely
differentiable at s. By Lemma 1.14, given � 2Conv(f)s, we have f (n)(s+ �) = fs~

(n)(�) =

(fs)
(n)(�). Therefore f (n) is analytic at s with fs

(n)
= (fs)

(n) and Conv(f (n))s�Conv(f)s.

Write fs=
P

k2N sk z
k. We have f (k)(s) = (fs)f (k)(0) = (fs)

(k)(0) = k! sk. We deduce that

fs=
P

k2N
f(k)(s)

k!
zk. �

Corollary 1.25. Let O�S be open and non-empty and assume that O=
F
i2IOi where

each Oi is open and non-empty. Let (si)i2I be a family where si2Oi for all i2I. Let (Pi)i2I
be a family of power series in S[[z]] with (si+Conv(Pi))�Oi. The function f :O−!S
such that for all i2 I and s2Oi, we have f(s)=Pi(s− si) is well-defined and analytic.

Proof. Let s2O and let i2I with s2Oi. We have s−si2Oi−si�Conv(Pi) so Pi~ (s−si)
is defined. In particular f is well-defined. The class Oi−si is a neighborhood of 0, so there
is a � 2Conv(Pi) n f0g such that si+ "2Oi whenever "4 �. Given "4 �, we have

f(s+ ")=Pi(s+ "− si)= (Pi)+(s−si)(")
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by Proposition 1.13. Therefore f is analytic at s with fs=(Pi)+(s−si). �

We leave it to the reader to check that analyticity, at a point or on an open class, is
preserved by sums and products. The following result will be used extensively in the thesis
to show that a composition of analytic functions is analytic.

Proposition 1.26. Assume that M is densely ordered. Let U�T be open. Let f :U−!U;
g:O−!U and let s2O such that g is analytic at s and f is analytic at g(s). Write

fg(s)=
X
n2N

an zn and gs=
X
n2N

bn zn:

Let "f 2Conv(f)g(s) and "2Conv(g)s with

8m2N>; bm "
m� "f : (1.2)

The function f � g is analytic at s with "2Conv(f � g)s, and (f � g)s= fg(s) � (gs− g(s)).

Proof. For n2N and k 2N>, set Xn;k := fv2 (N>)n : jvj= kg.

cn;k :=
X

v2Xn;k

an bv[1] � � � bv[n];

so fg(s) � (gs− g(s)) = f(g(s)) +
P

k2N> (
P

n2N cn;k) z
k. Note that since " 2Conv(g)s�

Conv(gs), the set
Sg :=

[
m2N

supp (bm "m)

is well-based. We have Sg� "f by (1.2). Let m2M with Sg�m4 "f. This exists since
(M;�) is densely ordered. The set Sf :=

S
n2N supp (anmn) is well-based. For n2N and

k 2N>, we have
supp cn;k "k� (Sg �m−1)n �Sf ;

where Sg �m−1 is well-based and infinitesimal, and Sf is well-based. Since each family
(cn;k "

k)k>0 for n2N is well-based with sum (g(s+ ")− g(s))n, we conclude with Corol-
lary 1.6 that (cn;k "k)n2N;k>0 is well-based. We deduce by Lemma 1.2 that

f(g(s+ ")) =
X
n2N

an (g(s+ ")− g(s))n

=
X
n2N

an

 X
k2N>

bk "
k

!n
= f(g(s))+

X
n2N

X
k2N>

cn;k "
k

= f(g(s))+
X
k2N>

 X
n2N

cn;k

!
"k

= (fg(s) � (gs− g(s)))("):

By Proposition 1.10, we deduce that f � g is analytic at s, hence the result. �

Remark 1.27. Note that (1.2) is not optimal since one could expect that the inequality

8m2N>; bm "
m4 "f ;

or even
g(s+ ")− g(s)4 "f
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would suffice. This will not be a problem in the sequel because in the case of hyperseries,
there will always be a �f � "f with �f 2Conv(f)g(s).

Remark 1.28. Another well-known type of analytic functions is that of restricted real-
analytic functions of [14, 16]. If I is a non-empty interval of R and f :I−!R is an analytic
function, then f extends into a function f : I +S�−!R+S� given by

8r2 I ;8"� 1; f(r+ ") :=
X
k2N

f (k)(r)
k!

"k:

We say that f is a restricted real-analytic function on S. The function f is in fact analytic.

1.8 Flatness
Let S=R[[M]] be a field of well-based series. For s2S>, we write s+ :=max (s; s−1) and
s− :=(s+)−1. So s+=s−1 if s<1 and s+=s otherwise. As in [35, 28], it is useful to consider
the following orderings on S>:

Definition 1.29. Let s; t2S>. We say that s is flatter than t and we write

s�� t if (s+)n<t+ for all n2N>, and

s −̀a t if there are m;n2N> with t+< (s+)m< (t+)n.

We also write s�� t if s�� t or s −̀a t. We write

s� t if sn<t for all n2N>, and

s� t if there are m;n2N> with t < sm< tn.

We also write s�� t if s� t or s� t.

The relations �� and� are partial orderings on S>. We sometimes extend them to S=/

by writing s�� t whenever jsj �� jtj, and s� t whenever jsj� jtj. Note that s�� t if and
only if vds> vdt where v is the natural (or standard, or Archimedean) valuation on the
ordered group M. See [4, p 83�84], for more details.

Lemma 1.30. Let L: (S>;�)−! (S;+) be a strictly increasing morphism. Then for all
s; t2S=/ , we have

s�� t () L(s)�L(t);
s� t () R>L(s)<L(t);

s�� t () L(s)4L(t);
s�� t () 9r 2R>; r L(s)<L(t);

s −̀a t () L(s)�L(t); and
s� t () 9r 2R>; r L(s)�L(t):

Proof. This follows from the relation L(sn) = n s for all s 2S> and n2N and the fact
that L is strictly increasing. �

We will frequently use the following consequences of Lemma 1.30, sometimes without
mention:

Corollary 1.31. Assume that there is a strictly increasing morphism L: (S>;�)−! (S;+).
Then for s; t; u2S>, we have

a) s t��max (s+; t+):
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b) s� t=) s −̀a t.
c) s�� t=) s t −̀a t.

Proof. The assertions a), c) follow from the classical valuation theoretic properties of 4.
The assertion b) is an immediate consequence of Lemma 1.30. �

1.9 Strong linearity and operator supports
Let U=R[[U]] and V=R[[V]] be fields of well-based series. Consider a function �:S−!U
which is R-linear. Then � is strongly linear if for every well-based family (si)i2I in S, the
family (�(si))i2I in U is well-based, with

�

 X
i2I

si

!
=
X
i2I

�(si):

By [26, Proposition 3.5], the function � is strongly linear if and only if for each s2S, the
family (�(m))m2supps is well-based with �(s)=

P
m2supps sm�(m).

A very convenient way to prove that certain family related to certain operators are well-
based is to rely on the notion of operator support of [15, p 10] and relative operator support
of [7, Definition 2.4]. We recall the definitions here, and then propose a generalization.

Let S=R[[M]] and T=R[[N]] be fields of well-based series. A very convenient way to
prove that certain family related to certain operators are well-based is to rely on the notion
of operator support of [15, p 10] and relative operator support of [7, Definition 2.4]. We
recall the definitions here, and then propose a generalization.

Definition 1.32. Let �:M−!T be a function. If M�N, then the support supp� of
� is the class

supp� :=
[
m2M

supp�(m)
m

:

The relative support supp�� of � is the class

supp�� :=
[
m2M

supp�(m)
d�(m)

:

If 	:S−!T is a linear function, then we define its support and relative support as

supp	 := supp (	 �M) and
supp�	 := supp� (	 �M) respectively.

We next include two useful results regarding supports and relative supports.

Proposition 1.33. [15, Lemma 2.9] Let �:M−!T have well-based support. Then � is
well-based.

Proposition 1.34. [7, Proposition 2.5] Let �:M−!T be relatively well-based. Assume
that 02�(M) and that d��:M−!N is strictly increasing. Then � is well-based and its
strongly linear extension �̂ is injective.

Let s2T>. If s�/ 1, then we write M��s for the subclass of M of monomials m with
m �� s. If s � 1, then we set M��s := f1g. We write M��s;< :=M��s \M<. We will
only consider this class in contexts where there exists a strictly increasing morphism log:
(T>;�)−! (T;+). In that case Corollary 1.31(a) applies, so the class M��s (resp.M��s;<)
is a subgroup (resp. submonoid) of M.
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Definition 1.35. Let �:M−!T be a function and let W be a subclass of N. If M�N,
then we say that W is a near-support for � if for all m2M, we have

supp�(m)�m �N��m �W:

We say that W is a positive near-support for � if for all m2M, we have

supp�(m)�m �N��m;< �W:

We say that W is a relative near-support for � if for all m2M, we have

supp�(m)� d�(m) �N���(m) �W:

If 	:S−!T is a function, we say that S is a near-support ( resp. relative near-support)
for 	 if it is a near-support ( resp. relative near-support) for 	 �M.

Note that the support (resp. relative support) of � is a near-support (resp. relative
near-support) for �. However since supp � and supp� � may not be well-based, it is
sometimes useful to consider other near-supports (resp. relative near-supports) for �. As
a general rule, we will rely on near-supports when working with derivations, and relative
near-supports when working with composition laws.

Lemma 1.36. Assume that M�N. Let �:M−!T be a function, and let W be a well-
based near support for �. If � is an ordinal and (m)<� is a strictly �-decreasing sequence
in M, then the family (�(m))<� is well-based.

Proof. Assume for contradiction that this family is not well-based. So we may assume that
there is a nondecreasing sequence of monomials (ni)i2N and a strictly increasing sequence
of ordinals (i)i2N with ni 2 supp �(mi) for all i 2N. For i 2N, we fix a pi 2N��mi

and a wi2W with ni=mi piwi. Since W is well-based, we may assume that (wi)i2N is
nonincreasing, whence that (mipi)i2N is nondecreasing. Now for i2N, we have mipi�mi

by Corollary 1.31(c). But (mi)i2N is strictly �-decreasing, so (mi pi)i2N is strictly �-
decreasing, hence strictly �-decreasing: a contradiction. �

Lemma 1.37. Let �:M−!T=/ be a strictly �-increasing function and let W be a well-
based near support for �. If � is an ordinal and (m)<� is a strictly �-decreasing sequence
in M, then the family (�(m))<� is well-based.

Proof. Assume for contradiction that this family is not well-based. So we may assume that
there is a nondecreasing sequence of monomials (ni)i2N and a strictly increasing sequence
of ordinals (i)i2N with ni2 supp�(mi) for all i2N. We write ui := d�(mi) for all i2N.
For i2N, we fix a pi2N��mi and a wi2W with ni= ui piwi. Since W is well-based, we
may assume that (uipi)i2N is nondecreasing. For i2N, we have uipi�ui Corollary 1.31(c),
But (ui)i2N is strictly �-decreasing, so (ui pi)i2N is strictly �-decreasing, hence strictly
�-decreasing: a contradiction. �

1.10 Van der Hoeven's theorem and applications
One of the main technical difficulties of the this paper will be to prove that certain families
related to hyperseries are well-based. In a number of cases, the arguments in the previous
sections will suffice, but we will often require more powerful tools pertaining to the notion
of Noetherian ordering, which we next introduce. Most of the results can be found in [25,
Appendix A], [35, Chapter 1], [24] and [26]. See [25, Appendix A] for a detailed discussion
of their strength and history.
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Definition 1.38. Let (X;<) be a partially ordered class. A chain in X is a linearly ordered
subclass of X. A decreasing chain in X is chain Y�X without minimal element, i.e.
with

8y 2Y; 9z 2Y; (z < y):

An antichain in X is a subclass Y�X, no two distinct elements of which are comparable,
i.e. with

8y; z 2Y; y6 z=) y= z:

We say that (X;<) is Noetherian if there are no infinite decreasing chains and no infinite
antichains in (X; <).

Noetherianity is a strengthening of well-foundedness, and a weakening of well-ordered-
ness, the latter being equivalent to the conjunction of linearity and Noetherianity. In order
to derive results on Noetherian classes, it is convenient to rely on the notion of bad sequence
and minimal bad sequence of [32]. If (X; <X) is an ordered class, then a bad sequence in
X is a sequence u:N−!X such that there are no i; j 2N with i < j and ui6Xuj. Given
a function f :X−!N, a bad sequence u in X is said minimal for f if for all i2N, there
are no bad sequences v in X with (v0; : : : ; vi−1)= (u0; : : : ; ui−1) and f(vi)< f(ui).

Lemma 1.39. [35, Theorem 3.5.1] Let (X;<) be a partially ordered set and let f :X−!N
be a function. If there is a bad sequence in X, then there is bad sequence in X which is
minimal for f.

Lemma 1.40. [24, Theorem 2.1] Let (X; <X) be a partially ordered class. The following
statements are equivalent

a) (X; <X) is Noetherian.

b) There is no bad sequence in (X; <X).

c) Every sequence in X has an increasing subsequence.

Lemma 1.41. [35, Criterion 1.5.4] Let I be a set and let S = (si)i2I 2 SI be a family.
Consider the set

NS := f(i;m)2 I �M :m2 supp sig;

ordered by (i; m)�S (j ; n)() m� n. Then S is well-based if and only if (NS ;�S) is
Noetherian.

Proof. Assume that S is well-based. Consider a non-empty chain C for (NS ;�S). Given
(i;m)2C, e have m2

S
i2I si, and (i;m) is �S minimal in C if and only if m is �-maximal

in
S
i2I si. Consider an antichain A in (NS ;�S). Since (M;�) is linearly ordered, we must

have A� I � fmg for a certain m 2M. But then A� (I � fmg) \NS = Im� fmg where
Im= fi2 I :m2 supp sig.

In view of the definition of well-based families, we see that (NS ;�S) is Noetherian if
and only if S is well-based. �

Let (X;<) be a partially ordered set. We write

X? :=
[
n2N

Xn= f(x1; : : : ; xn) :n2N^x1; : : : ; xn2Xg

for the set of so-called finite words on X, including the empty word ?2X0. For any non-
empty word w=(w0; : : : ; wk)2X? n f?g, we write w� :=wk2X for the last �letter� of w,
and we write jw j := k+1 for its length.
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We next state a weaker and simplified version of van der Hoeven's theorem [25, Appendix
A.4] on so-called Noetherian choice operators. Let (X; <) be a partially ordered class.
A function # sending each x2X to a subset #(x) of X is called a choice operator on X.

The choice operator # is said Noetherian if for all Noetherian subsets Y �X, the set

Y# := fx :9y; (y 2Y ^x2#(y))g�X

is Noetherian. It is said strictly extensive if for all x2X, we have

x<#(x):

Let Y �X be a subset. Let #+(Y ) denote the set of non-empty finite words (x0; : : : ;
xk) 2X? n f?g where for each i < k, we have xi+1 2 #(xi). We endow #+(Y ) with the
ordering <# defined by

w<#w
0()w�<w�

0 :

Proposition 1.42. (van der Hoeven's theorem) [25, Theorem A.4] Let (X; <) be a
partially ordered class and let # be a Noetherian and strictly extensive choice operator on
X. Then for all Noetherian subsets Y of X, the set #+(Y ) is Noetherian for <#.

Proof. This version follows from an application of [25, Theorem A.4] to a simple case.
Nonetheless, let us adapt van der Hoeven's proof to the present simplified setting.

Assume for contradiction that #+(Y ) is not Noetherian. So there is a minimal bad
sequence sequence (wi)i2N2#+(Y )N for the length function w 7! jwj. Assume that there
is an infinite set I �N with jwij6 2 for all i2 I . Then Y := fxi;0 : i2 Ig�Y is Noetherian.
Since # is a Noetherian choice operator, the set

Y# := fy :9i2 I ; y 2#(xi;0)g

is Noetherian. But then fwi : i2 I g is Noetherian for <#: a contradiction.
So there is a k 2N with jwj j> 2 for all j > k. For j > k, we write zj := (xj ;0; : : : ;

xj;jwj j−1)2#+(Y ). We claim that the set Z := fzj : j> kg, is Noetherian for <#. Indeed,
assume for contradiction that (zji)i2N is a bad sequence in Z with j06 j16 ���. We show that

z := (w0; : : : ; wj0−1; zj0; zj1; : : : )

is a bad sequence, contradicting the minimality of (wi)i2N. Indeed assume for contradiction
that z isn't bad. Since (zji)i2N is bad, there must exist i < j0 and p2N with wi6# zjp.
Since # is strictly extensive, we have

(wjp)�2#((zjp)�)> (zjp)�;

so wi<#wk: a contradiction. Therefore Z is Noetherian. It follows since # is Noetherian
that fwi : i> kg is Noetherian: a contradiction. �

Corollary 1.43. Assume that X is linearly ordered. Let # be a strictly extensive and
Noetherian choice operator on X, and let Y �X be a well-ordered subset. Define Y1 to be
the union of sets Yn; n2N, where

Y0 := Y and
Yn+1 := Yn[

[
y2Yn

#(y) for all n2N.

Then Y1 is well-based.

Proof. By definition, we have Yn�fw� :w2#+(Y )g for all n2N, so Y1�fw� :w2#+(Y )g.
Recall that X is linearly ordered. By van der Hoeven's theorem, the set fw� :w 2#+(Y )g
is Noetherian, hence well-ordered. So Y1 is well-ordered. �

18 Section 1



Lemma 1.44. Let S=R[[M]] be a field of well-based series and let �:S−!S be strongly
linear with �(m)�m for all m 2M. Define a choice operator #� on the reverse order
(M;�) by

8m2M; #�(m) := supp�(m):

Then #� is strictly extensive and Noetherian.

Proof. The relation 8m 2M; �(m)�m implies that #� is strictly extensive. Given a
Noetherian subset Y�M, i.e. a well-based subset in (M;�), the set

Y#�= fm : 9y; (n2Y^m2 supp�(n))g�
[
n2Y

supp�(n)

is well-based, hence Noetherian in (M;�). So #� is Noetherian. �

Notation 1.45. Given a function 	:X−−X on a class X and a k2N, we will frequently
write 	[k] for the k-fold iterate of 	. So 	[k] is the function X−!X with 	[0]= 	

and 	[k+1] :=	[k] �	=	 �	[k] for all k 2N. We will sometimes extend this notation to
fractional and real iterates (see Section 9.3) of functions.

Proposition 1.46. (corollary of [26, Theorem 6.2]) Let S=R[[M]] be a field of well-based
series and let �:S−!S be strongly linear with �(m)�m for all m2M. Let (rk)k2N2RN.
Then for all s2S, the family (rk�

[k](s))k2N is well-based, and the functionX
k2N

rk�
[k]:S−!S; s 7!

X
k2N

rk�
[k](s)

is strongly linear.

Proof. Wemay assume that rk=1 for all k2N. Consider the Noetherian, strictly extensive
choice operator #� of Lemma 1.44 Let s2S, write S := supp s, and write F for the family
F =(w�)w2#�

+(S)2M#�
+(S). By van der Hoeven's theorem, the ordered set (#�

+(S);<#�) is

Noetherian. But (#�
+(S); <#�)= (NF ;�F), so F is well-based by Lemma 1.41. For m2S

and k 2N, we have

supp�[k](m)�
[

w2#�
+(S)

w�:

We deduce that (�[k](m))m2S^k2N is a subfamily of a well-based family, hence it is well-
based as well. �

Corollary 1.47. [26, Corollary 1.4] Let S and � be as in Proposition 1.46. The function

IdS+�:S−!S; s 7! s+�(s)

is bijective, with functional inverse
P

k2N (−1)
k�[k].

Proof. Let s2S, and write t :=
P

k2N (−1)
k�[k](s). We have

(idS+�)(t) =
X
k2N

(−1)k�[k](s)+�

 X
k2N

(−1)k�[k](s)
!

=
X
k2N

(−1)k�[k](s)−
X
k2N

(−1)k+1�[k+1](s) (by strong linearity of �)

=
X
k2N

(−1)k�[k](s)−
X
k2N>

(−1)k�[k](s)

= s:
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Conversely X
k2N

(−1)k�[k]
!
(s+�(s)) =

X
k2N

(−1)k�[k](s+�(s)) (by strong linearity of �)

=
X
k2N

(−1)k�[k](s)+ (−1)k�[k+1](s)

=
X
k2N

(−1)k�[k](s)+
X
k2N

(−1)k�[k+1](s)

= s

as above. �

This last results, and generalizations thereof can be used to define integrals in differ-
ential fields of well-based series (see [3]) strongly linear fixed points operators (see [26,
Theorem 6.3]), and solve various functional equations on fields of transseries or hyperseries
(see [26, Example 6.7] or Section 9.2).

2 Hyperserial fields

The eponymous hyperexponentially closed fields are particular cases of hyperserial fields.
Those in turn are fields of well-based series T equipped with an action

�T:L�T>;�−!T

of the field of L logarighmic hyperseries on T. In this section, we define those notions,
starting with logarithmic hyperseries.

2.1 Logarithmic hyperseries
The field L of logarithmic hyperseries of [15] is a field of well-based series R[[L]] whose
group of monomials L is obtained using formal transfinite products of hyperlogarithms.
It equipped with its natural derivation @:L−!L and composition law �:L�L>;�−!L.
Here, we recall the definition of L and some of its properties.
Logarithmic hyperseries Let � 2On. Let L<� denote the group of functions �−!R
ordered lexicographically. In other words L<� is the Hahn product group

Q
<� (R;+).

Monomials l 2L<� are written as formal products l=�<� `
l where for  < �, the real

term l 2R is the value of l: �−!R at . Thus ` denotes the monomial such that for
� <�, we have

(`)�=1 if �=  and (`)�=0 otherwise:

L<� is defined as the ordered field of well-based series L<� :=R[[L<�]]. If �; � are ordinals
with � < �, then we let L[�;�) denote the subgroup of L<� of monomials l with l = 0

whenever  < �. As in [15], we write

L[�;�) := R[[L[�;�)]]

L :=
[

�2On
L<�

L := R[[L]]

We have natural inclusions L[�;�)�L<��L, hence natural inclusions L[�;�)�L<��L.

20 Section 2



Derivation on L<� The field L<� is equipped with a derivation @:L<�−!L<� which
satisfies the Leibniz rule and which is strongly linear. Write `

y :=
Q
�6 `�

−1 2 L<� for
all  <�. The derivative of a logarithmic hypermonomial l2L<� is defined by

@(l) :=

 X
<�

l `
y
!
l: (2.1)

So @(`)=
1Q
�< `�

for all  <�. In view of (2.1), the derivation @ has well-based support

supp @= f`
y :  2Ong:

For f 2L<� and k 2N, we sometimes write f (k) := @�k(f).

Composition on L<� Assume that �= !� for a certain ordinal �. Then the field L<�
is equipped with a function �:L<��L<�

>;�−!L<� where in particular, for all � 2On
with �+1<�, we have `!�+1 � `!�= `!�+1− 1 [15, Lemma 5.6]. For  <�, the map �`:
L<�−!L<� defined for f 2L<� by �`(f) := f � ` is onto L[;�) [15, Lemma 5.11]. Given
g 2L[;�), we write g" for the unique series in L<� with g" � `= g.

2.2 Hyperserial fields

Let �6On and set � :=!�. Informally, a hyperserial field of force � is the action of L<!�
on a field of well-based series by monotonous and analytic functions.

More precisely, let T=R[[M]] be an ordered field of well-based series and let �:L<!��
T>;�−!T be a function. For r 2R and m2M, we define mr as follows: set

1r := 1;

mr := `0
r �m if m� 1, and

mr := `0
−r �m−1 if m� 1.

For �6On, we define M!� to be the class of series s2T>;� with ` �s2M� for all <!�.
The elements of M!� are said L<!�-atomic, and L<!-atomic series are said log-atomic.
Finally the elements of M� are said atomic.

We say that (T;�) is a hyperserial field of force � if the following axioms are satisfied:

HF1. L<!�−!T; f 7! f �s is a stronglyR-linear ordered field embedding for all s2T>;�.

HF2. f � (g � s)= (f � g) � s for all f 2L<!�, g 2L<!�
>;�, and s2T>;�.

HF3. f � (t+ �)=
P

k2N
f (k) � t
k!

�k for all f 2L<!�, t2T>;�, and � 2T with �� t.

HF4. `!�
" � s< `!�

" � t for all ordinals �<�, all  <!�, and all s; t2T>;� with s< t.

HF5. The map R�M!M; (r;m) 7!mr is a law of ordered R-vector field on M.

HF6. `1 � (s t)= `1 � s+ `1 � t for all s; t2T>;�.

HF7. supp `1 �m� 1 for all m 2M� and supp `!� � a� (` � a)−1 for all 16 � < �, all
 <!�, and all a2M!�.

The axioms HF6 and HF7 are assumed to hold trivially when � = 0. In most cases we
will assume that �>0. A consequence of the axioms is that `0 acts as the identity function:
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Lemma 2.1. Let T be a hyperserial field of force �. For all s2T>;�, we have `0 � s= s.

Proof. Let m2M� and r2R>. We have `0�m=m1 and (m1)1=m1�1=m1 byHF5. The
function M−!M;n 7!n1 is strictly increasing by HF5, hence injective. Thus m1=m. We
obtain (r`0)�m=rm byHF1. In L, we have `0� (r`0)=r`0, soHF2 yields `0�(rm)=rm.

Now let s2T>;� and write s= r ds+ � where r 2R> and �� ds. By HF3, we have

`0 � s=
X
k2N

`0
(k) � (r ds)

k!
�k= r ds+ �= s: �

Definition 2.2. Let (T; �T) and (U; �U) be hyperserial fields of force �. We say that a
strongly linear morphism of ordered rings �:T−!U is a hyperserial embedding of
force � if we have

�(M) � N; and
8f 2L; 8s2T>;�;�(f �T s) = f �U�(s):

We say that (T; �T) is a hyperserial subfield of (U; �U) of force � and we write (T;
�T)� (U; �U) if T�U and idT:T−!U is a hyperserial embedding of force �.

The hyperserial field (T; �) is said confluent if M=/ 1 and if for all �2On with �6�
and all s2T>;�, there are an a2M!� and a  <!� with

` � s� ` � a: (2.2)

In the sequel, we will mostly work with confluent hyperserial fields.

Example 2.3. Consider the internal composition law �:L<!� �L<!�
>;� −!L<!� of Sec-

tion 2.1. Then [7, Theorems 3.16 and 1.1] the structure (L<!� ;�) is a confluent hyperserial
field of force �.

2.3 Hyperlogarithm functions

Let T=R[[M]] be a confluent hyperserial field of force � > 0. Given  <�, we write L
for the function T>;�−!T>;�;s 7! ` �s, called the hyperlogarithm function of strength .

For each s2T>;� and �2On with �6�, the L<!�-atomic element a in (2.2) is unique,
and we write d!�(s) := a. In this section, we show how the value of `!� � s is determined
by `!� � d!�(s).

Let s 2T> and write s= rs ds (1 + "s) where rs 2R> and "s := (s− rs ds) (rs ds)−1 is
infinitesimal. Let �2f−1; 1g with ds

�< 1. We set `1 � 1 := 0. Then by [7, Proposition 4.3],
the function log:T>−!T defined by

log s= � `1 � ds�+ log rs+
X
k2N

(−1)k
k+1

"s
k+1;

is a strictly increasing morphism (T>;�)−! (T;+) which extends L1. We call it the
logarithm on T. For any decomposition s= t r u where t > 0, r 2R> and u� 1, we have

log s= log t+ log(r u)= log t+ log r+
X
k2N

(−1)k
k+1

(u− 1)k+1; (2.3)
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where log is the restricted analytic logarithm of Remark 1.28.

Proposition 2.4. The function log:T>−!T is analytic with

Conv(log)s=T�s= f� 2T : �� sg
and

log(k)(s)= (−1)k−1 (k− 1)! s−k

for all s> 0.

Proof. Let s2T>. For k2N, set ak;s :=(−1)k−1 (k−1)!s−k. For ��s and k>0, we have

ak;s �
k

k!
=
(−1)k−1

k

�
�
s

�
k

:

Since /� s� 1, the family (ak;s �k)k2N> is well-based with
P

k2N>

ak;s �
k

k!
=L~
�
�

s

�
. We have

log(s+ �)= log
�
s

�
1+

�
s

��
= log s+L~

�
�
s

�
:

That is, the function log is analytic at s with logs= log(s)+L� (s−1 z) and Conv(log)s�
f� 2T : �� sg. Note that 12/ Conv(L) so s2/ Conv(logs). It follows since Conv(log)s is �-
initial that Conv(log)s= f� 2T : � � sg. By Proposition 1.24, for each k 2N, the series
log(k)(s)

k!
is the (k+1)-th coefficient ak;s

k!
of logs. So log(k)(s)=ak;s=(−1)k−1 (k−1)!s−k. �

Proposition 2.5. Let (U; log) be a hyperserial field of force 1 and let 	:T−!U be a
strongly linear and strictly increasing morphism of rings with 	(logm)= log	(m) for all
m2M. Then we have

	(log s)= log	(s)

for all s2T>.

Proof. Let s2T> and write s= r ds (1+ ") where r 2R> and "� 1. Since 	 is R-linear
and strictly increasing, we have 	(r (1+ "))4 1. Since 	 is strongly linear and preserves
products, we have 	(log(r (1+ ")))= log	(r (1+ ")), whence

	(log(r (1+ ")))=	(log(r (1+ ")))= log	(r (1+ "))= log	(r (1+ ")):

It follows that

	(log s)=	(log ds)+	(log(r (1+ ")))= log	(ds)+ log	(r (1+ "))= log	(s): �

Now let s 2 T>;� and � < �. There is an ordinal  < !� such that � := L(s) −
L(d!�(s))�L(s). As a consequence of HF2 and HF3, for any such , we have

L!�(s)=L!�(d!�(s))+
X
k>0

(`!�
") �L(d!�(s))

k!
�k: (2.4)

We will often pay close attention the partial functions L!� �M!�:M!�−!T>;� for all �<
�. The family (T; (L!� �M!�)�<�) is called the skeleton of (T; �), and its properties
sometimes reflect those of the whole structure (T; �). See for instance [7, Theorem 1.1,
Corollary 7.24] and Propositions 5.3 and 6.4.

In view of HF3, Propositions 1.23 and 1.24 together imply the following:
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Lemma 2.6. Each f 2L<� induces an analytic function

Af : T>;� −! T

s 7−! f � s; with
Conv(Af)s � T�s and

Af
(k)

= Af (k)

for all s2T>;� and k 2N.

2.4 Hyperexponentiation
For the end of Section 2, we fix a �6�. Given  <�, the function L:T>;�−!T>;� is
strictly increasing, so it has a partially defined left inverse E, defined by E(L(s))=s for
all s2T>;�. The partial function E is called the hyperexponential function of strength .
The hyperexponential function of force 1, i.e. the partial inverse of log, is denoted exp and
called the exponential function.

We say that T is a confluent hyperserial field of force (� ; �) if each E for  < !�

(or equivalently each E!� for � < �) is totally defined on T>;�. Note that the relation
`!�+1 � `!�= `!�+1− 1 for all � with �+1< � yields the functional equations

8s2T>;�; L!�+1(L!�(s)) = L!�+1(s)− 1 and
8s2T>;�; E!�+1(s+1) = E!�(E!�+1(s)): (2.5)

In the sequel of this subsection, we assume that T is a confluent hyperserial field of force
(� ; �). We will briefly describe how exp and each E!� for � < � act on T>;�.

Let '2T. For all "� 1 and r 2R, we have

exp('+ r+ ")= exp(r) exp(')

 X
k2N

1
k!
"k

!
; (2.6)

where exp(r) 2R> is the standard exponential of r 2R as a real number, and thus

exp(r)
�P

k2N
1

k!
"k
�
is the value at r+ " of the restricted analytic function exp. More-

over, the axioms HF7 and HF1 imply that we have

exp(T�)=M: (2.7)

Proposition 2.7. Let U be a confluent hyperserial field of force (1; 1). Then (U;+;�;
exp; <) is an elementary extension of (R;+;�; exp; <).

Proof. By applying (2.6) for '=0, we see that exp extends the real exponential function.
We have `1� `0 in L<� which implies by Lemma 2.1, HF1 and [7, Proposition 4.4] that
log s� s for all s2U>;� and that log(s)6 s− 1 for all s2U>. We claim that exp(s)>sn

for all n2N and s>n2. Indeed let s2U and n2N with s>n2. First assume that s41. So
s= r+ s� for a certain r2R>0 and a s�2U�. We have r>n2 so exp(r)>rn so exp(s)�
exp(r) > rn� sn so exp(s)> sn. Assume now that s � 1. We have exp

�
1

n+1
s
�
� s so

exp(s)>sn. This proves that exp satisfies Ressayre's axioms of [34]. By [16, Corollary 4.6],
we deduce that (U;+;�; exp; <) can be expanded into a structure Uan;exp with so-called
restricted analytic functions in such a way that Uan;exp is an elementary extension the
structure Ran;exp of real numbers with restricted analytic functions and the exponential. In
particular (U;+;�; exp;<) is a model of (R;+;�; exp;<), hence an elementary extension
by Wilkie's theorem [36]. �
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Now let � <� with � > 0, write � :=!�, let '2T>;� such that E�(') is defined, and
let  < �. For k 2N, we define series t;k2L< inductively by

t;0 := ` ; and (2.8)

t;k+1 :=

 Y
�<�

`�

!
t;k
0 : (2.9)

We write E�
0 for the function T>;�−!T>;�; s 7! t0;1 �E�(s), that is

8s2T>;�; E�
0 (s)= exp

 X
�<�

L�+1(s)

!
:

Then [7, Lemma 7.8] for all "2T with "� E�(')

E�
0 (')

, the family ((t;k �E�(')) "k)k2N is well-
based, with

L(E�('))=
X
k2N

t;k �E�(')
k!

"k: (2.10)

Lemma 2.8. For k 2N> and n2 supp t;k, there are a n2N, a P 2N[X1; : : : ; Xn] and
1; : : : ; n2 (; �) with n= `[;�) �P (`[1;�); : : : ; `[n;�)).

Proof. We prove this by induction on k2N>. We obtain the result for k=1 by setting P =
1. Assume the result holds for k and let n 2 supp t;k+1. So there is n0 2 supp t;k and
m 2 supp n0

0 with n= `[0;�)m. The inductive assumption yields n0= `[;�) � P (`[1;�); : : : ;
`[n;�)) for certain n2N, P 2N[X1;:::;Xk] and 1;:::; k2 (; �). Recall that for all �< �,
we have

`[�;�)
0 `[0;�)=

X
�6�<�

`�
y `[0;�) `[;�)=

 X
�6�<�

`[�+1;�)

!
`[�;�): (2.11)

`[0;�) � n00 = `[0;�) `[;�)
0 �P (`[1;�); : : : ; `[n;�))+ `[;�) `[0;�) � (P (`[1;�); : : : ; `[n;�)))0

= `[;�) �
 X
6�<�

`[�+1;�)

!
� P (`[1;�); : : : ; `[n;�)) + `[;�) `[0;�) � (P (`[1;�); : : : ;

`[n;�)))
0:

By (2.11), the support of `[0;�) � (P (`[1;�);:::; `[n;�)))0 consists of polynomial combinations
of terms `[+1;�) for  2 (i; �) for certain i2f1; : : : ; ng. The result follows. �

Following [7, Definition 7.10 and Lemma 7.14], we define:

Definition 2.9. A series '2T>;� is said 1-truncated if we have supp '� 1, i.e. if '
is positive and purely large. For 0<�<�, a series '2T>;� is said �-truncated if we have

8 < �; supp '� (L(E�(')))−1:

We writeT�;� for the class of �-truncated series inT. We sometimes write E�(') :=E�
'

when ' 2T�;�. We have T�;�+R>�T�;� [7, Lemma 7.13]. Thus the axiom HF7 for
� states that L�(M�)�T�;�. In fact [7, Corollaries 7.21 and 7.24], we have the converse
inclusion

E�
T�;� = M�; with (2.12)

8s2T>;�; L�(d�(s)) = ]�(L�(s)): (2.13)
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By [7, Proposition 7.18], for each s 2T>;�, there is a P-maximal truncation ]�(s) of s
which is �-truncated, and there is a  < � with

s− ]�(s)�
E�(]�(s))

t;1 �E�(]�(s))
: (2.14)

So (2.10) applies to ' := ]�(s) and " := s− '.

Lemma 2.10. Let � <� and  <� with ! < �. For all a2U!�, we have d�(L(a))= a.

Proof. Set � := !. We have `� � `� `� so L�(L(a))�L�(a). Since �< � and a is L<�-
atomic, we deduce that d�(L(a))= a. �

2.5 Hyperexponential closure

Definition 2.11. Let �6 � 6On. A confluent hyperserial field of force (� ; �) is a
confluent hyperserial field (T; �) of force � such that each function L!�:T>;�−!T>;� is
surjective. If T has force (� ;�), then we say that T is hyperexponentially closed.

As in the case of transseries [25, 35], a confluent hyperserial field can be embedded into
a hyperexponentially closed one. More precisely:

Definition 2.12. Let T be a confluent hyperserial skeleton of force �6On and let �6�.
A hyperexponential closure of T of force � is a confluent extension T(<�) of T

of force (� ; �) with the following initial property: if U is another confluent hyperserial
skeleton of force (� ;�) and if �:T−!U is an embedding of force �, then there is a unique
embedding 	:T(<�)−!U of force � that extends �.

T −!
�

T(<�)

�& # 9!�
U

A hyperexponential closure of T is a hyperexponential closure of T of force �.

Note that a hyperexponential closure of force � if it exists is unique up to unique
isomorphism. We will write T(<�) for the hyperexponential closure of T of force � if it
exists, and we set T~ :=T(<�).

Theorem 2.13. [7, Theorem 7.4] Let T be a confluent hyperserial skeleton of force �6On
and let �6�. Then T has a hyperexponential closure of force �.

In particular, we have the hyperexponential closure L~ of L, which we call the class of
finitely nested hyperseries.

3 Transserial subfields and subgroups

3.1 Transserial subgroups and subfields
It will frequently be convenient to define derivations and compositions on subgroupsR[[S]]
of a given hyperserial field U=R[[U]], forS�U, before we extend them to transserial fields
containing R[[S]]. This is the purpose of transserial subgroups which we next introduce.
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Definition 3.1. Let � 6On with � > 0. Let U=R[[U]] be a confluent hyperserial field
of force �. Let S� U be a subset with log(S)�R[[S]]. Then we say that R[[S]] is a
transserial subgroup of T. If moreover S is a subgroup of U, then we say that R[[S]]
is a transserial subfield of T.

Since (U; log) is a transserial field, transserial subfields are simply transserial fields
contained in (U; log). The following notion of exponential extension is also similar to that
of [35, Section 2.3.1].

Lemma 3.2. Let � 6On with � > 0. Let U=R[[U]] be a confluent hyperserial field of
force (� ; 1). And let G=R[[S]] be a transserial subgroup. Then the class

Gexp :=R
��
E1

R[[S�]]��
is a transserial subfield of U with G�Gexp.

Proof. The class R[[S�]] is a subgroup of U� so E1
R[[S�]] is a subgroup of U. Let m2S.

We have supp logm�S� so logm2G\U�=R[[S�]], so m=E1
logm2E1

R[[S�]]. We deduce

that G�Gexp, i.e. that logE1
R[[S�]]�Gexp. Thus Gexp is a transserial subfield of U. �

As in [35, Section 2.3.4], we may define an increasing tower (G())2On of extensions
of G which, except possibly for G(0)=G, are transserial subfields of U, and where

G(<1) :=
[

2On
G()

is a transserial subfield of U with a total exponential. Indeed, set G() :=R[[S()]] where

� S(0) :=S,

� S(+1) :=E1
R[[S()

� ]]
for all  2On, and

� S() :=
S
�<S(�) if  is a non-zero limit.

We define the exponential height EHG(f) of f 2G(<1) over G as the least ordinal 
with f 2G().

3.2 Extending transserial derivations
Let U=R[[U]] be a confluent hyperserial field of force � and let G�U be a transserial
subgroup. A transserial derivation G−!V is a strongly linear function @:G−!V with

8s; g 2G; s g 2G =) @(s g)= @(s) g+ s @(g), and

8m2G\U; @(logm) =
@(m)
m

:

Let @:G−!V be a transserial derivation and assume that @ has a well-based and positive
near-support W@. We extend @ into a transserial derivation @:G(<1)−!G by induction
on the exponential height as follows:

Let s2G(<1), set  :=EHG(s) and assume that @(t) is defined for all t2G(<1) with
EHG(t)< . If  =0, i.e. s2G, then @(s) is already defined. Assume that  > 0. If @ is
defined at each logm for m2 supp s and the family (@(logm)m)m2supps is well-based, then
@ is defined at s, and we set

@(s) :=
X

m2supps
sm@(logm)m:
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By induction on EHG(s), we see that the definition is warranted.

Lemma 3.3. If m2G(<1)\U and @ is defined at m, then

supp@(m)�m �V��m;< �W@:

Proof. We prove this by induction on EHG(m). This is immediate for m 2G. So let
m 2G(<1) \ U such that the result holds for all n 2G(<1) \ U with EHG(n)< EHG(m).
Write ' := logm. So EHG(n)<EHG(m) for all n2 supp '. We have @(m) = @(')m. Let
q2 supp @(m). So q=m � u for a certain u2 supp @(n). By the induction hypothesis, we
have u2 n �V��n;< �W@ where n �V��n;<� n, whence n �V��n;<�V��m;<. It follows that
q2m �V��m;< �W@ as desired. �

We will see that @ is well-defined. It is easy to see then by induction that it is the
unique extension of @ into a transserial derivation G(<1)−!G.

Proposition 3.4. The function @ is well-defined on G(<1).

Proof. We prove the result by induction on EHG(s) for s2G(<1). So let s2G(<1), write
(; �) :=EHG(s) and assume that we have g 2D@ for all g 2G(<1) with EHG(g)< . We
may assume that s2/G. Note that for all m2 supps, we have EHG(logm)< so logm2D@
by the induction hypothesis. So @ is defined at m. Thus it is enough by to prove that the
family (@(m))m2supps is well-based.

Assume for contradiction that (@(m))m2supps is not well-based. So there is a strictly
decreasing family (mi)i2N in supp s such that (@(mi))i2N is not well-based. Write mi=e'i

for each i2N. There is a family of monomials (ni)i2N with ni4 ni+1 and ni2 supp @(mi)
for all i2N. For all i2N, there are a bi2 supp'i and a qi2 supp@(bi) with ni= qimi. By
Lemma 3.3, we may write qi= bi piwi for a certain pi2U��bi;< and wi2W@.

SinceW@ is well-based, we may assume that w0<w1< ���. Let i; j2N with i< j. Write
'i;j for the C-maximal common C-lower bound or 'i and 'j, and write (�i; �j)=('i−'i;j ;
'j−'i;j). Assume for contradiction that bj 2 supp�j. The inequalities ni4nj and wi<wj

imply that e�i−�j bi pi� bj pj. Recall that pi< 1 so e�i−�j bi� bj pj, so e�i−�j bi�� bj. But
since 'i;j is C-maximal with 'i;j P 'i; 'j, we have �i− �j < �i whence e�i−�j� bi and
e�i−�j�1. It follows that e�i−�j bi� e�i�� supp ('i;j)�bj: a contradiction. This proves that
bj 2 supp 'i;j. In particular bj 2 supp 'i. Therefore, we may assume that bi< bi+1< � � �.

We have EHG('i)<  so the family (@(b))b2supp'i is well-based. Since qi� qi+1� � � �,
we deduce that there is a j> i such that bj= bk for all k > j. But then (qk)k>j witnesses
that supp @(bj) is not well-based: a contradiction. We deduce that (@(m))m2supps is well-
based. �

We next give a strengthening of [35, Proposition 4.1.5]:

Proposition 3.5. Let @:T−!T be a strongly linear function with

@(logm)=
@(m)

m
for all m2M.

Then we have

(@(s t)= @(s) t+ s @(t)) and

8u2T>;

�
@(log u)=

@(u)
u

�
:
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for all s; t2T and u2T>.

Proof. We first prove that @ satisfies the Leibniz rule. Consider m; n2M. We have

@(mn)
mn

= @(logmn)= @(logm)+ @(logn)=
@(m)
m

+
@(n)
n

:

We deduce that @(mn)= @(m) n+m @(n). Now let s; t2T. We have

@(s t) = @

 X
m;n

smtnmn

!
=
X
m;n

smtn@(mn)

=
X
m;n

smtn@(m) n+
X
m;n

smtnm @(n)

=
�X

m

sm@(m)
��X

n

tnn
�
+
�X

m

smm
��X

n

tn@(n)
�

= @(s) t+ s @(t):

So the Leibniz rule holds for @. We deduce that we have @(tk+1) = k @(t) tk for all t2T
and k 2N. Now let u2T> and write u= r du (1+ ") where r 2R> and "� 1. Note that

@(u)
u

=
r @(du) (1+ ")+ r du @(")

r du (1+ ")
=
@(du)
du

+
@(")

(1+ ")
:

Recall that logu= log du+ log r+
P

k2N
(−1)k
k+1

"k+1, so

@(log u) = @(log du)+ @

 X
k2N

(−1)k
k+1

"k+1

!

=
@(du)
du

+
X
k2N

(−1)k
k+1

@("k+1)

=
@(du)
du

+ @(")
X
k2N

(−1)k "k

=
@(du)

du
+

@(")

(1+ ")

=
@(u)
u

as desired. �

3.3 Schmeling's axiom T4

Definition 3.6. Let T=R[[M]] be a transserial subfield. Then T is a transseries sub-
field if it satisfies the following axiom

T4. If (rimi)i2N2R=/ M=/ is a sequence of terms with ri+1mi+12 term logmi for all
i2N, then there is an i2N with

mj+1 = min supp logmj and
rj+1 2 f−1; 1g
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for all j> i.

Note that the axiom T4 is preserved under taking transserial subgroups. We claim that
L satisfies T4. Indeed, consider (rimi)i2N as in Definition 3.6 for L. Writing m0= l2L,
we have m1= ` for a certain ordinal , whence r1+im1+i= `+i for all i2N. In particular
rj+1=12f−1;1g and mj+1=minsupp `+j for all j> i. This shows that in fact L satisfies
the stronger axiom TEL4 of [31, Section 5]. It is known [8, Theorem 8.4] that the field
No of surreal numbers with its natural logarithm satisfies T4 (see also [22, Theorem 8.1]
for a different proof).

3.4 Extending transserial right compositions
Let U=R[[U]] be a confluent hyperserial field of force � and let G�U be a transserial
subgroup. A transserial right composition G−!V is a strongly linear function4:G−!V
with

8s; g 2G; s g 2G =) 4(s g)=4(s)4(g), and
8t2G\U;4(t)> 0^4(log t) = log4(t):

Consider a transserial right composition 4 on G. We wish to extend 4 into a transserial
right composition 41 on G(<1). The definition of 41 is already done in [35, Section 5.3]
and will coincide with the definition of 4� on G(<1) in Proposition 3.7. In order to adapt
Schmeling's arguments to this setting our case, we note the following facts:

� Schmeling's proof does not rely on the fact that the transserial field be closed under
products, so it works for transserial subgroups,

� any partial right composition of force �> 1 is a right composition as per [35, Defi-
nition 5.1.1],

� by [35, Theorem 5.3.2], any such right composition extends uniquely into a right
composition 41:G(<1)−!V(<1).

We thus have:

Proposition 3.7. Assume that U satisfies T4. Let G be a transserial subgroup of U
and let 4:G−!V be a transserial right composition. Then 4 extends uniquely into a
transserial right composition G(<1)−!V(<1).

See also [9, Section 9] for a similar extension result in the case of surreal numbers.

4 A proof method
In L, the existence of a well-based support for the derivation and a well-based relative
support for the right composition with s allowed van den Dries, Kaplan, van der Hoeven
[15] and then those authors and myself [7] to circumvent this problem. Unfortunately,
this approach fails in the case of (hyper)exponential extensions, as Schmeling's work [35,
Chapters 4 and 5] on the difficult case of exponential extensions already illustrates. Indeed,
any monomial

m=e'

for '2L~ � gives rise to a derivative

m0= @~(')m; (4.1)
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So the operator support supp@~ of @~ already contains supp@~(') for all purely large series in
L~ , hence it cannot be well-based. As for the composition law, the fact that the definition
of exp(' � s) involves the Taylor expansion of m implies that the relative support of �s~
involves the support of each iterate @~[k].

However, a more careful study of those phenomena will show that @~ and �s~ have a
well-based near-support and a well-based relative near-support respectively (see Defini-
tion 1.35). This fact is not sufficient to justify that those operations are strongly linear, but
what it lacks is made for by Schmeling's work. More precisely, it is possible to construe
the hyperexponential closure L~ of L as the exponential closure of a subgroup

G=E+L�L~

where E=R[[S]] is a subclass L~ whose monomials a 2S are all log-atomic. Any two
distinct log-atomic series a; b are more than sufficiently far apart from one another that
the notion of near-support and relative near-support are conducive to proofs of strong
linearity for functions on E. We will combine this with Schmeling's results for extending
derivations and compositions through exponential extensions, in order to show strong
linearity. Using this trick requires a precise description of (hyper)exponential extensions
which is the purpose of this section.

4.1 Internal hyperexponential closure
We fix generalized ordinals �6�6On with �>0, a confluent hyperserial field U=R[[U]]
of force (� ; �). If T is a confluent subfield of U of force �, then by Theorem 2.13, the
inclusion T ,!U extends uniquely into an embedding T(<�) ,!U(<�). But since U itself
has force (� ;�), we have U=U(<�). So T(<�) is naturally included into U. Taking from
[7, Section 8], we will show how T(<�) can be described as a subclass of U.

Consider the lexicographical order<lex on the class of ordered pairs (;�) where 2On
and �6�, that is

(; �)<lex (�;�) () (( < �) or (= � and �<�)).

Note that this is a well-ordering.
Let G = R[[S]] be a transserial subgroup of U. We will define increasing tower

(S(;�))g2On;�6� of extensions of S. We first define an extension S[�] of S for all � <

�. Note that R[[S�]] is a transserial subgroup of T. So we may set S[0]=E1
R[[S�]] as

in Section 3. Now let 0< � < � and set � := !�. We write S(�) for the direct internal
product S(�)=S �S[�] where S[�] is the class of exponentials

t= exp
 X
'2T�;�nL�(T>;�)

log(t') �E�
'

!
; where

� each t' for '2 (G\U�;�) nL�(G\U>;�) lies in L<�,

� hsupp t := f'2 (G\U�;�) nL�(G\U>;�) : t'=/ 1g is a well-based set,

� the set f'+Z : '2hsupp tg is finite.

In other words, S(�) is the group generated by S and the subgroups

L<� �E�
'�U;

for all '2 (G\U�;�) nL�(G\U>;�). Note that for each '2 (G\U�;�) nL�(G\U>;�),
we have
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The definition of S(;�) is then by induction on <lex, as follows:

Definition 4.1. Let G=R[[S]]�U be a transserial subgroup. For  2On and �6�, we
define

� S(0;0) :=S.

� S(;�) := (S(;�))(�) if �= �+1 is a successor.

� S(;�) :=
S
�<�S(;�) if � is a limit.

� S(;0) :=
S
�<S(�;�) if  > 0.

We set G(;�) :=R[[S(;�)]], so G(0;0)=G. We have an inclusion G(�;�)�G(;�) when-
ever (; �)<lex (�;�). We set

S(<�) :=
[

2On
S(;0); S(<�) :=

[
2On

S(;0):

Note that S(<0)=S and G(<0)=G. Moreover, we have G(<�)=R[[S(<�)]] by [7,
Lemma 2.1]. The following shows that our notation does not conflict with that in [7,
Section 8], which it in fact extends.

Proposition 4.2. Assume that T=R[[M]] is a confluent subfield of U of force �. Then for
each (; �) where �6� and  2On, the class T(;�) is a confluent subfield of U of force
�. Moreover T(<�) is the smallest confluent subfield of U of force (� ;�) which contains T.

Proof. This follows from the more general construction of T(<�) of [7, Section 8]. �

An important feature of the construction is the following:

Proposition 4.3. [7, p 66] Assume that T=R[[M]] is a confluent subfield of U of force
�. For  2On and �6� with � <� we have

(M(;�))!�=M!�:

Proposition 4.4. Let �6On with �>0 and let T=R[[M]] be a hyperserial field of force
� that satisfies T4. Then for all �6�, the field T(<�) satisfies T4.

Proof. Since each member of the tower extension (T(;�))2On^�6� is a transserial field,
it suffices to show the that T(�) satisfies T4 for all � <�. Let � <� and let (rimi)i2N be a
sequence as in Definition 3.6. If �=0, then r1m12T so we can conclude using the validity of
T4 inT. Assume that �>0. If m12T, then we conclude as previously. Otherwise, we must
havem1=L+1E!�

' for a certain !�-truncated series ' and a certain ordinal with!<!�.
Since � > 0, the series E!�

' is log-atomic, so r1+im1+i= L+1+iE!�
' for all i 2N. This

sequence is as specified in T4, so T4 holds in that case. This concludes the proof. �

In particular, the field L~ and all its (transserial subfields) satisfies T4, and even
Kuhlmann-Mantova's axiom TEL4.

4.2 Hyperexponential height
Let � 6On, let �6� and let U be a hyperserial field of force �. We define the hyperex-
ponential height HHU(f) over U of a series f 2U(<�) as the <lex-least ordered pair (; �)
with f 2U;�. So we have HHU(f)= (0; 0)() f 2U.
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Lemma 4.5. If m2U(<�) nU, then � in HHU(m)= (; �) must be a successor ordinal.

Proof. New monomials are only added at successor stages of the inductive definition of
U(<�) as per Definition 4.1, hence the result. �

Example 4.6. Consider the extension L ,!L(<2). For each n2N, the series e−en
`0
appears

first in L(n;1). So the hyperseries `0+2e−`0+3 e−e
`0
+4e−e

e`0

+ � � � first appears in L(!;0),

hence e!
`0+2e

−`0+3e−e
`0
+4e−e

e`0
+ � � � first appears in L(!;2). Therefore we have

HHL

�
e!
`0+2e

−`0+3e−e
`0
+4e−e

e`0
+ � � �

�
=(!; 2):

As a corollary of Proposition 4.3, we obtain:

Corollary 4.7. Let m2U(<�) and �6� with m2 (U(<�))!� nU and write HHU(m) :=(;
�). Then �6 �.

4.3 Decomposition lemmas
We will rely on transserial subgroups G and their exponential closure G(<1) in order
to extend derivations, compositions and their properties. Here, we explain our recurring
method to prove the main results of this paper.

Fix �6�. Let P �U(<�) be a subclass with P − 1�P. We write E(P) for the class
of well-based sums g 2U(<�) of the form

g=
X
<�

rL�(E�
')

where � is an ordinal, (L�(E�
'))<� is strictly �-decreasing, and

� (�)<� is a sequence of infinite additively indecomposable ordinals,

� (�)<� is a sequence of ordinals.

� (r)<�2R�;

such that for all  < �, we have

� < �;

�! < � ;

' 2 (P \ (U(<�))�;�) nL�(U>;�):

Note that each L�(E�
') for  < � is log-atomic. We write G(P) :=E(P)+U�.

Lemma 4.8. The class G(P) is a transserial subgroup of U(<�).

Proof. We have E(P)� (U(<�))� by definition soG(P)� (U(<�))�. Consider a monomial
m 2 U(<�) \E(P) and fix �; �; ' as above with m= L�(E�

'). If �= !, then � = 0 and

logm=E�
'−12E(P) since P −1�P. If �>!, then we have logm=L�+1(E�

')2E(P). So
E(P) is a transserial subgroup of U(<�). We deduce that G(P) is a transserial subgroup
of U(<�). �

Lemma 4.9. Let a2E(P)\U(<�) and n2U�. We have a −̀a/ n.
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Proof. Write a= L�(E�
') where �= !� for a certain � 2 (0; �), a � with � ! < �, and

a ' 2 (P \ (U(<�))�;�) nL�(U>;�). We have E�
'= d�(a) by Lemma 2.10. Since U is �-

confluent and E�
'2/U, we have d�(n)=/ d�(a), whence in particular log(d�(a))�/ log(d�(n)).

By Lemma 1.30, we deduce that a −̀a/ n. �

Lemma 4.10. Assume that (G(P))(<1)�P. Then (G(P))(<1)=U(<�)=P.

Proof. Set K := (G(P))(<1). It is enough to prove that U(<�) �K. The result then
follows from the inclusions K�P �U(<�). We will prove by induction on HHU(f) that
each f 2U(<�) lies in K. Let f 2U(<�) such that we have g 2K for all g 2U(<�) with
HHU(g)<lexHHU(f). Note that K is a field of well-based series so it is enough to prove
that supp f �K. This is true if f 2U by definition of K and Lemma 3.2. Assume that
f 2/U. Since K is closed under exponentiation, it is enough to prove the inclusion

S :=
[

m2suppf
supp logm�K:

Let m 2S. If HHU(m)<lexHHU(f), then we have m 2K by the induction hypothesis.
Otherwise we can write m=L�+1(E!�

' ) where � 2 (0; �), �! <!� and '2 (U(<�))�;!� n
L!�(U

>;�) satisfies HHU(')<HHU(f). If � > 1, then the induction hypothesis directly
yields '2K, so '2P, whence m=L�+1(E!�

' )2E(P). Assume now that �=1, so �=0

and m=E!�
'−1. The induction hypothesis and the inclusion P − 1�P yields '− 12P. If

'− 12L!�(U>;�), then we have m2U so m2K. Otherwise, we have m2E(P) so m2K.
We deduce that f 2K. It follows by induction that U(<�)�K. �

Schmeling showed [35] how to extend derivations, compositions and how to preserve
Taylor expansions to exponential closures of transseries fields. We will extend his results
to the hyperexponential closure as follows:

� Considering the class P of series for which a given operation or property is extended,
we show that

G(P)�P: (4.2)

Monomials in E(P) are log-atomic, so they satisfy a�b()a�b. Combining this
with properties of near-supports and relative near-supports, it is often possible to
prove (4.2) in an easier fashion than by directly proving that U(<�)�P .

� Applying or extending Schmeling's results, we show that ifG�U(<�) is a transserial
subgroup, then we have

G�P =)G(<1)�P:

� Using Lemma 4.10, we conclude that P =U(<�).

5 Extending derivations
In this section, we fix �; � 6On with 0< �6 �, and we write � :=!�. We will see how
to extend derivations when taking the hyperexponential closure of a given field.

5.1 Hyperserial derivations

Definition 5.1. Let (U; �), (V; �) be confluent hyperserial fields of force � with (U;
�)� (V; �). A hyperserial derivation of force � on T is a function @:U−!V with

D1. @:U−!V is strongly linear.
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D2. @(s t)= @(s) t+ s @(t) for all s; t2U.

D3. @(log t)= @(t)

t
for all t2U>.

D4. @(f � s)= @(s)� (f 0 � s) for all f 2L<� and s2U>;�.

Note that hyperserial derivations of force � on U are in particular derivations in the
sense of [35, Definition 4.1.1]. If U; @ are as above, then for all s2U=/ , we write

sy :=
@(s)
s

for the logarithmic derivative of s. Indeed, we have sy= @(log s) whenever s > 0. Notice
that (r s)y= sy and that (s t)y= sy+ ty for all s; t2U=/ and r 2R=/ .

Remark 5.2. On the notation @(f) vs f 0. We sometimes use the notation f 0 instead
of @(s) and and f (k) instead of @k(s). In general, this reflects the distinction of Remark 1.1:
the notation f 0 is favored when we are considering f as a function (through a composition
law) acting on a hyperserial field, whereas @(s) is favored when we are considering s as an
object on which our derivation acts, regardless of how s might be construed as a function.

Consider fixed confluent hyperserial fields (U; �U) and (V; �V) of force �. The axioms
of hyperserial derivations can be checked on the skeleton of (U;�U), as the following shows.

Proposition 5.3. Let @:U−!V be a strongly linear function with

@(logm)=
@(m)
m

for all m2U, and

@(L!� a)= @(a) (`!�
0 �V a) for all 0< �<� and a2U!�.

Then @ is a hyperserial derivation of force �.

Proof. By Proposition 3.5, the conditions D2 and D3 hold for @. We prove by induction
on �<� that we have @(f � s)= @(s) f 0 � s for all f 2L<!� and s2U>;�. Let �<� such
that the result holds strictly below � and write � :=!�. We claim, and we will prove in a
moment, that for �2f0g[f!� : �6 �g and s2U>;�, we have @(` �s)=@(s) `0 �s. Notice
that this is immediate for �=0. For �=1, it follows from D3. Assume that the claim is
true. The chain rule is preserved by composition so we have @(` � s) = @(s) `

0 � s for all
 <!�+1 and s2U>;�. Now let l2L<!�+1 and s2U>;�. We have

@(l � s) = @

 
exp
 X
<!�+1

l `+1 � s
!!

= @

 X
<!�+1

l `+1 � s
!
exp
 X
<!�+1

l `+1 � s
!

(by D3)

= @(s)

 X
<!�+1

l `+1
0 � s

!
l � s

= @(s)

  X
<!�+1

l `+1
0
!
l

!
� s

= @(s) l0 � s:
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We conclude by strong linearity that @(f � s)=@(s) f 0 � s for all f 2L<!�+1 and s2U>;�.
So we may assume that � > 0 and it is enough to prove the claim. Let s 2U>;� and
write a := d�(s) There is � < � such that " := `� � s − `� � a is infinitesimal. We have
s=E�(L�(a) + ") so @(s) = (@(a) `�

0 � a+ @(")) `<� � s by the induction hypothesis. We
deduce that

@(s) `�
0 � s=(@(a) `�

0 � a+ @(")) `�
0

`�
0 � s: (5.1)

Note that `�
0 `�
0 −12L[�;�) so we may consider f := (`�

0 `�
0 −1)"� 2L<�. By the chain rule in

L, we have (`�
"�)0 � `�= 1

`�
0 (`�

"� � `�)0= `�
0

`�
0 , so f =(`�

"�). By HF3, we have

`�
0

`�
0 � s= f � (`� � a+ ")=

`�
0

`�
0 � a+

X
k2N

(`�
"�)(k+1) � `� � a

k!
"k:

Recall that

`� � s= `� � a+
X
k>0

(`�
"�)(k) � `� � a

k!
"k;

by (2.4). For k 2N>, we have (`�
"�)(k)2L<� so we may apply the induction hypothesis at

�; `� � a, and obtain

@((((`�
"�)(k)) � `� � a)= @(`� � a) (`�

"�)(k+1) � `� � a:
Therefore

@(`� � s) = @(`� � a)+
X
k>0

@((((`�
"�)(k)) � `� � a)

k!
"k+ @(")

X
k>0

(`�
"�)(k) � `� � a
(k− 1)! "k−1

= @(a) `�
0 � a+ @(`� � a)

X
k>0

(`�
"�)(k+1) � `� � a

k!
"k+ @(")

X
k=0

(`�
"�)(k+1) � `� � a

k!
"k

= @(a) `�
0 � a+ @(a) `�0 � a

 
`�
0

`�
0 � s−

`�
0

`�
0 � a

!
+ @(")

`�
0

`�
0 � s

= (@(a) `�
0 � a+ @(")) `�

0

`�
0 � s

= @(s) `�
0 � s: (by (5.1))

By induction, this proves D4 for @. �

5.2 H-fields
We are particularly interested in derivations which behave similarly to the derivation of
germs in Hardy fields (see [5]). Thus we rely on the notion of H-field with small derivation
of [1, 4].

Definition 5.4. Let @:U−!U be a hyperserial derivation of force �. We say that (U; @)
is an H-field if we have

H1. @(s)> 0 for all s2U>;�.

We say that the derivation @ is small if it satisfies

H2. @(")� 1 for all "2U�.

If both H1 and H2 hold, then we say that (U; @) is an H-field with small derivation.
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Lemma 5.5. Assume that (U; @) is an H-field. Then we have

i. Ker(@)=R.

ii. For all m; n2U=/ we have m� n=) @(m)� @(n).

iii. For all m; n2U=/ , we have m�� n=)my< ny.

Proof. The assertion ii follows as in the proof of [8, Proposition 64(1)]. We next prove i.
We have @(1) = @(1)2= 2 @(1) by the Leibniz rule, so @(1) = 0. So for r 2R, we have
@(r)= r @(1)=0, whence R�Ker(@). Conversely, let z 2Ker(@) and write z= z�+ r+ z�
where supp z�� 1, r 2R and z�� 1. Assume for contradiction that z�=/ 0. Then by ii,
we have @(z)� @(�z). We have @(j�z j)> 0 by H1, so we deduce that j@(z)j= @(jz j)=/ 0: a
contradiction. So z�=0, whence @(z)= @(z�). Assume for contradiction that z�=/ 0. By
H1, we have @((jz�j)−1)>0 and j@(z�)j=@(jz�j)= @(jz�j)−1

jz�j2
>0: a contradiction. So z�=0,

whence z= r2R. We now prove iii. Let m; n2U� with m�� n. By Lemma 1.30, we have
logm< logn. Since supp logm[ supp log n� 1, we have my= @(logm)< @(log n)= ny. �

In particular, if (U; @) is an H-field according to Definition 5.4, then it is an H-field
according to [1, Definition, p 3].

Example 5.6. The standard derivation 0:L<�−!L<� of [15] is a hyperserial derivation
of force � and (L<�; 0) is an H-field with small derivation [15, Theorem 1.2].

Our goal in this section is to prove the following theorem:

Theorem 5.7. Let � 6On and �6� with �> 0. Let (U; �), (V; �) be hyperserial fields
of force � with (U; �) � (V; �). Let @:U−!V be a hyperserial derivation of force �.
Assume that @ has a good near-support W@. Then @ extends uniquely into a hyperserial
derivation @�:U(<�)−!U(<�) of force �, and W@ is a near-support for @�. Moreover, if
(U; @) is an H-field with small derivation, then so is (U(<�); @�).

5.3 Defining the derivation
Fix (U; �), (V; �), @ and W@ as in Theorem 5.7. We inductively define @� along with the
class D@ of series s 2U(<�) at which it is defined. The induction is on the exponential
height (; �) of s over U. We say that @� is defined at s2U(<�) if

i. s2U. We then set

@�(s) := @(s): (5.2)

ii. s2U(<�), �=1 and log s2D@. We then set

@�(s) := @�(log s) s: (5.3)

iii. s2U(<�), �= �+1 for a � > 0 and s= tm where m2D@ and hsupp t�D@, and the
family (@�(')E!�0 (') log(t')0 � (E!�(')))'2hsuppt is well-based. Then we set

@�(s) :=

 X
'2hsuppt

@�(')E!�
0 (') log(t')0 � (E!�('))

!
sm+ s @�(m): (5.4)

In the case when tm=L(E!�
' ) (i.e m=1 and hsupp t= f'g), we have

@�(L(E!�
' ))= @�(')E!�

0 (') `
0 �E!�('): (5.5)
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iv. s2U(<�)nU(<�) and supps�D@, and the family (@�(m))m2supps is well-based. We
then set

@�(s) :=
X

m2supps
sm@�(m): (5.6)

Proposition 5.8. Let � <� with, set � :=!� and let m2 (U<�)�. We have m2D@()
L�(m)2D@. Moreover, if m2D@ then @�(L�(m))= @�(m) `�0 �m.

Proof. We prove this by induction on EHU(m). Let (; �) :=EHU(m). If (; �) = (0; 0),
then m2U and L�(m)2U and @�(L�(m))= @(L�(m))= @(m) `�0 �m= @�(m) `�

0 �m.
Assume that (; �)>lex(0;0). Then since m is a monomial, we know that �= �+1 is a

successor. Write � :=!�. We have m=E�
' where ' :=L�(m)2 (U<�)�;� and EHU(')< (;

�) . Note that �6 �! by Corollary 4.7.
Assume first that �=1. If �=1, then we have m2D@() '=L1(m)2D@ by ii. By

(5.3) we have @�(m)=@�(')m, whence @�(L1(m))=@�(') `10 �m, if applicable. Recall that
D@ is a group, so D@ − 1=D@. If �=!, then we have m2D@() '2D@() '− 12D@
by iii. If L1(m)=E!

'−12U, then we have '−12U, and m2D@ by ii. Moreover (6.2) yields

@�(L1(m))= @�('− 1)E!0 ('− 1)= @�(')
E!
0 (')

E!
' =

@�(m)

m
= @�(m) `1

0 �m:

If E�
'−12/ U, then E�

'−12D@() '− 12D@()m2D@ by iii. We conclude as above
that @�(L1(m))= @�(m) `10 �m.

If � >!, then we are in case iii and we have m2D@() '2D@()L1(E�
')2D@. We

conclude with (6.4) that @�(L1(m))= @�(m) `10 �m if applicable.
This treats the case when �=1. Assume now that �=! and �=1. We have m2D@()

'2D@ by ii. Since ' is log-atomic, the induction hypothesis yields m2D@()L!(')2D@,
with @�(L!(')) = @�(') `!0 � ' if applicable. We have L!(') =L!(m)− 1 so m2D@()
L!(m)2D@. Moreover, we have

@�(L!(m)) = @�(L!('))= @�(') `!
0 � '

@�(m) = @�(')m if m; '2D@, whence

@�(L!(m))= @�(m)
`!
0 � '
m

= @�(m)
`!
0 � `1
`0

�V m= @�(m) `!
0 �m

if applicable.
In all other cases, the inequality �!6 � implies that � > 1, so we will only deal with

the cases i and iii. Moreover, we have m2D@() '2D@ by iii.
If �= �!, then ' is L<�-atomic. The induction hypothesis yields '2D@()L�(')2

D@, and if applicable. If '2D@, then we have @�(m)=@�(')E�
0 (') by (5.5). Since L�(')=

L�(m)− 1, we obtain

@�(L�(m))= @�(L�('))= @�(') `�
0 � '= @�(m)

`�
0 � `�
`� 0

�m= @�(m) `�
0 �m;

if applicable.
If �= �, then L�(m) = ' so by iii, we have L�(m)2D@()m2D@. If applicable, we

have @�(m)= @�(')E�0 (')= @�(L�(m))
1

`�
0 �m by (5.5), so @�(L�(m))= @�(m) `�0 �m.

If � = � !, then L�(m) =E�
'−1. If E�

'−1 2/ U, then by iii, we have L�(m) 2 D@()
'−12D@()m2D@. If applicable, we have @�(L�(m))=@�('−1) 1

`�
0 � `�

�m=@�(') `�
0

`�
0 �m

and @�(m)=@�(')
1

`�
0 �m by (5.5). Therefore @�(L�(m))=@�(m) `�

0 �m. If E�
'−12U, then

'2U, so '2D@ , so m2D@. We obtain @�(L�(m))=@�(m) `�0 �m by the same arguments.
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If �>�!, then we have L�(m)=L�(E�
'). Since �>!, the series L�(m) occurs in iii, and

we have L�(m)2D@()'2D@()m2D@. If applicable, we have @�(m)=@�(')E�0 (')=
@�(')

1

`�
0 �m and

@�(L�(m))= @�(m)E�
0 (') `�

0 �m= @�(')
`�
0

`�
0 �m= @�(m) `�

0 �m:

This concludes the proof. �

Lemma 5.9. For s; t2D@ with s t2D@, we have @�(s t)= @�(s) t+ s @�(t).

Proof. We have supp s[ supp t[ supps t�D@ by iv. So as in the proof of Proposition 5.3,
by (6.5), it is enough to prove the result for s; t2D@\U(<�). By Proposition 5.8, we have

@�(logm)=
@�(m)

m
for all m2D@ \U(<�). Thus

@�(st)=@�(log(st))st=(@�(logs)+@�(log t))st=
�
@�(s)

s
+
@�(t)

t

�
st=@�(s) t+s@�(t): �

Proposition 5.10. Let G=R[[S]] � (U(<�)) be a transserial subgroup with G� D@.
Then G(<1)�D@.

Proof. This follows from Proposition 3.4. �

5.4 The near-support
We write P@ for the subclass of D@ of series s such that for all n 2 supp s, we have
supp@�(n)� n �V��n �W@. For s2D@, we have s2P@() supp s�P@.

Lemma 5.11. For '2 (U(<�))�\P@, we have E1
'2P@.

Proof. We have @�(E1
') = @�(')E1

' by Proposition 5.8. Let m2 supp @�(E1
'). So there

is a n2 supp@�(') with m= nE1
'. We have n2 p �V��p �W@ for a certain p2 supp '. We

have E1
'� supp '� 1, so p �V��p�V��E1

'

, so m2E1
' �V��E1

'

�W@ as desired. �

Proposition 5.12. We have D@=P@.

Proof. We prove by induction on EHU(s) that 8s 2U(<�); s 2 D@ =) s 2 P@. This is
immediate if EHU(s) = (0; 0) by our hypothesis that W@ is a near-support for @. Let
s2U(<�), set EHU(s) :=(;�) and assume that we have g2P@ for all g2D@ with EHU(g)<

(; �). It is enough to prove that supp s�P@, so we may assume that s is a monomial.
If � = 1, then s=E1

' where ' 2 (U(;0))�, and EHU(')< (; �). We conclude with
Lemma 5.11 that s2P@.

If �= �+1 where �> 0, then s= tm where in particular hsupp t�P@. By Lemma 5.11,
it is enough to prove that supp log s�P@. So it is enough to show that for '2hsupp t and
 <� with !<!�, we have L(E!�

' )2P@. Given such a monomial a :=L(E!�
' ), we have

@�(a) = @�(')E!�
0 (') `

0 �E!�(') by (5.5). Let m2 supp @�(a). So there is n2 supp @�(')
with m= nE!�

0 (') `
0 �E!�('). Write

q :=E!�
0 (')� (`

y �E!�('));

so m= n a q. Note that 1� q��L+1(E!�
' )� a, so q2V��a. The induction hypothesis at

' yields n2p �V��p �W@ for a certain p2 supp '. We have supp '� (L<!�(E!�
' ))−1 since '

is !�-truncated. In particular supp '� (L(E!�
' ))−1= a−1. Moreover '� a, so q p2V��a.

We deduce that m2 a �V��a �W@, so m2P@. This concludes the proof. �
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Lemma 5.13. Assume that @ has a good near-support W@ with @(W@)�R[[W@]]. Then
W@ is a near-support for @k for all k 2N.

Proof. We prove this by induction on k. For k6 1, this is immediate. Let k 2N such
that the result holds at k, let s2U and let m2 supp s(k+1). There is n2 supp s(k) with m2
supp@(n). Now the induction hypothesis yields a pk2U with pk�� ds with n2 (ds pk) �W@.
We deduce by the Leibniz rule that

m 2 (supp@(ds)) � pk �W@ or
m 2 ds � (supp@(pk)) �W@ or

m 2 ds � pk �
 [
w2M@

supp @(w)
!
:

Recall that W@ is a near-support for @. Thus, in the first case, we have

m2 (ds pk) �V��ds �W@
2 � ds �V��ds �W@:

In the second case, we have m2 (dspk) �V��pk �W@
2. We have V��pk�V��ds so m2 (dspk+1) �

W@ as desired. In the third case, we have (
S

w2M@
supp @(w))�W@ so we can conclude

directly. This proves that W@ is a near-support for @k. �

Proposition 5.14. The standard derivation @:L<�−!L<� has a good near-support W@

with @(W@)�R[[W@]].

Proof. Set W@ := (supp @)1= f`
y :  <�g1. For m2W@, we have supp@(m)�m �W@ �

W@, so @(W@)�R[[W@]]. �

5.5 Extending hyperserial derivations

Proposition 5.15. We have E(P@)�P@.

Proof. Since any monomial in E(P@) is atomic, this follows from Lemma 1.36. �

Proposition 5.16. We have (G(P@))(<1)�P@.

Proof. The class P@ is closed under sums so by Proposition 5.15, we have G(P@) �
P@. Lemma 5.9 and Proposition 5.8 imply that @� �G(P@) is a transserial derivation on
G(P@). We deduce by Proposition 5.10 that @� �G(P@) extends uniquely into a transserial
derivation on the field (G(P@))(<1). An easy induction using Proposition 5.8 shows that
this extension coincides with @� on (G(P@))(<1). Therefore (G(P@))(<1)�D@. We conclude
with Proposition 5.12. �

Corollary 5.17. We have P@=U(<�).

Proof. Apply Lemma 4.10. �

Corollary 5.18. The function @�:U(<�)−!V(<�) is a hyperserial derivation of force �
and W@ is a good near-support for @�.

Proof. We already know since U(<�)�P@ that @� is strongly linear on U(<�) with near-
support W@. It satisfies the Leibniz rule by Lemma 5.9. Finally, by Propositions 5.8
and 5.3, it is a hyperserial derivation of force �. �
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Assume that U is an H-field. Let PH denote the subclass of U(<�) of series s with

8m; n2 supp s n f1g;m� n^m� 1 =) @�(m)� @�(n); and (5.7)
s>R =) @�(s)> 0: (5.8)

Note that PH contains U by H1 and Lemma 5.5.

Proposition 5.19. Let G=R[[S]] be a transserial subgroup of U(<�) with S=S−1

and G�PH. We have Gexp�PH.

Proof. Let s2Gexp and m;n2 supp s n f1g with m� 1;n. Note that logm; logn2G�PH.
We have supp logm[ supp log n� 1 so (5.7) for logm and logn yields

@�(m) � @�(�logm)m and
@�(n) � @�(�logn) n:

Assume that n�1. Then logm< logn, so (5.7) for dlogm+dlogn yields @�(�logm)<@�(�logn).
Therefore @�(m)� @�(n). Assume now that n� 1. Set v :=

1

dlogn
. We have v2S by our

hypothesis onS. We claim that @�(v)�@�(n). Indeed, by (5.7) for logn, we have @�(logn)�
@�(dlogn) so @�(v) �

@�(n)

n(logn)2
. We have `1 �� `0 in L<�, so Lemma 2.1 and HF1 yield

log n�� n. We deduce with Corollary 1.31(c) that n (log n)2� n. So n (log n)2� 1, whence
@�(v)� @�(n). Set u := dlogm. We have @�(m) = @�(u)m� @�(u). By (5.7) for u+ v and
since u� 1� v, we have @�(u)� @�(v), whence @�(m)� @�(n). This proves that s sat-
isfies (5.7). We also deduce that @�(s)�@�(�s)=@�(log �s) �s. Since �s> 0 and G3 log �s>
R, we deduce by (5.8) at log �s that @�(s)> 0. So s2PH. �

5.6 Properties of H-field

Theorem 5.20. Assume that (U; @) is an H-field. Then (U(<�); @�) is an H-field with
small derivation.

Proof. Since W@ is small, we have @�(m)��m for all m2U(<�). In particular H2 holds.
We prove by induction on the lexicographic order <lex that for all  2On and �6 �,

we have U(;�)�PH. Let (; �) such that the result holds for all (�;�)<lex (; �). For
s2U(<�), we have s2PH if and only if m+ n2PH for all m; n2 supp s. So PH contains
R[[
S
�<�M�]] whenever �2On and (M�)�<� is an increasing sequence of subsets of U(<�)

with 8�<�;M��PH. So we may assume that � is the successor of some ordinal �. Write
� :=!� and set

S+ :=
[

m2(U(;�))[�]

supp logm;

S− :=
[

m2(U(;�))[�]

(supp logm)−1; and

S := S+[S−:

So R[[S]] is a transserial subgroup of U(<�) with S=S−1. By Proposition 5.19, we may
assume that � > 0 and it is enough to prove that R[[S]]�PH. So let s2R[[S]].

Let m;n2 supps with m;n� 1 and m=/ n. By the induction hypothesis, we may assume
that m 2/ U(;�). So m = L�(E�

') for a certain ' 2 (U(�;�))�;� n L�(U(�;�)
>;�) and a � < �

with �! <�.
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We distinguish two cases. First assume that n 2/ U(;�). So n= L�(E�
 ) for a certain

 2 (U(�;�))�;� n L�(U(�;�)
>;�) and a � < � with � ! < �. We may assume that m� n. By

Lemma 2.10, we have '> or '=  and �> �. So we have �'> � in general. Note that
�'; � 2PH by the induction hypothesis so @�(�')< @�(� ). Moreover, we have

@�(m) � @�(�')� `[�;�) �E�
' and (5.9)

@�(n) � @�(� )� `[�;�) �E�
 :

If '= , then �< � so @�(m)<@�(�')� `[�;�)�E�'�@�(�')� `[�;�)�E� <@�(n). If '> 
then `[�;�) �E�

'� `[�;�) �E�
 by Lemma 2.10, so likewise @�(m)� @�(n).

Now assume that n2U(;�). Set

a := d�(m)=E�
'; (by Lemma 2.10)

b := d�(n)2U(;�) (since U(;�) is confluent)
and  := L�(b):

Note that '=L�(a)2U(;�)n (L�(U(;�)
>;� )) whereas  2L�(U(;�)

>;� ), so '=/  . For sufficiently
large �<�, we have L�(m)−L�(a)� 1 and L�(n)−L�(b)� 1. We deduce by H2 and D4
that

@�(L�(m)) � @�(L�(a))= @�(')� `[�;�) � a and
@�(L�(n)) � @�(L�(b))= @�( )� `[�;�) � b:

Assume that m� n. Lemma 2.10 implies that '>  , so as above we have @�(L�(m))�
@�(�')� `[�;�) � a� @�(� )� `[�;�) � b� @�(L�(n)). We have `�0 �m� `�0 � n so D4 yields

@�(m)�
@�(�')� `[�;�) � a

`�
0 �m �

@�(� )� `[�;�) � b
`�
0 �n � @�(n):

If n�m, then symmetric arguments yield @�(n)�
@�(�')� `[�;�) �b

`�
0 �n � @�(� )� `[�;�) � a

`�
0 �m �@�(n).

Now let n2supps and m2 supps with m�1�n. We need only prove that @�(m)�@�(n)
to conclude that s satisfies (5.7). Set a := d�(m), b := d�(n

−1), and

' := ]�(L�(m))=L�(a) and
 := ]�(L�(n

−1))=L�(b): (by (2.13))

If m2U(;�), then we have d�(m)2U(;�) by confluence, so '2U(;�). If m2/U(;�), then
we have m=L�(E�

') for an ordinal � with �!<�, and a '02 (U(;�))�;�nL�(U(;�)
>;� ), and

then '= '02U(;�). So in any case '2U(;�). Likewise, we have  2U(;�). Let �<� be
large enough, so that L�(m)−L�(a)� 1 and L�(n−1)−L�(b)�1. By H2 and D4, we have

@�(L�(m)) � @�(L�(a))= @�(')� `[�;�) � a and
@�(L�(n

−1)) � @�(L�(b))= @�( )� `[�;�) � b:

Applying D4 and D2 yields

@�(m)=
@�(L�(m))

`�
0 �m � @�(')�

`[�;�) � a
`�
0 �m and

@�(n)=−
@�(L�(n−1)) n2

`�
0 � n−1 � @�( )�

n2 (`(�;�) � b)
`�
0 � n−1 ;
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By (5.7) at d'+
1

d 
2U(;�) and  2U(;�), we have @�(')� @�

�
1

d 

�
� @�(d )

d 
2 � @�( )

 2
. We

have `�0 � n−1� n and `(�;�) � b�L�(n−1)�n−1, so Corollary 1.31(c) yields

n2 (`(�;�) � b)
`�
0 � n−1 � n `(�;�) � b� n� 1

 2
:

It follows that @�(') � @�(n), whence @�(m) � @�(n). This concludes the proof that s
satisfies (5.7).

Assume furthermore that s>R. Note that @�(s)� @�(�s) by (5.7). If ds2U(;�), then
�s 2 PH so @�(�s)> 0. Otherwise we have @�(ds)� @�(�')� `[�;�) �E�

' as in (5.9) for a
certain '2PH \U(<�)

>;� and a certain � 2 (0; �). We deduce that @�(�')> 0, so @�(ds)> 0,
so @�(�s)> 0. Therefore @�(s)> 0. This proves that s2PH. So R[[S]]�PH. By Propo-
sition 5.19, we have (R[[S]])exp�PH where U(;�)� (R[[S]])exp. So this concludes our
inductive proof that U(<�)�PH. In particular H1 holds for (U(<�); @�) by (5.8). �

In order to complete our proof of Theorem 5.7, we must prove the unicity of @�.

Proposition 5.21. The function @� is the only extension of @ into a hyperserial derivation
U(<�)−!V(<�) of force �.

Proof. Let @~ be a right composition U(<�)−!V(<�) which extends @. We claim that
@~=@�, and we prove the result by induction on the exponential height (; �) of s over U.
We have @~= @� on U by definition. Now let s 2U(<�) such that we have @~(g) = @�(g)

for all g 2U(<�) with HHU(g)<HHU(s). By D1, we may assume that s is a monomial.
By D3 and D1, it is enough to prove that @~(m) = @�(m) for all m2 supp log s. Consider
such a monomial m. If � = 1 or � is a limit, then we have HHU(m)<HHU(s), whence
@~(m) = @�(m). Otherwise write � = �+ 1 for a certain � > 0. We have m= L�(E!�

' ) for
certain �<� with � ! <!� and '2 (U(<�))�;!� with HHU(')<HHU(s). The induction
hypothesis yields @~(')=@�('). We deduce with D4 that @~(m)=@�(m). By induction, we
deduce that @~ and @� coincide. �

This concludes the proof of Theorem 5.7.

Corollary 5.22. There is a unique extension of the standard derivation L−!L into a
hyperserial derivation L~ −!L~ of force On. Moreover, (L~ ;+;�; <;4; @~) is an H-field.

Proof. This follows from Theorem 5.7 and [4, Theorem 1.2]. �

5.7 Model theory of (L~ ;+;�; <;�; 0)
The field TLE of logarithmic-exponential transseries of [13, 18] can be realized [9, The-
orem 4.11] as a subfield of (L<!)(<1), hence TLE�L~ . The elementary first order theory
of (TLE;+;�; <;4; @) is studied in [4]. It is in particular model-complete. Consider the
hyperserial derivation @~ of Corollary 5.22 on L~ . We conclude this section by proving that
L~ is an elementary extension of TLE.

Theorem 5.23. The inclusion TLE ,−!L~ is an elementary embedding for the structures
of ordered differential valued fields.
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Proof. By [5, Theorems 15.0.1 and 16.0.1] it suffices to show that L~ is the union of an
increasing family (F�)0<�<On of subfields of well-based series F� :=R[[F�]], where

i. each F� is closed under @~, and

ii. each F� admits an element m� with F���m� and m2 @~(L~ ).
For � 2On with 0>�, we set �� :=!!� and

F� := (L<��)(<!�) �L<�� � e��
`0 �L~:

We claim that F� :=R[[F�]] satisfies the conditions. First note that for f 2L~ , there is
� 2On with � > 0 and f 2 (L<��)(<!�), whence f 2F�. So L~ =

S
0<�<OnF�.

Moreover we have L<�� � e��
`0 � (L<��)(<!�) whenever �>� so the family (F�)0<�<On

is increasing for the inclusion. Let � 2On with � > 0. By D4, we have

@~(L<�� � e��
`0 )� @~(e��

`0 )� @~(L<��) � e��
`0 � (L<�� � e��

`0 )� (L<�� � e��
`0 )�L<�� � e��

`0 :

We deduce that @(L<�� � e��
`0 )�F�. We also have @((L<��)(<!�))� (L<��)(<!�) by The-

orem 5.7. By the Leibniz rule, we deduce that F� is closed under @~.
For m2 (L<��)(<!�) and l2L<��

� , we have m�� l � e��
`0 . Set m� := @~(−(e��

`0 )−1). Since

`0
−1��L, the axiom HF1 yields m�� (e��

`0 )−1��L<�� � e��
`0 . So m��� F�. This concludes

the proof. �

6 Extending compositions
We now look into extending composition laws. Instead of always considering binary laws
�: (f ; g) 7! f � g, it is sometimes more convenient to work with unary right compositions
�g: f 7! f � g for fixed g. Our main goal in this section is to prove the following theorem:

Theorem 6.1. Let � 6On and �6 � with 0< �. Let (U; �U), (V; �V) be hyperserial
fields of force � such that U satisfies Schmeling's axiom T4. Let 4:U−!V be a right
composition and assume that 4 has a good relative near-support W4. There is a unique
right composition

4�:U(<�)−!V(<�)

of force � which extends 4. Moreover W4 is a relative near-support for 4�.

6.1 Right compositions
We fix a �6On and a �6� with �> 0, and we write � :=!�.

Consider two hyperserial fields (U; �U) and (V; �V) of force �. A right composition
U−!V of force � is a function 4:U−!V which satisfies the following properties:

RC1. The function 4:U−!V is a strongly linear morphism of rings.

RC2. For all f 2L<� and s2U>;�, we have 4(f �U s)= f �V (4(s)).

Example 6.2. Consider the field L<!�, seen as a hyperserial field of force �. Now let
(T; �) be any hyperserial field of force �. Then for each s2T>;�, HF1 and HF2 imply
that the function �s:L<�−!T; f 7! f � s is a right composition.

We see that hyperserial embeddings U−!V of force � are simply right compositions
of force � which preserve monomials. Like in the case of hyperserial derivations, the nature
of right composition can be checked on the skeleton of U.
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Proposition 6.3. Right compositions 4:U−!V of force � are strictly increasing.

Proof. Since U is a real-closed field and V is an ordered field, any morphism of rings
U−!V is strictly increasing. �

Proposition 6.4. Let 4:U−!V be a strongly linear function with

4(`!� �U g)=L!�(4(g)) for all � <� and g2U!�.

for all �<� and g2U!�. Then 4 is a right composition of force �.

Proof. Let C denote the class of series f 2L<� with 4(f � g)= f �4(g) for all g2U>;�.
We prove that we have L<!��C by induction on �6�, starting with �=1.

Consider g 2U> and write g= rg dg (1+ "g) where rg 2R> and "g� 1 as in (2.3). We
have 4(g)= rg4(dg) (1+4("g)) where 4("g)� 1, so

log g = log dg+ log rg+
X
k2N

(−1)k
k+1

"g
k+1, and

log4(g) = log4(dg)+ log rg+
X
k2N

(−1)k
k+1

4("g)k+1

= 4(log dg)+ log rg+4
 X
k2N

(−1)k
k+1

"g
k+1

!
= 4(log g):

We deduce that C contains l 2L<� if and only if it contains log l. Note that by strong
linearity of4, the classC is closed under sums of well-based families. Moreover, for f ;h2C
with h>R, we have f �h2C. So we need only prove that we have `!�2C for all �<𝛎. Let
�>0 such that this holds for all �< �. So L<!��C by the previous arguments. Let g2T>;�

and write g := d!�(g). By (2.4), there is  <!� such that the number " := ` �U g− ` �U g
is infinitesimal, with

`!� �U g= `!� �U g+
X
k>0

(`!�
")(k) �U ` �U g

k!
"k:

Note that for k 2N>, we have (`!�
")(k)2L<!��C. Moreover, we have

` �V4(g)− ` �V4(g)=4(` �U g− ` �U g)=4(")� 1:

We deduce that

`!� �V4(g) = `!� �V4(g)+
X
k>0

(`!�
")(k) �V ` �V4(g)

k!
4(")k:

= 4(`!� �U g)+4

 X
k>0

(`!�
")(k) �U ` �U g

k!
"k

!
= 4(`!� �U g):

We conclude by induction that C=L<�. �

Corollary 6.5. Let 4:U−!V be a strongly linear function with

4(logm) = log4(m) for all m2U, and
4(L!�(a)) = L!�(4(a)) for all 0< � <� and a2U!�.
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Then 4 is a right composition of force �.

Corollary 6.6. The notions of hyperserial embeddings of [7, Definition 3.4] and Defini-
tion 2.2 coincide.

6.2 Extending right compositions
Fix (U;�U), (V;�V),4 and W4 as in Theorem 6.1. As in Section 5.3, we inductively define
4� along with the class D4 of series s2U(<�) at which 4� is defined. For s2U(<�) with
HHU(s) :=(; �), we say that 4� is defined at s if

i. s2U. Then we set

4�(s) :=4(s): (6.1)

ii. s2U(<�), �=1 and log s2D4. Then we set

4�(s)= exp(4�(log s))2V(<�): (6.2)

iii. s2U(<�), �= �+1 for a certain � > 0 and s= tm where m2D4, hsupp t�D4 and
the family (log(t') �V (4�(E!�

' )))'2hsuppt is well-based. Then we set

4�(s) := exp
 X
'2hsuppt

log(t') �V (E!�(4�(')))

!
4�(m)2V(<�): (6.3)

A simple computation in the case when t m=L(E!�
' ) yields

4�(L(E!�
' ))=L(E!�(4�('))): (6.4)

iv. s2/ U(<�), supp s�D4 and the family (4�(m))m2supps is well-based. Then we set

4�(s) :=
X

m2supps
sm4�(m): (6.5)

This definition is warranted by induction on HHU(s). The existence in Theorem 6.1 reduces
to the identity D4=U(<�). From iii. above, it follows that D4 is a subgroup of U(<�)

which contains U. We first justify that D4 is closed under various operations.

Proposition 6.7. Let � <�, set � :=!� and let m2 (U<�)� or m2U if �=1. We have
m2D4()L�(m)2D4. Moreover, if m2D4 then 4�(L�(m))=L�(4�(m)).

Proof. We proceed by induction on HHU(m). Let (; �) :=HHU(m). If (; �) = (0; 0),
then m2U and L�(m)2U and 4�(L�(m))=4(L�(m))=L�(4(m))=L�(4�(m)).

Assume that (0;0)<lex(; �) and that the result holds for monomials with exponential
height <lex(; �) over U. Since m is a monomial, we know that �= �+ 1 is a successor.
Write � := !�. We have m=E�

' where ' := L�(m) 2 (U<�)�;� and HHU(')<lex (; �).
Note that �6 �! by Corollary 4.7. There will be many cases to consider.

Assume first that �=1. If �=1, then we have m2D4() '=L1(m)2D4 by ii. By
(6.2) we have 4�(m)=E1(4�(')), whence 4�(L1(m))=L1(4�(m)), if applicable. Recall
that D4 is a group, so D4− 1 =D4. If � = !, then we have m 2 D4() ' 2D4()
'−12D4 by iii. If L1(m)=E�

'−12U, then we have '−12U, and m2D4 by ii. Moreover
(6.2) yields 4�(m)=E1(4(L1(m))), so 4(L1(m))=L1(4�(m)). We obtain 4�(L1(m))=

4(L1(m))=L1(4�(m)) by (6.1). If E�
'−12/U, then E�

'−12D4()'−12D4()m2D4
by iii. Moreover, we have 4�(L1(m))=L1(4�(m)) by (6.4) if applicable.
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If � >!, then we are in case iii and we have m2D4() '2D4()L1E�
'2D4. We

conclude with (6.4) that 4�(L1(m))=L1(4�(m)) if applicable.
This treats the case when �= 1. Assume now that �= ! and � = 1. We have m 2

D4() '2D4 by ii. Since ' is log-atomic, the induction hypothesis yields m2D4()
L!(')2D4, with 4�(L!(')) =L!(4�(')) if applicable. We have L!(')=L!(m)− 1 so
m2D4()L!(m)2D4, and 4�(L!(m))=L!(4�(m)) if applicable.

In all other cases, the inequality �!6 � implies that � > 1, so we will only deal with
the cases i and iii. Moreover, we have m2D4() '2D4 by iii.

If �= �!, then ' is L<�-atomic. The induction hypothesis yields '2D4()L�(')2
D4, and if applicable. Since L�(') =L�(m)− 1, we obtain (4�(L�(m))) =L�(4�(m)) if
applicable.

If �= �, then L�(m)= ' so by iii, we have L�(m)2D4()m2D4. If applicable, we
have 4�(L�(m))=L�(4�(m)) by (6.4).

If � = � !, then L�(m) =E�
'−1. If E�

'−1 2/ U, then by iii, we have L�(m) 2D4()
' − 1 2 D4() m 2 D4. If applicable, we have 4�(L�(m)) = L�(4�(m)) by (6.4). If
E�
'−12U, then '2U, so '2D4, so m2D4. We have 4�(L�(m))=L�(4�(m)) by (6.1)

and (6.4).
If � >�!, then we have L�(m) =L�E�

'. Since �> !, the series L�(m) occurs in iii,
and we have L�(m) 2D4() '2D4()m2D4. If applicable, we have 4�(L�(m)) =
L�(4�(m)) by (6.4). This concludes the inductive proof. �

Lemma 6.8. For s; t2D4 with s t2D4, we have 4�(s t)=4�(s)4�(t).

Proof. We have supp s[ supp t[ supp s t�D4 by iv, so by (6.5), it is enough to prove
the result for s; t2D4\U(<�). In that case we have log(s); log(t); log(s t)2D4 and

4�(log s) = log4�(s);

4�(log t) = log4�(s); and
4�(log(s t)) = log4�(s t);

by Proposition 6.7. Therefore

4�(s t) = exp(4�(log(s t)))
= exp(4�(log s)+4�(log t))
= exp(4�(log s)) exp(4�(log t))
= 4�(s)4�(t):

This concludes the proof. �

By Proposition 3.7, we have:

Proposition 6.9. Let G be a transserial subgroup of U(<�) with G�D4. Then G(<1)�
D4.

6.3 The relative near-support
Let P4 denote the subclass of series s2D4 such that for all m2 supp s, we have

supp4�(m)� d4�(m) �V
��4�(m) �W4:

So our hypothesis that W4 is a relative near-support for 4 translates as the inclusion U�
P4. We will prove that D4=P4=U(<�).
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Lemma 6.10. Let �2 (0;�), set � :=!� and let '2P4\ (U(<�))�;�. There are a �0< �

and an n0<! such that L!�n(E�
')2P4 whenever � 2 [�0; �) and n2 [n0; !).

Proof. By (2.14), there are a �0< � and an n02N> such that the series " :=4�(')−
]�(4�(')) satisfies "� (L!�0(n0−1)(E�(4�('))))

−1. Let �<� and n2Nwith !�n>!�0n0.
We write � :=!�n, �− :=!� (n−1) and � := ]�(4�(')). Write a :=L�(E�

'). We have "�
(L�(E�(4�('))))

−1. By Proposition 6.7, we have a family (t�;k)k2N as in (2.8, 2.9) with

4�(a)=
X
k2N

t�;k �VE��
k!

"k:

In particular d4�(a)=L�(E�
�). Let m2 supp4�(a). We have m= qk �V E�� � n for certain

k 2N, qk2 supp t�;k and for a certain n2 supp "k. Set vk= qk �V E�
�

L�(E�
�)
, so that m= d4�(a)vk n.

In order to conclude, we must prove that vk n2V��4�(a) �W4.
By Lemma 2.8, we have 1� vk��L�+1(E��), so vk2V��4�(a). We now turn to n. We

have supp "� supp4�('), so since '2P4, there are n1; : : : ; nk2 dsupp4�(') with

n2 (n1 � � � nk) �V��n1 � � �V��n1 �W4
k =(n1 � � � nk) �V��n1 � � �V��n1 �W4:

Consider m2f1; : :: ; kg. We have nm2dsupp4�(') where ' is �-truncated. We deduce that
nm� (L<�(E�(4�('))))

−1, so nm� (L<�E��)−1. We also have nm4dsupp4�(')�L<�(E�
�).

Thus in total
L� (E�

�)−1�nm�L�(E�
�):

In other words V��nm�V��4�(a). We deduce that vk �V��n1 � � �V��nk�V��4�(a), so

vk n2V��4�(a) �W4

This concludes the proof. �

Lemma 6.11. Let '2P4\ (U(<�))�;1. We have E1
'2P4.

Proof. Write4�(')=4�(')�+r+4�(')� where supp4�(')��1, r2R and4�(')��
1. By Proposition 6.7, we have

4�(E1
')= exp(4�('))= exp(r) exp(4�(')�)

 X
k2N

1
k!
(4�(')�)

k

!
: (6.6)

Note that exp(41(')�) = d4�(E1
'). Let v 2 supp4�(E1

'). So there is k 2N such that
v= d4�(E1

')m for a certain m2 supp (4�(')�)
k. Let m1; : : : ;mk2 supp4�(') with m1; : : : ;

mk� 1 and m=m1 � � � mk. By the induction hypothesis, for each i 2 f1; : : : ; kg, there is
ni 2 supp ' with mi 2 d4�(ni) �V

��4�(ni) �W4. Since supp '� 1 we have ni�� e' for all
i2f1; : : : ; kg. We deduce that we have d4�(ni) �V

��4�(ni)�V��4�(E1
') for all i2f1; : : : ; kg.

Thus m2 d4�(E1
') �V��4�(E1

') �W4. This concludes the proof. �

Corollary 6.12. Let � < � and let '2P4\ (U(<�))�;!�. We have E!�
' 2P4.

Proof. We prove the result by induction on �. The case �= 0 is done in Lemma 6.11.
Let � < � with � > 0 such that the result holds for all � < �, set � := !� and let ' 2
P4\ (U(<�))�;�. By Lemma 6.10, there are � < � and n2N with L!�n(E�

')2P4. Note
that for k 2f0; : : : ; ng, the series L!�k(E�

') is an infinite monomial, so it is !�-truncated.
By the induction hypothesis, we deduce that E!�n(L!�k(E�

'))=E�
'2P4, hence the result

by induction. �
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Proposition 6.13. Let �<� and let '2P4\ (U(<�))�;!�. For <!�, we have L(E!�
' )2

P4.

Proof. We prove this by induction on �. The case �=0 is vacuously true by Lemma 6.11.
Let � < � with � > 0 such that the result holds for all � < �, set � := !� and let ' 2
P4\ (U(<�))�;� and <�. Write � :=� if � is a limit, and � :=!� if �= �+1. Considering
'−m2P4 for a certain m with  = �m+  0 with  0< �, we may assume that  ! <�.
Consider by Lemma 6.10 a � < � and a n 2N> with  := L!�n(E�

') 2 P4. Choosing �
large enough, we have  <!� by the previous argument. We have  2P4\ (U(<�))�;!�,
so E!�(n−1)

 2P4\ (U(<�))�;!� by Corollary 6.12. So by the induction hypothesis, we have

L

�
E!�
E!�(n−1)
 �

=L(E�
')2P4:

This concludes the proof. �

6.4 The extension theorem for right compositions

Proposition 6.14. We have E(P4)�P4.

Proof. Since each monomial in E(P4) is atomic, this follows from Lemma 1.37. �

Proposition 6.15. We have (G(P4))(<1)�P4.

Proof. By Proposition 6.14, we have E(P4) � P4, hence G(P4) � P4. We obtain
(G(P4))(<1)�D4 by Proposition 6.9. An easy induction using Proposition 6.13 shows
that (G(P4))(<1)�P4. �

Corollary 6.16. We have P4=U(<�).

Proof. Apply Lemma 4.10. �

Corollary 6.17. The function 4�:U(<�)−!V(<�) is a right composition of force � and
W4 is a good relative near-support for 4�.

Proof. We already know since U(<�)� P4 that 4� is strongly linear on U(<�) with
relative near-supportW4. It is a ring morphism by Lemma 6.8. Finally, by Propositions 6.7
and 6.4, it is a hyperserial composition of force �. �

In order to complete our proof of Theorem 6.1, we must prove the unicity of 4�.

Proposition 6.18. The extension of 4 to U(<�) is unique.

Proof. Let O be a right composition U(<�)−!V(<�) which extends 4. We claim that
O=4�, and we prove the result by induction on the hyperexponential height (; �) of
s over U. We have O=4� on U by definition. Now let s 2U(<�) such that we have
O(g)=4�(g) for all g 2U(<�) with HHU(g)<lex (; �). By RC1, we may assume that s
is a monomial. By RC2, it is enough to prove that O(m) =4�(m) for all m2 supp log s.
Consider such a monomial m. If �=1 or � is a limit, then we have HHU(m)<lex (; �),
whence O(m)=4�(m). Otherwise write �= �+1 for a certain �> 0. We have m=L�(E!�

' )
for certain �<� with �!<!� and '2 (U(<�))�;!� with HHU(')<lex(; �). The induction
hypothesis yields O(')=4�('). We deduce with RC2 that O(m)=4�(m). By induction,
we deduce that O and 4� coincide. �
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6.5 Hyperserial composition laws
Let (U; �U), (T; �T) and (V; �V) be confluent hyperserial fields of force �. A hyperserial
composition law �:U�T>;�−!V of force � is a function such that for each s 2T>;�,
the function

�s:U−!V; f 7! f � s
is a right composition of force �. The function �s is called the right composition with s.

Example 6.19. By HF1 and HF2, the law �U:L<��U>;�−!U is a hyperserial com-
position of force �. If (U; �U)� (V; �V), then we have a trivial composition law

U�T>;�−!V; (f ; s) 7! f ;

all of whose right compositions are the inclusion U ,!V.

Remark 6.20. We do not ask that hyperserial composition laws be associative with
respect to an eventual internal composition lawU�U>;�−!U. Indeed, studying the right
context for that would take us beyond the scope of this paper. However we will see that such
an extended associativity follows immediately in the case when U=L~ . Some additional
properties of hyperserial compositions laws pertaining to the structure of hyperserial field
on T are considered in Section 7 and 8.

As immediate corollaries of Theorem 6.1, we have:

Corollary 6.21. Let �6On with 0< �6�. If each �s for s2T>;� has a good relative
near-support, then � extends uniquely into a hyperserial composition U(<�)�T>;�−!
V(<�) of force �.

Corollary 6.22. Let �6On with 0<�6� and let (T;�T) be a confluent hyperserial field
of force �. There is a unique extension of �T into a hyperserial composition (L<�)(<�)�
T>;�−!T(<�) of force �.

Corollary 6.23. There is a unique extension of the standard composition L�L~ >;�−!L~

into a hyperserial composition law �:L~ �L~ >;�−!L~ of force On. Moreover, for all f 2L~
and g; h2L~ >;�, we have f � (g �h)= (f � g) �h.

Proof. The existence and unicity of � follows from Corollary 6.22. Given �2L~ >;�, let 4�

denote the right composition L~ −!L~ with �. Let g;h2L~ >;� be fixed. By RC2 for 4h, we
have4g�h�L=(4h�4g)�L. So4g�h and4h�4g are both right compositions of forceOn
which extend 4g�h �L. From the unicity in Theorem 6.1, we deduce that 4g�h=4h �4g,
i.e. f � (g �h)= (f � g) �h for all f 2L~ . �

We next see that right compositions on subfields of L~ really are right compositions ��
with certain positive infinite series �, with respect to a suited hyperserial composition law �.

Lemma 6.24. The atomic elements of L<�g are `0 if � is a limit and the series `!�n and
e!�n
`0 for all n2N if �= �+1 is a successor.

Proof. By [7, Theorem 3.16 and 4.1], the atomic elements of L<� are `0 if � is a limit,
and and the series `!�n for all n2N if � = � +1 is a successor. If � is a limit, then by
Proposition 4.3, there is no atomic element in L<�g nL<�.

Assume that �= �+1 is a successor. If (T;�) is a confluent hyperserial field of force �,
then by [7, Remark 8.23], the atomic elements of T(�) are those of the form a=E!�

b where
b2T(;�) is atomic. For � < �, the atomic elements of T(�) are those of T. It follows by
induction according to Definition 4.1 that the atomic elements of L<�g are the series E!�n

b

where b2L<� is atomic and n2N. �
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Proposition 6.25. Assume that (U; �U) be a confluent hyperserial subfield of L<�g of
force � and that (V; �V) is a confluent hyperserial field of force (� ; �). Then there is a
hyperserial composition law �:U�V>;�−!V of force � such that each right composition
4:U−!V of force � is a right composition �� with a unique � 2V>;�.

Proof. By Corollary 6.22, the hyperserial composition �V: L<� �V>;�−!V extends
uniquely into a hyperserial composition law (�V)�:L<�g �V>;�−!V of force � which
restricts to a hyperserial composition law �:U�V>;�−!V of force �. Consider a right
composition 4:U−!V of force �. Likewise 4 extends uniquely into a right composition
4�:U(<�)−!V(<�). We claim that U(<�)=L<�g . Indeed, we have U(<�)�L<�g since

U�L<�g . Now let a2U be atomic. As a consequence of Lemma 6.24, there is a  < �
with a=` or a=e

`0. We deduce that `02U(<�), so L<�=L<��`0�U(<�), so L<�g �U(<�)

as claimed. For f 2L<��U(<�), we have

4�(f)=4(f �U `0)= f �V4(`0)

by RC2. Thus 4� �L<� is the right composition L<�−!V by 4�(`0). We deduce by
the unicity in Theorem 6.1 that 4 is the right composition (4 �L<�)�:L<�g −!V(<�) by
4�(`0) restricted to U. �

In this setting, hyperserial embeddings U−!V of force � are right compositions with
L<!�-atomic series. The converse is not true. Indeed, consider L<!2 as a hyperserial field
of force 1. So `1 is atomic in L<!2. But the right composition L<!2−!L<!2 with `1 is not
a hyperserial embedding of force 2 since `! � `1= `!− 1 is not a monomial.

Remark 6.26. Consider in particular the case when U=V�L<�g . Proposition 6.25 shows
that there is a natural bijective correspondence between right compositions U−!U and
series in U>;�. There are two obstructions to generalizing this to any confluent hyperserial
field U.

The first one is that there might not be a way to define a hyperserial composition law
U�U>;�−!U if one wants this right composition to have additional properties such
as Taylor expansions with respect to a given hyperserial derivation (which the trivial
composition doesn't have). Yet there always exists a right composition U−!U which is
the identity.

The second one is that there may be non-isomorphic (in the expected sense) hyperserial
composition laws �i:U�U>;�−!U for i 2 f0; 1g, each one yielding its own �sheave� of
right compositions �si; s2U>;�. We expect that this will be the case for surreal numbers.

6.6 The chain rule
Let (U;�U), (T;�T) and (V;�V) be confluent hyperserial fields of force � with (T;�T)� (V;
�V). Let �:U�T>;�−!V be a composition law of force � with U �T>;��V. Let @V:
V−!V and 0:U−!U be hyperserial derivations of force � on. We say that a series f 2U
satisfies the chain rule if for all s2T>;�, we have

CR. @V(f � s)= @V(s)� f 0 � s:

Assume that each f (k); k2N satisfies the chain rule and let s2T>;�. For (n; k)2N, write

Xn;k := fv 2 (N>)n : jv j= v[1]+ � � �+ v[n]= kg:

Then for k 2N, we have Faà di Bruno's formula

(f � s)(k)
k!

=
X
n2N

X
v2Xn;k

f (n) � s
n!

@V

v[1](s)

v[1]!
� � � @V

v[n](s)

v[n]!
(6.7)
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Theorem 6.27. Let (U; �U), (T; �T) and (V; �V) be confluent hyperserial fields of force
� with (T; �T)� (V; �V). Let �:U(<�)�T>;�−!V(<�) be a composition law of force �
with U �T>;��V. Assume that there are hyperserial derivations @V and 0 of force � on
V(<�) and U(<�) respectively with @V(V)�V and U0�U. If each f 2U satisfies the chain
rule, then each f 2U(<�) satisfies the chain rule.

Proof. We prove the result by induction on HHU(f). Write (; �) :=HHU(f) and assume
that the result holds for all g 2U(<�) with HHU(g) <lex (; �). We may assume that
(; �)>lex (0; 0). Since 0 is a hyperserial derivation of force � > 0, it satisfies (exp(g))0=
g 0 exp(g) for all g2 log(U>), so it is enough to prove the result for log f . Since 0 is strongly
linear, we may assume that log f is a monomial. So �= �+1 for a certain ordinal � and
log f =L�+1(E!�

' ) for certain '2 (U(<�))�;!� with HHU(')< (; �) and a � with �!<!�.
It follows that

@V((log f) � s) = @V((`�+1 � e!�) �V ('� s)) (by RC2 for �s)
= @V(' � s)� (`�+1 � e!�)0 �V (' � s) (by D4 for @V)
= @V(s)� (`�+1 � e!�)0 �V ('� s)� '0 � s (by CR for ')
= @V(s)� ((`�+1 � e!�)0 � ') � s� '0 � s (by RC2 for �s)
= @V(s)� (log f)0 � s: (by D4 for 0)

We conclude by induction that every f 2U(<�) satisfies the chain rule. �

Corollary 6.28. Let (T; �) be a confluent hyperserial field of force �, let @:T−!T
be a hyperserial derivation of force � and assume that each f 2L<� satisfies the chain
rule. Write �: (L<�)(<�)�T>;�−!T for the unique extension of � into a hyperserial
composition of force �. Then we have

@(f � g)= @(g)� f 0 � g

for all f 2 (L<�)(<�) and g 2 (L<�)(<�)
>;� .

6.7 Large supports and monomial values

Let U=R[[U]], V=R[[V]] be confluent hyperserial fields of force � and let � 2V. Let 4:
U−!V be a right composition of force � with a good relative near-support W4 and let
@:U−!U be a hyperserial derivation of force � with a f1g as a good near-support.

Let m2U. In Section 7, we will see that in certain cases, Taylor expansions determine
how 4(m) may decompose as a series. In the opposite direction, we now give a criterion
for 4(m) to be a monomial.

Given � 2V, we consider the following condition on a subclass W�V:

8w2W; 9m2 (supp �)�;w��m: (6.8)

So (6.8) states that (supp �)� has no strict ��-upper bound in W. Note that (6.8) is
preserved under products as well as under the operation W 7!W1.

Theorem 6.29. Assume that W4 satisfies ( 6.8) with respect to �. Then for all m2U, if
supp ��� 4(n)

4(n0) for all n2 supp logm, then we have 4(m)2V.
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Proof. Let m2U and write ' := logm. Assume that supp ��� 4(n)
4(@(n)) for all n2 supp '.

Let q2 supp4('). So
q2 d4(n) �V��4(n) �w

for a certain n 2 supp ' and a certain w 2W4. Since f1g is a near-support for @, we
have supp@(n)

d@(n)
�� d@(n). We obtain 4(n)

4(@(n)) ��4(n) by Proposition 6.3 and RC1, whence

(supp �)� ��4(n). By (6.8), we have w ��4(n). Therefore w ��4(n), so q �4(n)
by Corollary-1.31(c). It follows that supp4(') � 1. We deduce that 4(m) =4(e') =
exp(4('))2V. �

Proposition 6.30. Let T=R[[M]] be a confluent hyperserial field of force � and let
s2T>;�. The right composition �s:L<�−!T with s admits a good relative support W� ;s

which satisfies

a) ( 6.8) with respect to s.

b)
�
supp s�[ supps

ds

�
�W� ;s.

c) W� ;ds�W� ;s�W� ;ds � (supp s�)1 �
�
supps
ds

�1
.

Proof. We will construct such a relative support W� ;s for each �6� by induction. First
assume that � = 0 and let s 2T>;�. By [7, Lemma 5.1], we can set W0;s := (supp "s [
supp s�)1 where "s := (s− �s) �s−1� 1. For m2 supp "s, there is n2 supp s with m=

n

ds
, so

m��n or m��ds by Corollary 1.31(a). We deduce that W0;s satisfies (6.8), whereas c holds
by definition.

Assume that the result holds for all for all � <�, for all confluent hyperserial fields U
of force � and s2U>;�. For all � < � and n <!, we will prove the following additional
statement by induction on !�n:

8t2T>;�;8n2 suppL!�n(t);9m2 supp t; n��m; (6.9)

as well
That is, (6.9) states that supp t has no strict ��-upper bound in suppL!�n(t). Note

that if � is an ordinal such that (6.9) holds for !�, then it holds for !� n for all n2N>

by transitivity of ��. So considering � <� such that the result holds for all !�n for � < �
and n2N>, it is enough to prove that (6.9) holds for !�. We first assume that �=0. Let
t2T>;�. In view of (2.3), we have

suppL1(t)� (supp `1 � dt)[ (supp "t)1;

where "t=
t− �t
�t

. As above supp t has no strict ��-upper bound in (supp "t)1. By HF1,
HF7 and Lemma 2.1, we have 1� supp `1 � dt�� dt so likewise supp t has no strict ��-
upper bound in supp `1 � dt. This proves (6.9) in this case. Assume now that � > 0 and
let t2T>;�. Recall that there are a � < � and an n2N> such that setting �=!�n and
� :=L�(d!�(t))−L�(t), we have �� 1 and

L!�(t)=L!�(d!�(t))+
X
k>0

(`!�
"�)(k) � (L�(d!�(t)))

k!
�k:

We have suppL!�(d!�(t))� (L<!�(t))−1 by HF7. In particular suppL!�(d!�(t)) has no
strict ��-upper bound in supp t. For k 2N>, we have

supp ((`!�
"�)(k) � (L�(d!�(t))))�W � d!�(t)
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where W := (`!�
"�)(k)� `� is a well-based subset of L[�;!�) [7, Lemma 5.9]. Since L(d!�(t))�

L(t)�� t for all  2 [�;!�) and d!�(t) is L<!�-atomic, the set supp t has no strict ��-upper
bound in L[�;!�) �d!�(t). Finally, we have supp �� suppL�(t) so the induction hypothesis
on � implies that supp t has no strict ��-upper bound in supp �. This concludes the proof
of (6.9).

Now let s 2T>;�. As in [7, Proposition 5.11], there are � < �, n < ! with "s :=
L!�n(s)−L!�n(d�(s))� 1, such that

W� ;s :=

 Y
k<n

W�;L!�k(s)

!
� (supp ")1

contains the relative support for �s on L<�. By our induction hypothesis on � each
suppL!�k(s) for k < n has no strict ��-upper bound in W�;L!�k(s)

. Hence by (6.9), nei-
ther has supp s. By (6.9), the set supp s has no strict ��-upper bound in (supp ")1.
We deduce that W� ;s satisfies (6.8). Note that W�;s�W� ;s so b holds for W� ;s. It remains
to show that c holds for W� ;s. Note that the same �, n and " can be chosen for ds, yielding

W� ;ds=

 Y
k<n

W�;L!�k(ds)

!
� (supp ")1:

So

W� ;s �
 Y
k<n

W�;dL!�k(s)

!
�
�
(supp s�)1 �

�
supp s
ds

�1�
� (supp ")1 (by c at �)

�
 Y
k<n

W�;dL!�k(s)

!
�W� ;ds � (supp s�)1 �

�
supp s
ds

�1
�
 Y
k<n

W�;L!�k(ds)

!
�W� ;ds � (supp s�)1 �

�
supp s
ds

�1
(by c at �)

� W� ;ds � (supp s�)1 �
�
supp s
ds

�1
:

Thus c holds at �. This concludes the proof. �

We will call the class Ws :=W� ;s obtained in the proof the canonical relative support
for �s. We finally note the following property which is required in extending our results to
the case of surreal numbers.

Proposition 6.31. For s; � 2T>;� with �P s, we have W� �Ws.

Proof. We have d�= ds and supp� � supp s, so Proposition 6.30(c) for W� gives

W� ;� � W� ;d� � (supp��)1 �
�
supp�
d�

�1
� W� ;ds � (supp s�)1 �

�
supp s
ds

�1
� W� ;s � (supp s�)1 �

�
supp s
ds

�1
� W� ;s;

as desired. �
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7 Taylor expansions

Our goal in this section is to study the existence of Taylor expansions of hyperseries
around a series. We fix �6On and �6� with 0<�. Let (U;�U), (T;�T) and (V;�V) be
confluent hyperserial fields of force � such that (T; �T)� (V; �V) and (L<�; �)� (V; �V).
Let �:U�T>;�−!V be a composition law of force �. We also assume that there is a
hyperserial derivation

@:U−!U; f 7! f 0

of force � which extends the standard derivation 0:L<�−!L<�, and assume that @ has
a near-support W@�� `0. Finally, assume that (@;�) satisfies the chain rule. Given f 2U,
s 2T>;� and � 2T, we study conditions under which f � (s+ �) is given by the Taylor

series
P

k2N
f (k) � s
k!

zk at �. That is, we want to find conditions under which the family

((f (k) � s) "k)k2N is well-based, with

f � (g+ ")=
X
k2N

f (k) � s
k!

�k:

The existence of such expansions is a crucial feature of the local behavior of transseries
and hyperseries. Our main result regarding these expansions, which for technical reasons
will be proved in the next section, is the following:

Theorem (Corollary 8.3). Consider the field L~ equipped with the derivation of Corol-
lary 5.22 and the composition law of Corollary 6.23. For all f ; � 2L~ and g 2L~ >;� with
�� g and (my � g) �� 1 for all m2 supp f, the family ((f (k) � g) �k)k2N is well-based, with

f � (g+ �)=
X
k2N

f (k) � g
k!

�k:

This means that the function Af: h 7! f � h is analytic on L~ >;�, with Af
(n)

=Af(n) for
all n2N and

Conv(Af)g�f"2L~ : "� g ^ (8m2 supp f ; ((my � g) �� 1))g (7.1)

for all g2L~ >;�. The convergence domain (7.1) is optimal in that for �<Conv(Af)g, there
is a monomial m2 supp f for which the family ((m(k) � g) �k)k2N is not well-based. There
are various known results about Taylor expansions in fields of transseries. The history of
these result is less linear than one might think, so we feel it is appropriate to briefly discuss
those results in chronological order:

� Ecalle [18, 4.1.26bis] considered Taylor expansions of grid-based transseries or log-
arithmic-exponential transseries. His propositions for the domains of convergence
are sometimes too small to be used appropriately (see [17, (6.32)]).

� Van den Dries, Macintyre and Marker [17, (6.8)-(4)] showed that logarithmic-expo-
nential transseries in TLE have Taylor expansions of non-optimal radius.

� Schmeling [35, Section 6] showed that transseries in L<!g act on hyperserial fields
of force (1; 1) and have Taylor expansions with optimal radius. Unfortunately, his
proof is incomplete.

� Van der Hoeven [27, Proposition 5.11(c)] showed that the theorem above is valid in
the field of grid-based transseries.
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� Berarducci and Mantova defined a composition law �:L<!g �No>R−!No on the
class No of surreal numbers [9, Theorem 6.3] and showed [9, Theorem 7.5] that a
transseries f 2L<!g has a Taylor expansion

f � (�+ �)=
X
k2N

f (k) � �
k!

�k

at every � 2No>;� for small enough (but undetermined) � 2No depending on f
and a.

� Van den Dries, van der Hoeven and Kaplan [15, Proposition 8.1] showed that the
theorem above is valid in logarithmic hyperseries, for which the condition (my �
g) �� 1 for all m2 supp f is redundant with �� g whenever f 2/R.

� With van der Hoeven, we defined [6, Theorem 1.1] a composition law �: L �
No>;�−!No for which (No; �) is a hyperexponentially closed confluent hyper-
serial field. In particular the composition law �: L�No>;�−!No satisfies the
same Taylor expansion property as that of �:L�L>;�−!L.

7.1 Taylor series
We require a few results on Taylor series in the context of fields of well-based series.
Generally speaking, we will call Taylor series power series of the form

P
k2N

4(f(k))
k!

zk

where 4:U−!V is a strongly linear morphism of ordered rings.

Lemma 7.1. Let m2U. We either have m�� `0 and then suppm0�� `0, or m�� `0 and
then suppm0 −̀am.

Proof. We have suppm0�m �V��m �W@. Assume that m�� `0. Then V��m�� `0 so then
supp m0 �� `0. Assume that m �� `0. Then W@ �� m so suppm0

m
�� m, whence in partic-

ular suppm0 −̀am. �

We next adapt Schmeling's arguments in [35, Section 6.1.3] in order to prove that Taylor
series converge in certain cases.

Proposition 7.2. Let 4:U−!V be a strongly linear morphism of ordered rings. Let
f 2U and "2V with "�4(`0) and 4(m0) "�4(m) for all m2 supp f. Set

X := f(m;m) :m2U^m2N^4(m0) "�4(m)g:

Consider the ordering on X given by

(m;m)<X (n; n)()4(m) "m�4(n) "n:

Then the function #:X−!P(U�N) given by

#(m;m) := f(n;m+1) : n2 supp @(m)g

is a strictly extensive choice operator.

Proof. We first prove that # is a choice operator. Let (m; m) 2X and let n 2 suppm0.

If m�� `0, then we have n�� `0 by Lemma 7.1. It follows that @(n)

n
4 `0. We deduce since

"�4(`0) that4(@(n))"�4(n), so (n;m+1)2X. If m�� `0, then Lemma 7.1 yields n −̀am,

whence n0

n
� m0

m
. We deduce since 4(m0) "�4(m) that 4(n0) ��4(n), so (n;m+1)2X.

We next prove that # is strictly extensive. Let (m;m+1)2X and let n2 suppm0. We
have 4(m0) "�4(m) and n4m0 so 4(n) "m+1�4(m) "m, i.e. (n;m+1)<X (m;m). �
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Corollary 7.3. If 4, f and " are as in Proposition 7.2 above, then we have

4(f)�4(f 0) "�4(f 00) "2� � � �:

Corollary 7.4. If 4, f and " are as in Proposition 7.2 above and if moreover the family
(4(f (k)) "k)k2N is well-based, thenX

k>m

4(f (k))
k!

"k� 4(f
(m))

m!
"m

for all m2N.

Proof. This follows from Corollary 7.3. �

Theorem 7.5. Let 4:U−!V be a strongly linear morphism of ordered rings. Let f 2V
and "2V with "�4(`0) and 4(m0)"�4(m) for all m2 supp f. Assume that 4 preserves
monomials and that

4(m)0=4(`0)4(m0) (7.2)

for all m2 supp f. Then the family (4(m(k)))m2suppf ;k2N is well-based.

Proof. By Proposition 1.7, we may assume that "=d" is a monomial. Consider the strictly
extensive choice operator # on (X; <X) as in Proposition 7.2. We will prove that # is
Noetherian. So given a Noetherian subset Y �X, we want to prove that the set

Z := fx :9y; (y 2Y ^ x2#(y))g�X

is Noetherian. We have Z=f(n;m+1):9m2U;(m;n)2Y ^n2suppm0g. Let (ni;mi+1)i2N
be a sequence in Z, and let (mi; mi)i2N be a sequence in Y with ni 2 supp mi

0 for all
i2N. For each i2N, we have 4(mi)2V, whence by Noetherianity of Y , we may assume
that the family of monomials (4(mi) d"

mi)i2N is well-based. By strong linearity of @, so
is ((4(mi) d"

mi)0)i2N. By (7.2), the family (4(`0) (4(mi
0 � s) d"

mi)i2N) is the sum of the
families ((4(mi) d"

mi)0)i2N and (−d"
ymi4(mi) d"

mi)i2N, so it is well-based. Therefore the
family (4(mi

0) d"
mi)i2N is also well-based. In particular, there are i; j 2N with i < j and

4(ni) d"
mi �4(nj) d"

mj, whence 4(ni) "mi+1 �4(nj) "mj+1, that is, (ni; mi + 1) >X (nj ;
mj+1). This proves that Z is Noetherian.

By Theorem 1.42, we deduce that the family (xk)(x0; : : : ;xk)2#+(suppf�f0g) is Noetherian.
Writing xk=(xi;1; k)2V�N for all (x0; : : : ; xk)2#+(supp f �f0g), this means that the
family (4(xk;1)d"k)(x0; : : : ;xk)2#+(suppf�f0g) is well-based. For m2 supp f and k2N, we have

4(m(k)) d"
k=
X
i6k

X
(x0; : : : ;xk)2#+(f(m;0)g)

4(xk;1) d"k:

We deduce that (4(m(k)) "k)m2suppf ;k2N is well-based. �

Theorem 7.6. Let 4:V−!V be a strongly linear morphism of ordered rings. Let f 2V
and "2V with "�4(`0) and 4(m0)"�4(m) for all m2supp f. Assume that 4 is bijective
and that 4(m)0=4(`0)4(m0) for all m2 supp f. Then the family (4(m(k))"k)m2suppf ;k2N
is well-based.

Proof. Note that the functional inverse 4inv of 4 is an R-linear morphism or ordered
rings. So setting � :=4inv("), we have m0 ��m for all m2 supp f . Applying Theorem 7.5
to (idV; f ; �), we obtain that (m(k) �k)m2suppf ;k2N is well-based. By strong linearity of 4,
so is (4(m(k)) "k)m2suppf ;k2N. �
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7.2 Properties of Taylor series
We will use Taylor series in two ways: in order to define composition laws and to study the
local behavior of hyperseries as functions.

Proposition 7.7. Let � 6On with � > 0. Let U be a confluent hyperserial field of force
�, and let @:U−!U be a hyperserial derivation of force �. Let W be a transserial subfield
of U with a total exponential and with L!�(a)2W for all �<� and a2W\U!�. Assume
that W is closed under @. Let 4:W−!V be a transserial right composition with

4(L!�(a))=L!�(4(a)) (7.3)

for all �<� and a2W\U!�.
Let �<�, a2W\U!� and "2V such that the family (4(a(k))"k)k2N is well-based with

8k > 0;4(a)�4(a(k)) "k: (7.4)

Then the family (4((L!� a)(k)) "k)k2N is well-based, with

L!�

 X
k2N

4(a(k))
k!

"k

!
=
X
k2N

4((L!�(a))(k))
k!

"k:

Proof. We may assume that "=/ 0. By Proposition 1.23, the function A:V4"−!V given
for �4 " by

A(�) :=
X
k2N

4(a(k))
k!

�k

is analytic on V4". Our goal is to show that L!�(A("))=P~(") where

P :=
X
k2N

4((L!�(a))(k))
k!

zk2V[[z]]:

The function L!� is analytic at 4(a) with Conv(L!�)4(a)=V�4(a). For n2N and k > 0,
we set

Xn;k := fv 2 (N>)n : jv j := v[1]+ � � �+ v[n]= kg and

ck;n :=
X

v2Xn;k

`!�
(n) �4(a)

n!

4
(
a
(v[1])

�
v[1]!

� � � 4
(
a
(v[n])

�
v[n]!

:

The monomial group of V is densely ordered. Furthermore we have A(�)−4(a)�4(a) by
(7.4), so may apply Proposition 1.26 and see that L!� �A is analytic on V4". Moreover,
the family (ck;n "k)n2N;k>0 is well-based, with

L!� �A(")=L!�(4(a))+
X

n2N;k>0
cn;k "

k: (7.5)

So by Lemma 1.2, the family (
P

n2N ck;n "
k)k>0 is well-based, andX

n2N;k>0
cn;k "

k=
X
k>0

 X
n2N

ck;n

!
"k:

Since L!�(4(a)) =4(L!�(a)) and in view of (7.5), it suffices to show that
P

n2N ck;n=
(L!�(a))

(k)

k!
for all k > 0.
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By iterating (7.3), we have 4(L(a))=L(4(a)) for all  <!�. Note that each `!�
(n) for

n>0 lies in L<!�. Since 4 is a transserial right composition, we deduce that 4
(
`!�
(n)�a

�
=

`!�
(n)�4(a) for all n2N. Note that each `!�

(k)
; k2N satisfies the chain rule at a, so (6.7) yields

(L!�(a))
(k)

k!
=
X
n2N

X
v2Xn;k

`!�
(n) � a
n!

a(v[1])

v[1]!
� � � a

(v[n])

v[n]!
:

Therefore

4((L!�(a))(k))
k!

=
X
n2N

X
v2Xn;k

`!�
(n) �4(a)

n!

4
(
a
(v[1])

�
v[1]!

� � � 4
(
a
(v[n])

�
v[n]!

=
X
n2N

cn;k:

This concludes the proof. �

7.3 Taylor expansions

Let � 6On with � > 0 and write � :=!�. Let (U; �U), (T; �T) and (V; �V) be confluent
hyperserial fields of force � with (T; �T) � (V; �V) and (U; �U) � (V; �V). Let �:U�
T>;�−!V be a composition law of force �. Let @:V−!V; f 7! f 0 be a derivation of force
� with @(U)�U, such that (U; @) is an H-field, and which satisfies the chain rule

8f 2U; 8t2T>;�; (f � t)0= t 0 f 0 � t:

Definition 7.8. Let s2T>;� and f 2U. We say that f has a Taylor expansion at s
(with respect to (�; @)) if the following holds:

TE. If � 2T satisfies �� s and (m0 � s) ��m � s for all m2 supp f, then the family
((f (k) � s) �k)k2N is well-based, with

f � (s+ �)=
X
k2N

f (k) � s
k!

�k:

We say that f has Taylor expansions with respect to (@;�) if it has a Taylor expansion
at each s2T>;� with respect to (@; �). We say that (�; @) has Taylor expansions if each
f 2U has Taylor expansions with respect to (�; @).

Remark 7.9. Assume that f satisfies TE at s2T>;� and that the setn
m � s
m0 � s :m2 supp f n f1g

o
is not �-coinitial in V=/ . This is for instance the case in L~ or No. Then we have

f 0 � s= lim
"!0

f � (s+ ")− f � s
"

:

So f 0 is determined by the composition law.

Lemma 7.10. Let � < � and  <!� :=�. Defining t;k as in (2.8, 2.9), we have

t;k �E�(s)= (` � e�
`0)(k) � s

for all k 2N and s2T>;�.
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Proof. The result holds trivially for k=0 and by the chain rule for @ for k=1. Note that
@ is a hyperserial derivation of force �, that t;k2L<�, and (e�

`0)0= t;1�e�
`0= t;1� e�

`0. We
deduce by induction that for all k > 1, we have

(` � e�
`0)(k+1) � s = (t;1 � e�

`0� t;k0 � e�
`0) � s

= (t;k+1 � e�
`0) � s

= t;k+1 �E�(s);

hence the result. �

Proposition 7.11. Let � < �, write � := !� and let � <�. Let '2U�;� and s 2T>;�

such that ' has Taylor expansions at s. Then L�E�
' has Taylor expansions at s.

Proof. We first assume that �=1, so �=0. Write n :=E1
'. Let � 2T with �� s and

�� n � s
n0 � s =

1
'0 � s:

Let m2 supp '. We have m4 ' so m04 '0 by Lemma 5.5(ii). Since supp '< 1, we deduce
that 1

'0 � s 4
1

m0 � s 4
m� s
m0 � s . By TE, the function T>;� −!V; t 7! ' � t is analytic at s

and ' � (s + �) − ' � s 4 � ('0 � s) � 1. Now the exponential is analytic at ' � s with
Conv(exp)'�s=V�. It follows with Proposition 1.26 and (2.6) that A: t 7!n � t is analytic
at s with

n � (s+ �)= exp(' � s)+
X
k>0

ck �
k;

where

ck=
X
n2N

X
v2Xn;k

(E1
' � s)
n!

'
(v[1]) � s
v[1]!

� � � '
(v[n]) � s
v[n]!

:

Now by (6.7), we have ck=
(E1

')(k)

k!
for all k 2N. So ((n(k) � s) �k)k2N is well-based with

n � (s+ �)=
X
k2N

n(k) � s
k!

:

Assume now that �> 0. Since @ is a hyperserial derivation of force �, we have

(L�(E�
'))0= '0 (e�

0 � ') ((`�0 � e�) � ')= '0� `[�;�) �E�
':

Let "� s with "� L�(E�
') � s

(L�(E�
'))0 � s . Let m2 supp '. We have (`(�;�) �E�

')−1�m because ' is
truncated. So

m
m0
< m
'0
< 1

(`(�;�) �E�
') '0

=
L�(E�

')

(L�(E�
'))0

:

We deduce that "� m� s
m0 � s for each m2 supp '. So we have ' � (s+ ")= ' � s+ � where

� :=
X
k>0

'(k) � s
k!

"k:

Corollary 7.4 yields �4 " ('0 � s)� (`(�;�)�E�
')� s. We deduce with (2.10) that the family

((`� � e�)(k)�V ('� s) �k)k2N is well-based. We conclude again with Proposition 1.26, (6.7)
and Lemma 7.10. �
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Lemma 7.12. Assume that (�; @) has Taylor expansions. For each f 2U, the relation

s�f t() (8m2 supp f ; (m0 � t) (t− s)�m � t)

is an equivalence relation on T>;�.

Proof. If f = 0 then the relation is trivial. We assume that f =/ 0. The relation �f is
clearly reflexive. We next prove that it is symmetric. Let s; t2T>;�, assume that s�f t
and let m2 supp f . We have

m � t−m � s = m � (t+(s− t))−m � s

=
X
k>0

m(k) � t
k!

(s− t)k

� (m0 � t) (s− t) (by Corollary 7.4)
� m � t:

So m � t�m � s. We have m0��m so the same applies to m0, yielding m0 � t�m0 � s. We
deduce that t�f s, so the relation is symmetric. Now consider s0; s1; s22T>;� with s0�f s1
and s1�f s2. In particular, we have

m � s0
m0 � s0

� m � s1
m0 � s1

� m � s2
m0 � s2

for all m2 supp f n f1g.
For m2 supp f nf1g, we have s2−s0=(s2−s1)+(s1−s0) where s2−s1; s1−s0� m� s2

m0 � s2
,

so s2− s0� m� s2
m0 � s2

. We deduce that s0�f s2. Therefore �f is an equivalence relation. �

7.4 The extension theorem for Taylor expansions
We now prove the following result:

Theorem 7.13. Let � 6On and �6� with 0< �. Let (U; �U), (T; �T) and (V; �V) be
confluent hyperserial fields of force � with (T; �T)� (V; �V) and (L<�; �)� (U; �U)� (V;
�V). Let �:U(<�)�T>;�−!V(<�) be a composition law of force �. Let @:V(<�)−!V(<�);

f 7! f 0 be a derivation of force � with @(U(<�)) �U(<�), which extends the standard
derivation on L<�, and satisfies the chain rule

8f 2U(<�); 8t2T>;�; @(f � t)= @(t) @(f) � t:

Assume that @ has a near-support W@ with W@�� `0. Let s2T>;� such that �s satisfies
one of the two following conditions:

a) �s preserves monomials, or

b) �s extends into a strongly linear and bijective morphism or ordered rings V−!V.

If (� � (U�T>;�); @ �U) has Taylor expansions at s, then so does (�; @).

We fix �, �, (U; �U), (T; �T), (V; �V), @, � and s as in the statement of Theorem 7.13.
For all f 2U(<�) and k 2N, we write f (k) := @k(f). We consider the class P@;�;s of
series f 2U(<�) that have Taylor expansions at s with respect to (@; �). We will prove
that P@;�;s=U(<�).

Proposition 7.14. For f 2U(<�), we have supp f �P@;�;s=) f 2P@;�;s.
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Proof. Let "� s with "� m� s
m0 � s for all m2 supp f n f1g. By Theorem 7.5 if the condition

Theorem 7.13(a) holds, or Theorem 7.6 if the condition Theorem 7.13(b) holds, the family
((m(k) � s) "k)k2N^m2suppf is well-based. For m 2 supp f , our hypothesis that m� P@;�
implies that m � (s+ ")=

P
k2N

m(k) � s
k!

"k. Moreover, we have

f � (s+ �)=
X

m2suppf
fmm � (s+ ") and f (k) � s=

X
m2suppf

fmm(k) � s

for all k 2N. We deduce with Lemma 1.2 that f � (s+ ") =
P

k2N
f(k) � s
k!

"k. Thus f 2
P@;�;s. �

Proposition 7.15. Let G � U(<�) be a transserial subgroup with G � P@;�. We
have G(<1)�P@;�;s.

Proof. By Proposition 7.14 and by induction on  in G(<1)=
S
2OnG() it is enough to

prove that each monomial in Gexp lies in P@;�;s. This follows from Proposition 7.11. �

Proposition 7.16. Let � < � with �> 0 and set � :=!�. Let � <� and let '2P@;�;s\
(U(<�))�;�. We have L�(E�

')2P@;�;s.

Proof. This follows from Proposition 7.11. �

Proposition 7.17. We have E(P@;�;s)�P@;�;s.

Proof. This is a direct consequence of Propositions 7.14 and 7.16. �

Proposition 7.18. We have (G(P@;�;s))(<1)�P@;�;s.

Proof. By Proposition 7.17, we have G(P@;�;s)�P@;�;s, whence (G@;�;s)(<1)�P@;�;s by
Proposition 7.15. �

Corollary 7.19. We have P@;�;s=U(<�).

Proof. Apply Lemma 4.10. �

This proves Theorem 7.13.

8 Finitely nested hyperseries as an ordered group

We now focus on the class L~ >;� of positive infinite finitely nested hyperseries. We will
show that it is a group under composition, and then that it is a linearly ordered group for
the ordering < on L~ . This last result amounts to proving that each function L~ >;�−!L~ ;
g 7! f � g for fixed f 2L~ is either constant or strictly monotonous. We will proceed by
proving that this property is preserved under the hyperexponential closure in certain cases.
Throughout this section, we fix a �6On with � > 0.

Definition 8.1. Let U and V be hyperserial fields of force � with U�V, let �:U�
V>;�−!V be a hyperserial composition of force � and let f 2U. We say that f acts as
a strictly increasing function on V>;� if we have

8s; t2V>;�; s < t=) f � s< f � t:
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8.1 Functional inverses

Theorem 8.2. Let � be a non-zero limit ordinal. Then (G(�); �; `0) is a group. As a
consequence (L~ >;�; �; `0) is a group.

Proof. Fix an ordinal �2 (0; �), an n2N> and set � :=!�. Consider the subgroup

N(�) := fm2 (L<�!)(<�+1) :m�� `0g

of (L<�!)(<�+1). We also write S(�) :=R[[N(�)]]. Recall that W@ := f`
y :  2Ong1 is a

good near-support for the derivation L~ −!L~ , with W@�� `0. So for m2N(�), we have

supp @(m)�m �L~��m �W@�� `0:

It follows since @((L<�!)(<�+1))� (L<�!)(<�+1) that @(S(�))�S(�). We also have S(�)�
`�n�S(�) since `�n is L<�!-atomic.

Let "2S(�) with "� 1 and write 4n;" for the restriction to S(�) of the right composi-
tion L~ −!L~ with `�n+". Let f 2S(�) and m2 supp f nf1g. We have m�� `0, so my4 `0−1,
whence "� 1� m� `�n

m0 � `�n
. By Theorem 7.13(a), we have 4n;"=	n;�+Hn;" where

Hn;":S(�)−!L~ ; f 7!
X
k>0

f (k) � `�n
k!

"k;

and 	n;� is the right-composition with `�n restricted to S(�). Write �n;� for the right
composition with e�n

`0 on L~ . The function Hn;" is strongly linear with Hn;"(f)�	n;�(f)
for all f 2S(�), so �n;��Hn;" is strongly linear with (�n;��Hn;")(f)� f for all f 2S(�).
Furthermore, the inclusion @(S(�))�S(�) yields (�n;� �Hn;")(S(�))�S(�).

By Corollary 1.47, the function

In;":S(�)−!S(�); g 7!
X
k2N

(−1)k (�n;� �Hn;")
�k(g)

is well-defined, with (idS(�)+�n;� �Hn;") � In;"(g)= g for all g 2S(�). We deduce that

((�n;� � In;")(g)) � (`�n+ ")= g

for all g2S(�). In particular, the number (�n;�� In;")(`0)2S(�) is a left-inverse of `�n+"
in (L~ >;�; �).

Now let f 2G(�). Considering a sufficiently large non-zero ordinal � < �, we claim
that f 2S(�) � e!�

`0 . Indeed take �= �+1 where f 2 (L<!�)(<�). Then supp f �� e!�
`0 , so

since `!� is atomic in (L<!�)(<�), we get supp f � `!��� `0. This proves the claim. The
series e!�

`0 has an inverse `!� in G(�), so it suffices to show that g := f � `!�2S(�) has an
inverse inG(�). Write again �=!�. We have g2 (L<!�+1)(<�+1) so by Lemma 6.24, there
are m; p2N> with `�m � g= `�p+ " for a certain "� 1. We have

supp "� supp `�m � g� (L�p!) �L~ ��`�n �Wg

where Wg is the canonical relative near-support for the right composition with g. For all
w2Wg, there is a m2 supp g� with w��m. In particular Wg �N(�), so " 2S(�). We
deduce that there is an h2S(�) with h � (`�m � g) =!. We have (g � (h � `�m)) � g= g so
g � (h � `�m) = `0 by injectivity of �g. Thus h � `�m2S(�)�G(�) is the inverse of g. We
deduce since L~ >;�=

S
�2OnLim>

G(�) that (L~ >;�; �; `0) is also a group. �
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We will write f inv for the inverse of a series f in (L~ >;�; �). We can now apply The-
orem 7.13(b) to each right composition L~ −!L~ with a series s2L~ >;�. We thus have

Corollary 8.3. The hyperserial derivation L~ −!L~ of Corollary 5.22 and the hyperserial
composition law L~ �L~ >;�−!L~ of Corollary 6.23 have Taylor expansions.

Given � 2OnLim> , write G(�) :=
S
�<� (L<!�)(<�)

>;� . Note that G(�) is closed under �.
We will show that (G(�); �; `0) is a group.

8.2 The approximate mean value inequality
We rely on the following weakened mean value inequality for differentiable real-valued
functions. The link between monotonicity and this sort of inequality was suggested to us
by Vincenzo Mantova who also gave us the proof of Lemma 8.8 below.

Definition 8.4. Let U and V be hyperserial fields of force � with U�V and let �:
U�V>;�−!V be a hyperserial composition of force �. Let @:V−!V be a hyperserial
derivation of force �. Given s; t2V>;� with s< t, consider the following statement for a
series f 2U>;�:

amvi. (f 0 � s) (t− s)4 f � t− f � s4 (f 0 � t) (t− s).
We say that f satisfies the asymptotic mean value inequality (or amvi) at (s; t) if
amvi holds for (f ; s; t). We say that f satisfies the amvi if it satisfies the amvi at all
(s; t)2 (V>;�)2 with s< t.

Lemma 8.5. Assume that each f 2U satisfies the chain rule. Let s; t2V>;� with s< t.
Let f ; g 2U>;� with f � g 2U>;�. If g satisfies the amvi at (s; t), if g � s< g � t and if f
satisfies the amvi at (g � s; g � t), then f � g satisfies the amvi at (s; t).

Proof. We have (f � g) � t− (f � g) � s
t− s =

f � (g � t)− f � (g � s)
g � t− g � s � g � t− g � s

t− s . Our hypotheses yield

f 0 � (g � t)� g 0 � t4 (f � g) � t− (f � g) � s
t− s 4 f 0 � (g � t)� g 0 � t:

The chain rule (f � g)0= g 0� f 0 � g yields the result. �

Lemma 8.6. We consider the hyperserial composition law �:L<�g �V>;�−!V(<�) of
force � given by Corollary 6.22. Let � < � and let  < � with  < !�. The series a :=

` � e!�
`0 2L<�g satisfies the amvi.

Proof. We prove the result by induction on �. For �=0, we have =0, so a=e`0. Thus
in view of Proposition 2.7, the amvi for a is a consequence of the mean value theorem
for exp and the fact that exp is strictly increasing. Assume that �> 0 and that the result
holds for all � < �. In particular, by Lemma 8.5, each `�� e!�n

`0 for � < �, n<! and �<!�

satisfies the amvi.
Let s; t2V>;� with s< t. We distinguish two cases. First assume that ]!�(t)= ]!�(s).

Thus there is a � < !� with t− s� 1

L�(E�(t))
. We may choose � >  with � = !� n for

certain � < � and n<!. Write b := `� � e�
`0 and c := ` � e�

`0, so a= c � b. By our previous
arguments, the series c satisfies the amvi at b � s; b � t. So Lemma 8.5 yields

(a0 � s) (t− s)4 a � t− a � s4 (a0 � t) (t− s):
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Now assume that ]!�(s)=/ ]!�(t). So d!�(E!�(s))<d!�(E!�(t)) whence in particular a�s�
a � t. Thus a � t− a � s� a � t4 (a0 � t) (t− s). We have a0 � t� a � t� a � s� a0 � s and
a0 � t� t�� t− s, so a0 � t� (a0 � s) (t− s), so a � t− a � s< (a0 � s) (t− s).

Thus a satisfies the amvi. The result follows by induction. �

8.3 Monotonicity and exponential extensions
Let (U; �U) and (V; �V) be confluent hyperserial fields of force � with (U; �U)� (V; �V).
Let �:U�V>;�−!V be a composition law of force �. Let 0:U−!U be a derivation of
force � such that

� (U; 0) is an H-field with small derivation.

� f1g is a positive near-support for 0.

� (�; 0) has Taylor expansions.

� (�; 0) satisfies the chain rule.

Given s; t2V>;� with s< t, write P%;s;t
>;� for the class of positive infinite series f 2U>;�

which satisfy the amvi at (s; t), as well as:

f � t > f � s and
f � t− f � s � �f � t− �f � s:

Write

P%;s;t :=P%;s;t
>;� [ (UnU>;�)

and

P% :=
\
s<t

P%;s;t:

Proposition 8.7. Let s; t2V>;� with s<t. Let S be a subclass of U�\P%;s;t. We have
R[[S]]�P%;s;t.

Proof. Let f 2R[[S]] with f >R. We claim that

f � t− f � s� �f � t− �f � s: (8.1)

Assume for a moment that (8.1) holds. Since �f>R and �f 2P%;s;t, we have f � t− f �s>0.
Moreover since (U; @) is an H-field, we have f 0� �f0, so the amvi for �f yields

f 0 � s� �f0 � s4
f � t− f � s

t− s � �f � t− �f � s
t− s 4 �f0 � t� f 0 � t:

Thus it suffices to prove our claim.
Assume first that there is a term � in f with � � �f and � 0� t< �f0�s. Then �f0� t��f0�s,

which implies since �f
0 has Taylor expansions that t−s< �f

0 � s
�f
00 � s . Since f1g is a positive near

support for @ and (U; @) is an H-field, we have my� (m0)y for all m2U�. So we also have
t− s< �f � s

�f
0 � s . For m2 (supp f n fdfg), we have �f � t− �f � s< (t− s) �f0 � s< �f � s. Recall

that m acts as a strictly increasing function on V>;�, so m � t−m � s4m � t. We deduce
since � is an equivalence relation that

�f � t− �f � s< �f � t� � � t< � � t− � � s:

So f � t− f � s� �f � t− �f � s.
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Assume now that � 0 � t� �f0 � s for all terms � 2 term f with � � �f. Since

m � t−m � s
t− s 4m0 � t� �f0 � s4

�f � t− �f � s
t− s

for all m2 (supp f n fdfg), we deduce that f � t− f � s
t− s � �f � t− �f � s

t− s , whence f � t− f � s�
�f � t− �f � s. �

The following proof is from Vincenzo Mantova.

Lemma 8.8. Let s; t2V>;� with s< t and let G�U be a transserial subgroup such that
each f 2G�> satisfies f � s< f � t. Then for all f 2 (G(<1))�

> and s; t2V>;� with s< t, we
have

f � t− f � s� �f � t− �f � s:

In particular, each f 2 (G(<1))�
> acts as a strictly increasing function on V>;�.

Proof. We prove by induction on EHG(f). Consider s; t 2T>;� with s < t and let f 2
(G(<1))�

> such that for all g 2 (G(<1))�
> with EHG(g)< EHG(f), we have g � t− g � s�

�g � t− �g� s and g � t> g �s. If f 2G, then also supp f �G�
>. So for m2 supp f nfdf g and

r2R>, we have (�f− rm)� t> (�f −rm)�s. We deduce that (�f � t− �f �s)� (m� t−m�s)
so f � t− f � s� �f � t− �f � s. Thus we may assume that f 2/G.

Consider m2 supp f with m� df. Write ' := logm and '0 := log df , so '; '0− ' 2
(G(<1))�

>. Our assumption that f 2/ G gives EHG(');EHG('0− ')<EHG(f), so ('0−
') � t > ('0− ') � s and '� t− ' � s> 0 so

'0 � t− '0 � s> ' � t− ' � s> 0:

This yields exp('0 � t− '0 � s)− 1> exp(' � t− ' � s)− 1> 0, whence

exp('0 � t− '0 � s)− 1< exp(' � t− ' � s)− 1: (8.2)

We also have

e'0 � s� e' � s: (8.3)

Multiplying (8.2) and (8.3), we obtain

e'0 � t− e'0 � s� e' � t− e' � s:

We deduce that f � t− f � s� �f � t− �f � s. Moreover since '0� t> '0� s acts as a strictly
increasing function, we have �f � t− �f � s> 0, whence f � t− f � s> 0. �

Proposition 8.9. Let s; t2V>;� with s< t. If S�U is a subclass with S�P%;s;t and
logS�R[[S]] (that is, if R[[S]] is a transserial subgroup), then (R[[S]])(<1)�P%;�.

Proof. Write G :=R[[S\U�]], so G�P%;s;t by Proposition 8.7. Note that (R[[S]])(<1)=
G(<1). We first prove that (G(<1))��P%;� by induction on the hyperexponential height.
Let f 2 (G(<1))� nG such that any g 2 (G(<1))� with EHG(g)< EHG(f) lies in P%;�
and let s; t 2V>;� with s < t. We may assume that f > 0. By Lemma 8.8, we have
f � t− f � s� �f � t− �f � s. Now EHG(log df)<lexEHG(f), so by the induction hypothesis
log df satisfies the amvi. We deduce with Lemmas 8.5 and 8.6 that df satisfies the amvi,
so (df

0 � s) (t− s)4 df � t− df � s4 (df0 � t) (t− s). Therefore (f 0 � s) (t− s)4 f � t− f � s4
(f 0� t) (t−s), i.e. f satisfies the amvi. The result for all f 2 (G(<1))� follows by induction.
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Now let f 2G(<1) and write f = f�+ r + f� where f� 2 (G(<1))�, r 2R and f� is
infinitesimal. We may assume that r=0 and that f�> 0. Let m2 supp f�. We claim that
m � s−m � t4 (m0 � s) (t− s).

By our previous arguments, we have m−1 2 P%, so m � s >m � t. Assume first that
t− s� m� s

m0 � s . So by TE and Corollary 7.4, we have m � t−m � s� (m0 � s) (t− s), hence
the result. Assume now that t− s< m� s

m0 � s . Assume for contradiction that m � t�m � s.
So m−1 � t�m−1 � s, that is, m−1 � t−m−1 � s�m−1 � s. Now the amvi for m−1 yields
m−1 � t−m−1 � s< ((m−1)0 � s) (t− s). We deduce that ((m−1)0 � s) (t− s)�m−1 � s, i.e.

t− s� m−1 � s
(m−1)0 � s �

m � s
m0 � s : a contradiction.

Therefore m � t�m � s. We have m � s >m � t > 0 so m � t−m � s�m � s4 (m0 � s) (t− s)
by our assumption on t− s.

Since m� 1 and (U; 0) is an H-field with small derivation, we have m0� 1, so m � t−
m � s� t− s. On the other hand, we have f� � t− f� � s< (f 0 � s) (t− s) where f 0� f � 1
as a consequence of Lemma 8.15. In particular f� � t− f� � s� t− s� f� � t− f� � s, so
f � t− f � s� f� � t− f� � s. Since f�2P%;�, we deduce that f 2P%;�. This concludes
the proof. �

8.4 The extension theorem for monotonicity
We now to prove the following theorem:

Theorem 8.10. Let (U; �U) and (V; �V) be confluent hyperserial fields of forces � and
(� ;�) respectively, with (U; �U)� (V; �V). Let �:U~ �V>;�−!V be a composition law of
force �. Let 0:U~ −!U~ be a derivation of force � such that

� (U~ ; 0) is an H-field with small derivation.

� f1g is a positive near-support for 0.

� (�; 0) has Taylor expansions.
� (�; 0) satisfies the chain rule.

Let s; t2V>;� with s<t and U�P%;s;t where P%;s;t is as in Section 8.3. Then U~ �P%;s;t.

We fix (U; �U), (V; �V), 0, � and s; t as in the statement of Theorem 8.10.

Lemma 8.11. We have E(P%;s;t)�P%;s;t.

Proof. By Proposition 8.7 and since E(P%;s;t)�U~�, it is enough to show that E(P%;s;t)\
U�P%;s;t. Let a := L�(E�

') be such a monomial, with ' 2U~�;� \ P%;s;t and � ! < �.
Lemmas 8.6 and 8.5 imply that a satisfies the amvi at (s; t). We have a � t > a � s since
L� �E� is strictly increasing. So a2P%;s;t. �

Proposition 8.12. We have (G(P%;s;t))(<1)�P%;s;t.

Proof. By Proposition 8.9, it is enough to prove that G(P%;s;t)�P%;s;t. But this follows
from Proposition 8.9 and Lemma 8.11. �

Proposition 8.13. We have U~ =P%;s;t.

Proof. Apply Lemma 4.10. �
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This proves Theorem 8.10.

8.5 Monotonicity and right compositions with atomic elements
Let (U; �U) and (V; �V) be confluent hyperserial fields of force On and (On;On) respec-
tively with

(L; �)� (U; �U)� (V; �V):

Let �:U~ �V>;�−!V be a hyperserial composition of force On. Let 0:U~ −!U~ be a
hyperserial derivation of force On extending the standard derivation on L, and such that
(U; 0) is an H-field with small derivation. Assume that (�; 0) has Taylor expansions and
satisfies the chain rule.

We fix an increasing union (U�)0<�<On where each U� is a hyperserial subfield of U of
force �, and a sequence (a�)0<�<On2V such that

� each a� for 0<�<On is L<!�-atomic and the right composition U−!V; f 7! f �a�
preserves monomials,

� for each � <On with � > 0, the function s 7! a� � s:V>;�−!V>;� is a strictly
increasing bijection,

� for each 0<� <On, each f 2U�
>;� � a� satisfies the amvi

� the set f1g is a positive near-support for 0 on U� � a�.
Moreover, we assume that

U~ =
[

0<�<On
(U�)(<�): (8.4)

We write S� :=U� � a� for all � 2On. So S� is a confluent hyperserial subfield of U� of
force �.

Lemma 8.14. For � 2On with � > 0, we have (U�)(<�) � a�=(S�)(<�).

Proof. On the one hand, the right composition �a�:U�−!S� preserves monomials, so it
is a hyperserial embedding of force �. Furthermore this function is bijective by definition.
Thus by the initial property of the closure under hyperexponentials, it extends uniquely
into a bijective hyperserial embedding �: (U�)(<�)−! (S�)(<�) of force �.

On the other hand, by Theorem 6.1, there is a unique right composition �a�e : (U�)(<�)−!
(S�)(<�) of force � which extends �a�. Since �a� is a hyperserial embedding, we have
supp �a�= f1g. Theorem 6.1 also yields supp �a�e = f1g, which trivially satisfies (6.8) with
respect to any series. By Theorem 6.29, the function �a�e preserves monomials. In other
words �a�e is a hyperserial embedding (U�)(<�)−! (S�)(<�) of force � which extends �a�.
We deduce that (U�)(<�) � a�=�((U�)(<�))= (S�)(<�). �

Lemma 8.15. The set f1g is a near-support for 0 on (S�)(<�).

Proof. Note that f1g is good. By Theorem 5.7, it follows that @ �S� extends uniquely
into a hyperserial derivation of force � on (S�)(<�) with near support f1g. Thus @ itself
has near-support f1g. �

Theorem 8.16. For all f 2U~>;� and s; t2V>;� with s< t we have

f � s < f � t and
f � t− f � s � �f � t− �f � s:
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Proof. There is a � >0 with f 2 (U�)(<�) by (8.4), so g := f �a�2 (S�)(<�) by Lemma 8.14.
We have g2P%;� by Proposition 8.13. In particular, the series g acts as a strictly increasing
function on V>;�. Since V>;�−!V>;�;s 7!a� �s is bijective and strictly increasing, there
are u; v 2V>;� with u<v and (a� �u; a� � v)= (s; t). So

f � s= g �u< g � v= f � t
and

f � t− f � s= g � v− g �u� �g � v− �g �u= �f � t− �f � s:

This concludes the proof. �

Corollary 8.17. For f 2U~ , the function F :V>;�−!V; s 7! f � s is strictly increasing if
and only if f 0> 0, strictly decreasing if and only if f 0< 0, constant if and only if f 0=0.

Proof. We first treat the case when f � 1. If f >R then f 0> 0 by H1, and F is strictly
increasing by Theorem 8.16. It follows that if f <R, then f 0<0 and F is strictly decreasing.
Assume now that f � 1, so f = r+ " for a r 2R and a "2U~�. We have f 0= "0 and the
monotony of F is that of the function s 7! "� s. Assume that "=/ 0. The function s 7! "� s
is strictly increasing (resp. decreasing) if and only if s 7!"−1� s is strictly decreasing (resp.
increasing), we obtain the result by applying the previous arguments to "−1� 1. We have
f 0=0 if and only if "=0, in which case F is constant with constant value r. �

8.6 The case of finitely nested hyperseries

Lemma 8.18. Write � :=!�. The set f1g is a near-support for 0 on L<� � e�
`0.

Proof. Consider a monomial h in L<� � e�
`0. There is an l2L<� with h= l � e�

`0, and we
have @(h)=@(e�

`0)@(l)� e�
`0. We have supp@(l)� l � f`

y : 06  <�g where 0<� is minimal
with l0=/ 0. Note that l� `0. Therefore

supp@(h)� @(e�
`0) (l � e�

`0) � f`
y � e�

`0 : 06  <�g:
For  <�, we have

14 `y � e�`0@(e�`0)� `+1 � e�`0� `0 � e�
`0� l � e�

`0

so @(e�
`0) � f`

y � e�
`0 : 06  <�g�� h. This proves that f1g is a near-support for @ on L<� �

e�
`0. �

Corollary 8.19. Let V be a confluent hyperserial field of force (On;On), and assume that
each f 2L~ has Taylor expansions with respect to 0:L~ −!L~ and the law �:L~ �V>;�−!V

given by Corollary 6.21. For f 2L~ >;� and s; t2V>;� with s< t we have

f � s < f � t and
f � t− f � s � �f � t− �f � s:

Proof. We need only justify that L satisfies the conditions imposed on U in Section 8.5.
We know by Corollary 6.28 and [15, Proposition 7.8] that each f 2L~ satisfies the chain
rule. We know by Corollary 5.22 that (L~ ; 0) is an H-field with small derivations. For each
� 2On with � > 0, we set L� :=L<!�, and a� := e!�

`0 . Since a� is L<!�-atomic, the right
composition with a� preserves monomials, so it is a hyperserial embedding of force �. Note
that V>;�−!V>;�; s 7! a� � s is strictly increasing. Fix � 2On with � > 0. The same
arguments as in Lemma 8.11 using Lemma 8.6 yield (logL<!�) � e!�

`0 �P%;�. We deduce
with Proposition 8.9 that L<!� � e!�

`0 �P%;�. Finally, we have L~ =
S
0<�<On (L<!�)(<�),

so Theorem 8.16 applies. �
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Corollary 8.20. Each f 2L~ >;� acts as a strictly increasing function on L~ >;�.

Since (L~ ; @) is an H-field, we have the following equivalences for f 2L~ :

f 0> 0 () f 2L~ >;� or f 2R− (L~ >;�)−1;
f 0< 0 () f 2−L~ >;� or f 2R+(L~ >;�)−1; and
f 02 0 () f 2R:

It is then easy to deduce the following result.

Corollary 8.21. Let V be a confluent hyperserial field of force (On;On), and assume that
each f 2L~ has Taylor expansions with respect to 0:L~ −!L~ and the law �:L~ �V>;�−!V

given by Corollary 6.21. For f 2L~ >;� and s; t2V>;� with s< t we have

f � t > f � s () f 0> 0;

f � t < f � s () f 0< 0; and
f � s= f � t () f 0=0:

Corollary 8.22. Let V�L~ be a confluent hyperserial field of force (On;On), equipped
with the composition law �: L~ �V>;�−!V of Corollary 6.21. Assume that ( 0; �) has
Taylor expansions where 0:L~ −!L~ , and that (@; �) satisfies the chain rule. Then each
function

V>;�−!V>;�; s 7! f � s
for f 2L~ >;� is bijective.

Proof. This function is strictly increasing by Theorem 8.16, hence injective. We have a
f inv2L~ >;� with f inv� f= `0. So by Lemma 2.1 and Corollary 6.23, the function s 7! f inv�s
is the functional inverse of s 7! f � s. �

Proposition 8.23. The structure (L~ >;�; �; <) is a linearly ordered group.

Proof. We know that (L~ >;�;<) is a linearly ordered class and that (L~ >;�;�; `0) is a group,
so it is enough to prove the following statement

8f ; g; h2L~ >;�; g > `0=) (f � g > f ^ g �h>h):

Let f ; g;h2L~ >;� with g>`0. Since f acts as a strictly increasing function on L~ >;�, we have
f � g > f � `0= f . The right composition by h is strictly increasing, so g �h>`0 �h=h. �

9 Conjugacy

In [19], Ecalle studies what he calls the natural growth scale. This is a (somewhat informally
defined) group G, under composition, of germs at +1 of real quasi-analytic functions.
The elements in G involve hyperexponential and hyperlogarithmic functions exp!k; log!k;
k 2N which satisfy the same conjugation equations as `!k and e!k

`0 , i.e.

exp!k+1(r+1) = exp!k(exp!k+1(r)) and
log!k+1(log!k(r)) = log!k+1(r)

for large enough r 2R (see also [35, Appendix A] for a construction of those functions).
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Thus the group (L~ >;�; �) and (G ; �) can be regarded respectively as formal and geo-
metric substantiations of the same idea. Ecalle gives formulas for conjugacy relations
within (G ;�). In order to make sense of those formulas in our formal setting, we rely on G.
A. Edgar's work [21]. In [21, Section 4], Edgar shows that each transseries f 2TLE

>;��L~ of
exponentiality 0 (i.e. with d!(f)= `0) with f >`0 is a conjugate of `0+1 [21, Theorem 4.4].
Edgar's proofs apply in our case with a few adjustments that will be made below.

We will prove that any two f ; g 2 L~ >;� with f ; g > `0 are conjugate in the group
(L~ >;�; �), i.e. that there is a V 2L~ >;� with V � f = g �V . It is enough to prove that each
f 2L~ >;� with f > `0 is a conjugate of a fixed series >`0. We choose `0+1, which we see
as the simplest one. So for a2L~ with a> `0, we are looking for a V 2L~ >;� with

V � f =V +1:

9.1 Edgar's method
Besides the properties of TLE as a differential field (in particular, that it is an H-field),
Edgar relies on properties of an integral operator

R
on TLE. So we must introduce it in our

setting. Recall that @(L~ )=L~ and Ker(@)=R, so for each f 2L~ , there is a unique F 2L~

with 12/ suppF and F 0= f . We write
R
f :=F . For s; t2L~ >;�, we also writeZ

s

t

f :=

�Z
f

�
� t−

�Z
f

�
� s:

Lemma 9.1. For s; t2L~ >;�, the functions
R
:L~ −!L~ and

R
s

t
:L~ −!L~ are strongly linear.

Proof. Recall that (L~ ; @) is an H-field, so given m2K, there is a unique n2K and a unique
r2R=/ with m�rn0. We then write I(m) :=rn. Note that I:K−!K is strictly�-increasing
so it extends uniquely into a strongly linear function I:L~ −!L~ . Now the strongly linear
function

	:L~ −! L~

f 7−! f − (@ � I)(f)

is contracting, i.e. satisfies 	(m)�m for all m 2 K. So by Corollary 1.47, the function
@ � I = idL~ −	 has a strongly linear functional inverse

(@ � I)inv=
X
k2N

	[k]:

We have (I � (@ � I)inv)(1)=I(0)=0. We deduce that
R
=I � (@ � I)inv is strongly linear,

whence also
R
s

t is strongly linear. �

We next prove elementary properties of the integral operator. The reader can see [20,
Corollary 3.17 and Proposition 3.18] for similar results in the case of transseries.

Lemma 9.2. Let f ; g 2L~ and s; t2L~ >;� with s6 t. If 06 f 6 g then 06
R
s

t
f 6

R
s

t
g.

Proof. By linearity, it is enough to show that
R
s

t
f > 0. Since (

R
f)0> 0, the function

L~ >;�!L~ ; u 7! (
R
f) � u is non-decreasing by Corollary 8.20. Therefore

R
s

t
f = (

R
f) � t−

(
R
f) � s> 0. �

Corollary 9.3. For f ; g 2L~ and s; t2L~ >;� with s=/ t, we have f � g=)
R
s

t
f �

R
s

t
g.
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Proof. Write s0 :=min (s; t) and t0 :=max (s; t). For all r 2R>, we have jf j< r jf j.
Therefore ��������Z

s

t

f

��������= Z
s0

t0

jf j6
Z
s0

t0

r jg j= r
Z
s0

t0

jg j=
��������Z
s

t

g

��������
by Lemmas 9.2 and 9.1. Note that g=/ 0, so

R
g2/R. Since s=/ t, we have (

R
g)�s=/ (

R
g)� t

by Corollary 8.20, whence j
R
s

t
g j> 0. We deduce that j

R
s

t
f j � j

R
s

t
g j, whence

R
s

t
f �

R
s

t
g. �

Corollary 9.4. For f ; g 2L~ =/ and s; t2L~ >;� with s=/ t, we have f � g=)
R
s

t
f �

R
s

t
g.

An important step in Edgar's proof of [21, Theorem 4.4] is to conjugate an f 2TLE
>;�

of exponentiality 0 to a series x+ " where "� 1 is a so-called log-free transseries. We thus
need to define a field T which plays the same role in L~ as the field of log-free transseries
does in TLE

>;�. We write M for the group generated by `0R and all groups L<!�g � e!�
`0 for

� 2On>. We also write T :=R[[M]]. We have @(`0R)�L<1 �!. For � 2On>, we have

@(L<!�g � e!�
`0 ) � E!�

`0 0� @(L<!�g ) � e!�
`0

� (L<!�g � e!�
`0 ) � (L<!�g � e!�

`0 )

� (L<!�g ) � e!�
`0 :

We deduce with the Leibniz rule that @(T)�T.

Lemma 9.5. For all �;� 2On with 0<�<� and all (m0;:::;mn)2 `0R�L<!�g �e!�1
`0 �����

L<!�g � e!�p
`0 , we have m0 � � �mn�mi where i=max fj 2f0; : : : ; pg :mj=/ 1g.

Proof. By Corollary 1.31(c), it is enough to note that L<!�g =/ � e!�
`0 �� (L<!�g )=/ � e!�

`0 when-

ever 0< �<� and that `0R
=/

��L<!�g =/ � e!�
`0 . �

Lemma 9.6. For all m2M�, we have suppm0�m.

Proof. Write m = m0 � � � mn for (m0; : : : ; mn) 2 `0R� L<!�g =/ � e!�1
`0 � � � � � L<!�g =/ � e!�p

`0

where p2N and �1< � � �<�p. We have m0=m
P

i=0
p mi

y where m�mp by Lemma 9.5. By
Lemmas 8.18 and 8.15, the set f1g is a near-support for @ on each R[[M(�)]] �E!�

`0 , so
suppmi

y��mi for all i2f1; : : : ; pg. If p=/ 0, then we also have suppm0
y�f1; `0−1g��m. So

we have suppm0�m in that case. If p=0 then m=m0, and since m is infinitesimal, we
have m0

0 �m0. �

We require some technical lemmas whose proof in [21] relies on the specific inductive
definition of TLE, and must therefore be proved in a different way. The results which are
relevant to our case are [21, Lemmas 3.11(g), 3.14(a,b), 3.20, 3.21 3.23, Theorems 3.8
and 4.1, and Propositions 4.2 and 4.3]. Using the adapted versions of those results, we will
prove an adapted version of [21, Theorem 4.4].

Lemma 9.7. (adapted from [21, Lemma 3.11(g)]) If b2M=/ and n2 supp(`0b)0, then ny�
by.

Proof. We have (`0 b)0= b+ `0 b
0 so we may assume that n2 `0 � supp b0. If b2L<1, then

since b=/ 1, we have b02R=/ b `0
−1 so n� b, whence ny� by. Otherwise b�� `0. We have

log ((suppb0) � `0)� (log (suppb0))+ log `0 where log (suppb0)� logb� log `0 by Lemma 9.6,
whence (log (supp b0))� log `0. In particular logn� log b so ny� by. �
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Lemma 9.8. (adapted from [21, Lemma 3.14(a,b)]) Let m2K and set

B := fn2K : ny�mg and
B := fn2K : ny4mg:

Then B and B are subgroups of K. Moreover, if g2M�, then we have

g2B =) supp (`0 g)0�B and
g2B =) supp (`0 g)0�B:

Proof. The fact that B and B are subgroups follows from the inequality

(n0 n1)
y= n0

y+ n1
y4max

4
(n0
y; n1

y) for all n0; n12K.

The last two statements follow from Lemma 9.7. �

Lemma 9.9. (adapted from [21, Lemma 3.20]) Let B�K be well-based. Let g2B. There
are finitely many pairs g1; g22B with g2 supp (`0 g1)0 g2.

Proof. The family (`0 m)m2B is well-based. Since @ is strongly linear, it follows that
((`0m)

0)m2B is well-based. So ((`0m)0 n)m;n2B is well-based by Lemma 1.3. �

Lemma 9.10. (adapted from [21, Lemma 3.21]) Let e2K�, and set

A := fg2K : g4 e^ gy� (`0 e)−1g and
A := fg2K : g4 e^ gy4 (`0 e)−1g:

Then R[[A]] and R[[A]] are closed under the operations

g0; g1 7! g0 g1;

g0; g1 7! (`0 g0)
0 g1; and

g 7! `0 e g
0:

Proof. Apply Edgar's proof of [21, Lemma 3.21], using Lemma 9.8 instead of [21,
Lemma 3.14(a,b)]. �

Lemma 9.11. (adapted from [21, Lemma 3.23]) Let B�M be non-empty, well-based and
infinitesimal. Write e=maxB and assume that gy4 (`0 e)−1 for all g2B. Let B denote
the smallest set of monomials such that

i. B�B,

ii. if g1; g22B, then g1 g22B,

iii. if g1; g22B, then supp (`0 g1)0 g2�B.

Then B is well-based.

Proof. We need to prove that the least set B1 of monomials with B1�B[ fe2g with
8g2B1; supp (`0 e g0)�B1 is well-based. To that end write

S := fm2M :my� (`0 e)−1g and
S := fm2M :my4 (`0 e)−1g:

Consider the derivation @e := `0 e @ on L~ . We claim that

@e(R[[S]]) � R[[S]] and
@e(R[[S]]) � R[[S]]:
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Given m2S, we have suppm0�m by Lemma 9.6. We deduce that (suppm0)y�my4 (`0 e)−1
with a strict inequality if m 2S. Thus (supp @e(m))y� f`0−1; eyg [ (suppm0)y4 (`0 e)

−1,
with strict inequality if m2S. So @e restricts to strongly linear maps R[[S]]−!R[[S]]
and R[[S]]−!R[[S]]. Moreover we have @e(m)�m for all m2S. Thus we have a strictly
extensive and Noetherian choice operator

8m2G; #(m) := supp @e(m)

on R[[G]]. Given X�M, we write Cl(X) for the union of classes Cln(X); n2N where

Cl0(X) := X and
Cln+1(X) := Cln(X)[

[
m2Cln(X)

supp@e(m) for all n2N.

By Corollary 1.43, for each well-based subset W of S, the set Cl(W) is well-based.
Let C := (B[fe2g)\S and D := (B[fe2g) nS= fm2B[fe2g :my� (`0 e)−1g. Since

@e(S)�R[[S]], writing E=
S

m2Dsupp@e(m)nfmg, we have E�S and Cl(D)=D[Cl(E).
So

B1=Cl(B)�Cl(C)[Cl(D)�Cl(C)[D[Cl(E)

is well-based. Now apply Edgar's proof of [21, Lemma 3.23], using Lemma 9.10 instead of
[21, Lemma 3.21(c)]. �

9.2 Solving conjugacy equations

Proposition 9.12. (adapted from [21, Theorems 3.8 and 4.1]) Let f 2T>;� of the form
f = `0 (1 + r e+ �) where r 2R>, � � e� 1, (supp �)y4 (`0 e)−1 and gy� (`0 e)−1 for a
g2 supp �. Then there is a V 2L~ >;� with V 0� (r `0 e)−1 and

V � f =V +1:

Proof. Note that e; � 2T. By the arguments in the proof of [21, Theorems 3.8], using
Lemma 9.11 instead of [21, Lemma 3.23] and Lemma 9.9 instead of [21, Lemma 3.20], we
obtain a series �1(0; `0)� r `0 e with

f 0

�1(0; `0) � f
=

1
�1(0; `0)

:

So setting V :=
R 1

�1(0; `0)
, we have f 0�V 0 � f =V 0, whence (V � f)0=V 0 by the chain rule.

So V � f =V + r0 for a certain r02R. It is enough in order to conclude to prove that r0=1.
Set A=

R 1

r `0 e
and write � for the dominant term of A. So

V � f −V =

Z
`0

f 1
�1(0; `0)

�
Z

1
r `0 e

and (by Corollary 9.4)Z
1

r `0 e
= A� f −A� � � f − � : (by Corollary 8.20)

We have 1

r `0 e
� `0−1=(log `0)0 so A� 1. It follows that f − `0� e `0� �

� 0
. Thus by TE and

Corollary 7.4, we have � � f − � � � 0 (f − `0)�A0 (f − `0)� r `0 e

r `0 e
� 1. So r0� 1. But r0 is a

real number, so r0=1. �

Proposition 9.13. (adapted from [21, Theorem 4.2]) Let f 2T>;� of the form f = `0+ "

where "� 1 and "> 0. There are a V 2L~ >;� and a � 2L~ � with �y� 1 and

V � f �V inv= `0+1+ �:
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Proof. The proof is the same as in [21, Proposition 4.2], using Proposition 9.12 instead
of [21, Theorem 4.1]. �

Proposition 9.14. (adapted from [21, Proposition 4.3]) Let f 2L~ >;� of the form f =

`0+1+ � where �� 1 and �y� 1. There is a V 2L~ >;� with

V � f =V +1: (9.1)

Proof. Write 	 for the operator L~ −!L~ defined by

	(g) := (`0+ g) � f − `0− 1= g � f + �

It suffices to show that 	 has a fixed point g0; then V := `0+ g0 satisfies (9.1).
To that end, we will show that there is a subclass S of K such that 	(R[[S]])�R[[S]]

and that m � f � m for all m 2 S. Consider the class S of monomials m with m � 1
and my� 1. We have � 2R[[S]] since d�

y� 1 and the logarithmic derivative is strictly �-
decreasing on K�1. Fix an m2S. We have

log
m � f
m

= log(m � f)− logm

=

Z
`0

f

my

�
Z
`0

f

1: (by Corollary 9.3)

So log m� f
m
� f − `0�1. Since f >`0, and m is positive and infinitesimal, we have m� f <m.

We deduce that log m� f
m

< 0 whence log m� f
m

<R, so m � f �m. In particular, we have
m� f 2R[[S]]. By Proposition 1.46, the family �; � � f ; � � f � f ;::: is well-based. The series

g0 := �+ � � f + � � f � f + � � �

satisfies g0 � f = g0− �, whence 	(g0)= g0 as desired. �

Lemma 9.15. Let f 2L~ >;�. For sufficiently large � 2On there is an infinitesimal " 2
L<!�g � e!�

`0 with

`!� � f � e!�
`0 = `0+ ":

Proof. Fix a sufficiently large limit ordinal � 2On with f 2 L<!�g . We deduce with
Lemma 6.24 that d!�(f) = `0. So there are a � < � and a � 2 L<!�g with � � `!� and
`!� � f = `!�+ �. By TE, we have

`!� � f − `!�= `!�
"!� � (`!�+ �)− `!�=

X
k>0

(`!�
"!�)(k) � `!�

k!
�k:

Now each (`!�
"!�)(k)2L<!� for all k > 0 so

P
k>0

�
`!�
"!�

�
(k)
� `!�

k!
�k2L<!�g . The series

" :=

 X
k>0

(`!�
"!�)(k) � `!�

k!
�k

!
� e!�

`0

satisfies the conditions. �

Theorem 9.16. Any two f ; g 2L~ >;� with f ; g > `0 are conjugate.
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Proof. It suffices to prove that each f > `0 is a conjugate of `0+1. By Lemma 9.15, the
series f is a conjugate of `0+ " where "2T� and "> 0. By Proposition 9.13, the series f
is a conjugate of `0+1+ � where �� 1 and (supp �)y� 1. By Proposition 9.14, the series
f is a conjugate of `0+1. �

We see by taking inverses that any two series f ; g 2L~ >;� with f ; g < `0 are conjugate.
Since (L~ >;�; �; <) is an ordered group, no two series f ; g 2L~ >;� with f < `0< g can be
conjugate. This shows that there are exactly three conjugacy classes in (L~ >;�;�) including
f`0g. In particular, the group (L~ >;�; �) is simple. Note furthermore that the positive
cone L~ >`0 (and thus the ordering on L~ >;�) is first-order definable with parameters in
(L~ >;�; �) as the class of series that are conjugates of `0+1.

Remark 9.17. Conversely, let (G ; �; 1) be a group with exactly three conjugacy classes
f1g, C1 and C2 with C1= C2−1 and C1 � C1�C1. Then the class C1 is a positive cone for G
and for the resulting order, the group G is linearly bi-ordered. As far as we know, the
existence of such a linearly bi-ordered group is an open problem (see [11, Problem 3.31]). In
order to obtain a set-sized solution G to this problem, it is enough to consider the closure
under solutions V of V � f =V +1 for f >`0, composition and inverses, of f`0+1g. So set
G0 := f`0+Rg, and for n2N, define Gn+1 as the subgroup of L~ >;� generated by

Gn[fV 2L~ >;� :9f 2Gn; (f > `0^V � f =V +1)g:

For any fixed f > `0, the class of series V with V � f =V +1 is a set (see (9.3) below), so
each Gn is a set. Thus G :=

S
n2NGn is a set-sized solution.

9.3 Real iterates
Let us consider and solve the simple inequation

f � g> f � g; (9.2)

for f ; g 2L~ >;� with f ; g > `0.
Consider for a moment the idea that hyperseries are akin to very regularly monotonous

differentiable functions, like germs in Hardy fields with composition. Then one expects
that when f is large, a slight increment of its argument, from `0 to g, should result in a
relatively sharp increment in its value, which ought to exceed the increment from f to
g � f . In other words, the series g being fixed, the inequality (9.2) ought to hold for large
enough f . In order to understand how large f should be with respect to g, we are first
led to consider the case when f and g commute, i.e. when f � g= g � f . Indeed this case
should be elucidated first. As in [21], it turns out that the class of series which commute
with g can be described using fractional and real iterates of g. Starting with the simpler
case when g= `0+1, we will show how those real iterates allow us to solve (9.2).

Lemma 9.18. Let f 2L~ >;�. We have

f � (`0+1) > f +1 if f > `0+R.
f � (`0+1) < f +1 if f < `0+R:

Proof. Assume that f > `0+R, and fix an f 2R>. The inequality f − `0>R implies by
H1 that f 0> 1. If f 0� 1, then f = `0+ � for � := f − `0>R. We have

f � (`0+1)− f = `0+1− `0+ � � (`0+1)− �=1+ � � (`0+1)− �

76 Section 9



By Corollary 8.20, we have � � (`0+1)− � > 0, whence f � (`0+1)> f +1. If f 0� 1 and
f 0�1, then f=r`0+" for a certain r2R with r>1 and a certain "� `0. By Corollary 8.19,
we have

f � (`0+1)− f � �f � (`0+1)− �f� r:

We deduce that f � (`0+1)− f > 1, hence the result.
Assume now that f 0� 1. By Corollary 8.19, we have

f �

 
`0+

2

�f
0

!
− f � �f �

 
`0+

2

�f
0

!
− �f :

We have /2 �f0� /df df0 so TE and Corollary 7.4 yield

�f �
 
`0+

2

�f
0

!
− �f� �f0

2

�f
0 =2:

In particular, f �
�
`0+

2

�f
0

�
− f >1. Since �f0>R, we have f �(`0+1)− f >f �

�
`0+ /2 �f0

�
− f

by Corollary 8.20, hence f � (`0+1)− f > 1. The statement when f < `0+R follows from
symmetric arguments. �

Lemma 9.19. Let f 2L~ >;� with f � `0+R and f � `0+R. Then there is a unique rf 2R
such that � := f − `0+ rf is infinitesimal, and for all r2R>, we have

f � (f + r) < f + r if � > 0

f � (f + r) > f + r if � < 0:

Proof. Wemust have f −`0�1 so f −`0=rf+� for unique rf 2R and ��1. Let r2R>. So

f � (`0+ r)− f + g= r � (`0+ r)− �:

If �>0, then �−1>0 so �−1 acts as a strictly increasing function on L~ >;� by Corollary 8.20.
We deduce that � � (`0+ r)− � < 0, so f � (`0+ r)< f + r. The case when � < 0 is sym-
metric. �

For g 2L~ >;�, we write C(g) := fh2L~ >;� :h � g= g �hg. The class C(g) is a subgroup
of (L~ >;�; �) which contains g.

Corollary 9.20. We have C(`0+1)= `0+R.

Proof. We have C(`0+1)�`0+R by Lemmas 9.18 and 9.19, whereas the converse inclusion
C(`0+1)� `0+R is immediate. �

Let h2L~ >;� with h> `0 and let U ; V 2L~ >;� with

V �h = V +1 and
U �h = U +1:

The existence of V and U follows from Theorem 9.16. We have V � h � V inv= `0+ 1=
U � h �U inv, so (U � V inv) � (`0+ 1) = (`0+ 1) � (U � V inv). Thus by Corollary 9.20, there
exists an s2R with

V =U + s: (9.3)
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It follows that for all r 2R, the series V inv� (V + r) does not depend on the choice of V .
We write

h[r] :=V inv� (V + r) for any V 2L~ >;� with V �h=V +1.

We also write (hinv)[r] :=h[−r] and `0
[r]
= `0 for all r 2R, so the operation

[]:R�L~ >;�−!L~ >;�; (r; h) 7!h[r]

is well-defined. This can be interpreted as a law of ordered R-vector space on the non-
commutative linearly ordered group (L~ >;�; �; <).

Remark 9.21. Another consequence of (9.3) is that V −U 2R. So V 0=U 0, and there
is a unique finitely nested hyperseries denoted h[−!] with constant term 0 and h[−!] �h=
h[−!]+1. For instance (`02)[−!]=

`2
log2 and (e!�

`0 )[−!]= `!�+1 for all �2On.

Proposition 9.22. For all h 2L~ >;� n f`0g, the function r 7! h[r] is an isomorphism of
ordered groups (R;+; <)−! (C(h); �; <) with h[1]=h.

Proof. Fix a V with V � h= V + 1. So h= V inv � (V + 1) = h[1] by definition. For all
'2L~ >;� we have

' � (`0+1)= (`0+1) � ' () V inv� ' � (V +1)=V inv� (`0+1) � ' �V
() (V inv�'�V )�V inv� (V +1)=V inv� (V +1)� (V inv�'�V )
() (V inv� ' �V ) �h=h � (V inv� ' �V ):

Therefore C(h)= V inv� C(`0+1) � V = V inv� (`0+R) �V = fh[r] : r 2Rg. For all r; s2R,
we have (`0+ r) � (`0+ s)= `0+ r+ s so h[r+s]=h[r] �h[s]. Furthermore, we have r <s=)
V + r < V + s=) h[r]<h[s] by Corollary 8.20. So h 7! h[r] is an isomorphism of ordered
groups. �

For each n2N, the series h[n] is the n-fold compositional iterate of h, whereas h[−n] is
the n-fold compositional iterate of hinv. Thus for q2Q, the series h[q] is a fractional iterate
of h. For instance, we have a solution h[ /

1
2] to the formal Schröder equation in y:

y � y=h: (9.4)

Proposition 9.23 below shows that h[ /
1
2] is in fact the unique solution of (9.4) in L~ >;�. As for

the values of h[r] for r2RnQ, one can consider them as �real iterates� of h. The existence
and properties of real iterates of so-called grid-based transseries of exponentiality 0 were
studied in detail by Edgar [21]. Our results in the case of hyperseries are similar to his.

Proposition 9.23. For h2L~ >;� and r; s2R. We have (h[r])[s]=h[rs].

Proof. We treat the case when h>`0 and r;s>0. The other cases follow from the identities
'[−t]=('inv)[t]=('[t])inv for all '2L~ >;� and t2R. Let V 2L~ >;� with V �h=V +1 and
set U := (r−1 `0) �V . We have (r−1 `0) � (`0+ r)= (`0+1) � (r−1 `0), so

U �h[r] = (r−1 `0) �V �V inv� (`0+ r) �V
= (r−1 `0) � (`0+ r) �V
= U +1:

So (h[r])[s]=U inv�(U+s)=V inv�(r`0)�(`0+s)�(r−1`0)�V =V inv�(`0+rs)�V =h[rs]. �
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Proposition 9.24. For all h2L~ >;�, the function r 7! h[r] is the unique non-decreasing
group morphism (R;+)−! (C(h); �) with h[1]=h.

Proof. By Proposition 9.22, it is enough to prove the unicity. Let 	:R−!C(h) be a non-
decreasing morphism of ordered groups with 	(1)= h. Let q= k

n
2Q where n2N> and

k2Z. We have 	( /k n)[n]=h[k], whence 	( /k n)=h[
/k n] by Proposition 9.23. We deduce that

	 and r 7!h[r] coincide on Q. Since 	 is non-decreasing and Q is a dense subset of R, it
follows that 	(r)=h[r] for all r 2R. �

We now solve (9.2).

Proposition 9.25. For f ; g >`0, the solution to the inequation f � g> g � f is as follows:

a) If f > C(g), then f � g > g � f.
b) If f < C(g), then f � g < g � f.
c) If f � C(g) and f � C(g), then for gf := sup fh2C(g):h6 f g, we have

f � g < g � f if f > gf

f � g > g � f if f < gf, and
f � g = g � f if f = gf:

Proof. Let V 2L~ >;� with V � g=V +1 and write h :=V � f �V inv. Note that

f � g> g � f()h� (`0+1)>h+1:

So we may assume that g= `0+1 and f =h. Then the statements a) and b) follow from
Lemma 9.18 and Proposition 9.22. As for c), note that the number rf in Lemma 9.19 is the
supremum of fr2R : `0+ r6 f g. So c) follows from Lemma 9.19 and Proposition 9.22. �

Acknowledgments. We would like to thank Vincenzo Mantova and Gerard A. Edgar for
their answers to our questions, and Jean Philippe Rolin and Tamara Servi for their advice
and their help in reading parts of this paper.

The author is supported by the French Belgian Community through a F.R.I.A. grant.

Bibliography
[1] M. Aschenbrenner and L. van den Dries. H-fields and their Liouville extensions. Mathematische

Zeitschrift , 242(3):543�588, 2002.
[2] M. Aschenbrenner and L. van den Dries. Liouville closed H-fields. Journal of Pure and Applied

Algebra , 197:1�55, 2003.
[3] M. Aschenbrenner, L. van den Dries, and J. van der Hoeven. Differentially algebraic gaps. Selecta

Mathematica , 11(2):247�280, 2005.
[4] M. Aschenbrenner, L. van den Dries, and J. van der Hoeven. Asymptotic Differential Algebra and

Model Theory of Transseries . Number 195 in Annals of Mathematics studies. Princeton University
Press, 2017.

[5] M. Aschenbrenner, L. van den Dries, and J. van der Hoeven. On numbers, germs, and transseries.
In Proc. Int. Cong. of Math. 2018 , volume 1, pages 1�24. Rio de Janeiro, 2018.

[6] V. Bagayoko and J. van der Hoeven. The hyperserial field of surreal numbers. Technical Report,
LIX, UMons, 2021. HAL-03232836.

[7] V. Bagayoko, J. van der Hoeven, and E. Kaplan. Hyperserial fields. Technical Report, LIX, UMons,
UIUC, 2021. HAL-03196388.

[8] A. Berarducci and V. Mantova. Surreal numbers, derivations and transseries. JEMS , 20(2):339�390,
2018.

Bibliography 79



[9] A. Berarducci and V. Mantova. Transseries as germs of surreal functions. Transactions of the
American Mathematical Society , 371:3549�3592, 2019.

[10] N. Bourbaki. Fonctions d'une variable réelle: Théorie élémentaire . Eléements de mathématique.
Springer Berlin Heidelberg, 2007.

[11] V. V. Budov, A. M. W. Glass, V. M. Kopitov, and N. Ya. Medvedef. Unsolved problems in ordered
and orderable groups. https://arxiv.org/abs/0906.2621, 2009.

[12] J. H. Conway. On numbers and games . Academic Press, 1976.
[13] B. Dahn and P. Göring. Notes on exponential-logarithmic terms. Fundamenta Mathematicae ,

127(1):45�50, 1987.
[14] J. Denef and L. van den Dries. P -adic and Real Subanalytic Sets. Annals of Mathematics ,

128(1):79�138, 1988.
[15] L. van den Dries, J. van der Hoeven, and E. Kaplan. Logarithmic hyperseries. Transactions of the

American Mathematical Society , 372, 2019.
[16] L. van den Dries, A. Macintyre, and D. Marker. The elementary theory of restricted analytic fields

with exponentiation. Annals of Mathematics , 140(1):183�205, 1994.
[17] L. van den Dries, A. Macintyre, and D. Marker. Logarithmic-exponential series. Annals of Pure and

Applied Logic, 111:61�113, 07 2001.
[18] J. Ecalle. Introduction aux fonctions analysables et preuve constructive de la conjecture de Dulac.

Actualités Mathématiques. Hermann, 1992.
[19] J. Ecalle. The natural growth scale. Journal of the European Mathematical Society , CARMA, vol

1:93�223, 2016.
[20] G. A. Edgar. Transseries: composition, recursion and convergence. Technical Report, Ohio State

University, 2007.
[21] G. A. Edgar. Fractional Iteration of Series and Transseries. Transactions of the American Mathe-

matical Society , 365(11):5805�5832, 2013.
[22] P. Ehrlich and E. Kaplan. Surreal ordered exponential fields. Technical Report, Ohio University,

UIUC, 2020.
[23] H. Hahn. Über die nichtarchimedischen grö�ensysteme. Sitz. Akad. Wiss. Wien , 116:601�655, 1907.
[24] G. Higman. Ordering by Divisibility in Abstract algebras. Proceedings of the London Mathematical

Society , s3-2(1):326�336, 1952.
[25] J. van der Hoeven. Automatic asymptotics . PhD thesis, École polytechnique, Palaiseau, France,

1997.
[26] J. van der Hoeven. Operators on generalized power series. Journal of the Univ. of Illinois ,

45(4):1161�1190, 2001.
[27] J. van der Hoeven. Transseries and real differential algebra , volume 1888 of Lecture Notes in Math-

ematics . Springer-Verlag, 2006.
[28] J. van der Hoeven. Transserial Hardy fields. Differential Equations and Singularities. 60 years of

J. M. Aroca , 323:453�487, 2009.
[29] Y. S. Ilyashenko. Dulac's memoir �on limit cycles� and related problems of the local theory of

differential equations. Russian Mathematical Surveys , 40(6):1�49, 1985.
[30] H. Kneser. Reelle analytische lösung der gleichung �(�(x)) = ex und verwandter funktionalgle-

ichungen. Journal Für Die Reine Und Angewandte Mathematik , 1950:56�67, 01 1950.
[31] S. Kuhlmann and M. Matusinski. The exponential-logarithmic equivalence classes of surreal num-

bers. Order 32 , pages 53�68, 2015.
[32] C. St. J. A. Nash-Williams. On well-quasi-ordering finite trees. Mathematical Proceedings of the

Cambridge Philosophical Society , 9(4):833�835, 1963.
[33] B. H. Neumann. On ordered division rings. 1949.
[34] J.-P. Ressayre. Integer parts of real closed fields. Technical Report, Université Paris VII, 1993.

Extended abstract.
[35] M. C. Schmeling. Corps de transséries . PhD thesis, Université Paris-VII, 2001.
[36] A. J. Wilkie. Model completeness results for expansions of the ordered field of real numbers by

restricted Pfaffian functions and the exponential function. Journal of the American Mathematical
Society , 9(4):1051�1094, 1996.

Index

f acts as a strictly increasing function . . . 62
analyticity . . . . . . . . . . . . . . . . . . 11

antichain . . . . . . . . . . . . . . . . . . . 17
asymptotic mean value inequality . . . . . . 64

80 Section

https://arxiv.org/abs/0906.2621
https://arxiv.org/abs/0906.2621
https://arxiv.org/abs/0906.2621
https://arxiv.org/abs/0906.2621
https://arxiv.org/abs/0906.2621
https://arxiv.org/abs/0906.2621
https://arxiv.org/abs/0906.2621


L<!�-atomic element . . . . . . . . . . . . . 21
atomic element . . . . . . . . . . . . . . . . 21
bad sequence . . . . . . . . . . . . . . . . . 17
canonical relative near-support . . . . . . . 54
chain . . . . . . . . . . . . . . . . . . . . . 17
chain rule . . . . . . . . . . . . . . . . . . . 51
choice operator . . . . . . . . . . . . . . . . 18
composite power series . . . . . . . . . . . . . 8
confluent hyperserial field . . . . . . . . . . 22
convergence of a power series . . . . . . . . . 8
decreasing chain . . . . . . . . . . . . . . . 17
dominant monomial . . . . . . . . . . . . . . 5
dominant term . . . . . . . . . . . . . . . . . 5
exponential function . . . . . . . . . . . . . 24
exponential height over U . . . . . . . . . . 32
finitely nested hyperseries . . . . . . . . . . 26
force (� ; �) . . . . . . . . . . . . . . . . . . 26
good subclass . . . . . . . . . . . . . . . . . . 7
H-field . . . . . . . . . . . . . . . . . . . . 36
hyperexponential closure . . . . . . . . . . . 26
hyperexponential function . . . . . . . . . . 24
hyperlogarithm function . . . . . . . . . . . 22
hyperserial composition law . . . . . . . . . 50
hyperserial derivation . . . . . . . . . . . . 34
hyperserial embedding . . . . . . . . . . . . 22
hyperserial field . . . . . . . . . . . . . . . 21
hyperserial field of force (� ; �) . . . . . . . 24
hyperserial subfield . . . . . . . . . . . . . . 22
infinitesimal series . . . . . . . . . . . . . . . 6
logarithm . . . . . . . . . . . . . . . . . . . 22

logarithmic hyperseries . . . . . . . . . . . . 20
log-atomic element . . . . . . . . . . . . . . 21
minimal bad sequence . . . . . . . . . . . . 17
near-support . . . . . . . . . . . . . . . . . 16
Noetherian choice operator . . . . . . . . . 18
Noetherian ordering . . . . . . . . . . . . . 17
positive infinite series . . . . . . . . . . . . . 6
positive near-support . . . . . . . . . . . . . 16
purely large series . . . . . . . . . . . . . . . 6
relative near-support . . . . . . . . . . . . . 16
relative support of an operator . . . . . . . 15
right composition of force � . . . . . . . . . 44
right composition with s . . . . . . . . . . . 50
root of a power series . . . . . . . . . . . . 10
skeleton . . . . . . . . . . . . . . . . . . . . 23
small derivation . . . . . . . . . . . . . . . 36
small subclass . . . . . . . . . . . . . . . . . 6
strictly extensive choice operator . . . . . . 18
strongly linear function . . . . . . . . . . . 15
support of an operator . . . . . . . . . . . . 15
Taylor expansions . . . . . . . . . . . . . . 59
Taylor series . . . . . . . . . . . . . . . . . 11
term . . . . . . . . . . . . . . . . . . . . . . . 5
transserial right composition . . . . . . . . 30
transserial subfield . . . . . . . . . . . . . . 27
transserial subgroup . . . . . . . . . . . . . 27
trivial composition law . . . . . . . . . . . . 50
�-truncated series . . . . . . . . . . . . . . 25
truncation . . . . . . . . . . . . . . . . . . . 5
well-based family . . . . . . . . . . . . . . . . 6

Glossary
On class of ordinals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
� 6On � 2On or �=On . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
M> class of strictly positive elements in (M; <) . . . . . . . . . . . . . . . . . . . 5
M=/ class of non-zero elements in M . . . . . . . . . . . . . . . . . . . . . . . . . 5
R[[M]] field of well-based series with real coefficients over M . . . . . . . . . . . . . . 5
supp f support of a series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
ds dominant monomial max supp s of s . . . . . . . . . . . . . . . . . . . . . . . 5
�s dominant term ds sds of s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
f�m truncation

P
n�m

fn n of f . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
f� f�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
f P g supp f � g− f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
f � g R> jf j< jg j . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
s4 t 9r 2R>; jsj<r jtj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
s� t s4 t and t4 s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
S4 class of series s with s4 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
S� class of series s2S with supp s� 1 . . . . . . . . . . . . . . . . . . . . . . . . 6
S� class of series s2S with s� 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 6
S>;� class of series s2S with s> 0 and s� 1 . . . . . . . . . . . . . . . . . . . . . 6
S1 the class

S
n2N

Sn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
P �Q composite power series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
Conv(P ) class of series " where P (") is defined . . . . . . . . . . . . . . . . . . . . . . 8
Conv(f)s class of series t with f(t)= fs~(t− s) . . . . . . . . . . . . . . . . . . . . . . 12
s+ max (s; s−1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
s− min (s; s−1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
s�� t (s+)n<t+ for all n2N> . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
s −̀a t t+< (s+)m< (t+)n for some m;n2N> . . . . . . . . . . . . . . . . . . . . . 14

Glossary 81



s�� t s�� t or s −̀a t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
s� t sn<t for all n2N> . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
s� t t < sm<tn for some m;n2N> . . . . . . . . . . . . . . . . . . . . . . . . . 14
s�� t s� t or s� t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
supp� support of the function � . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
supp�� relative support of the function � . . . . . . . . . . . . . . . . . . . . . . . 15
M��s class of monomials m�� s . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
M��s;< class of finite monomials m�� s . . . . . . . . . . . . . . . . . . . . . . . . . 15
X? set of finite words on X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
L field of logarithmic hyperseries . . . . . . . . . . . . . . . . . . . . . . . . . 20
L<� group of logarithmic hypermonomials of strength <� . . . . . . . . . . . . . 20
` formal hyperlogarithm of strength  . . . . . . . . . . . . . . . . . . . . . . 20
L<� field of logarithmic hyperseries of strength <� . . . . . . . . . . . . . . . . 20
g" unique series in L with g=(g") � ` . . . . . . . . . . . . . . . . . . . . . . 21
M!� class of L<!�-atomic series . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
HF1−HF7 axioms for hyperserial fields . . . . . . . . . . . . . . . . . . . . . . . . . . 21
(T; �T)� (U; �U) T is a hyperserial subfield of U . . . . . . . . . . . . . . . . . . . . . . . . . 22
L the function s 7−! ` � s:T>;�−!T>;� . . . . . . . . . . . . . . . . . . . . 22
log logarithm T>−!T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Af analytic function induced by f 2L . . . . . . . . . . . . . . . . . . . . . . . 24
E partially defined left inverse of L . . . . . . . . . . . . . . . . . . . . . . . 24
exp partially defined left inverse of log . . . . . . . . . . . . . . . . . . . . . . . 24
T�;� class of �-truncated series . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
T(<�) hyperexponential closure of T of force � . . . . . . . . . . . . . . . . . . . 26
L~ field of finitely nested hyperseries . . . . . . . . . . . . . . . . . . . . . . . 26
EHG(f) least  2On with f 2G() . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
T4 Schmeling's axiom T4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
(; �)<lex (�;�) ( < �) or (= � and �<�) . . . . . . . . . . . . . . . . . . . . . . . . . . 31
S(;�) (; �)-th monomial class in the hyperexponential closure tower . . . . . . . 31
hsupp t f' : t'=/ 1g . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
T(;�) R[[M(;�)]] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
EHU(f) <lex-least (; �) with f 2U(;�) . . . . . . . . . . . . . . . . . . . . . . . . 32
E(P) class of series

P
<�

rL�(E�
') with ' 2P \ (U(<�))�;� and �! <� . . 33

G(P) transserial subgroup E(P)+U� . . . . . . . . . . . . . . . . . . . . . . . . 33
D1−D4 axioms for hyperserial derivations . . . . . . . . . . . . . . . . . . . . . . . 34
sy logarithmic derivative @(s)

s
. . . . . . . . . . . . . . . . . . . . . . . . . . . 35

H1−H2 axioms for H-fields with small derivation . . . . . . . . . . . . . . . . . . . 36
@� unique extension of @ to U(<�) . . . . . . . . . . . . . . . . . . . . . . . . . 37
D@ subclass of U(<�) where @� is defined and strongly linear . . . . . . . . . . 37
P@ subclass of D@ where W@ is a near-support . . . . . . . . . . . . . . . . . . 39
RC1−RC2 axioms for right compositions . . . . . . . . . . . . . . . . . . . . . . . . . 44
4� unique extension of 4 to U(<�) . . . . . . . . . . . . . . . . . . . . . . . . 46
D4 subclass of U(<�) where 4� is defined and strongly linear . . . . . . . . . . 46
P4 subclass of D4 where W4 is a relative near-support . . . . . . . . . . . . . 47
�s right composition f 7−! f � s with s>R . . . . . . . . . . . . . . . . . . . . 50
CR chain rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Ws canonical relative near-support for �s . . . . . . . . . . . . . . . . . . . . . 54
TE axiom of Taylor expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
P@;� subclass of U(<�) where (@�; ��) has Taylor expansions . . . . . . . . . . . 61
f inv inverse of f in (L~ >;�; �) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
amvi asymptotic mean value inequality . . . . . . . . . . . . . . . . . . . . . . . 64R
f antiderivative of f with constant term zero . . . . . . . . . . . . . . . . . . 71R
s

t
f (

R
f) � t− (

R
f) � s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

C(g) class of series f 2L~ >;� with f � g= g � f . . . . . . . . . . . . . . . . . . . 77

82 Section


	Introduction
	Hyperexponentially closed fields
	Outline of the paper

	1 Strongly linear algebra
	1.1 Fields of well-based series
	1.2 Well-based families
	1.3 Neumann's theorems
	1.4 Power series
	1.5 Convergence of power series
	1.6 Roots of power series
	1.7 Analytic functions
	1.8 Flatness
	1.9 Strong linearity and operator supports
	1.10 Van der Hoeven's theorem and applications

	2 Hyperserial fields
	2.1 Logarithmic hyperseries
	2.2 Hyperserial fields
	2.3 Hyperlogarithm functions
	2.4 Hyperexponentiation
	2.5 Hyperexponential closure

	3 Transserial subfields and subgroups
	3.1 Transserial subgroups and subfields
	3.2 Extending transserial derivations
	3.3 Schmeling's axiom T4
	3.4 Extending transserial right compositions

	4 A proof method
	4.1 Internal hyperexponential closure
	4.2 Hyperexponential height
	4.3 Decomposition lemmas

	5 Extending derivations
	5.1 Hyperserial derivations
	5.2 H-fields
	5.3 Defining the derivation
	5.4 The near-support
	5.5 Extending hyperserial derivations
	5.6 Properties of H-field
	5.7 Model theory of \(ᵔ〇쀂뀂쀍瀂쀃쀂숧ꀂ쀂�瀅쀂�

	6 Extending compositions
	6.1 Right compositions
	6.2 Extending right compositions
	6.3 The relative near-support
	6.4 The extension theorem for right compositions
	6.5 Hyperserial composition laws
	6.6 The chain rule
	6.7 Large supports and monomial values

	7 Taylor expansions
	7.1 Taylor series
	7.2 Properties of Taylor series
	7.3 Taylor expansions
	7.4 The extension theorem for Taylor expansions

	8 Finitely nested hyperseries as an ordered group
	8.1 Functional inverses
	8.2 The approximate mean value inequality
	8.3 Monotonicity and exponential extensions
	8.4 The extension theorem for monotonicity
	8.5 Monotonicity and right compositions with atomic elements
	8.6 The case of finitely nested hyperseries

	9 Conjugacy
	9.1 Edgar's method
	9.2 Solving conjugacy equations
	9.3 Real iterates

	Bibliography
	Index
	Glossary

