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Homogenization of the p−Laplace equation in a periodic setting
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S. Wolf1

1
Université de Paris-Cité, Laboratoire Jacques-Louis Lions, F-75013 Paris
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Abstract

In this paper, we consider the homogenization of the p−Laplace equation with a periodic
coefficient that is perturbed by a local defect. This setting has been introduced in [6, 7] in
the linear setting p = 2. We construct the correctors and we derive convergence results to the
homogenized solution in the case p > 2 under the assumption that the periodic correctors are non
degenerate.
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1 Introduction

This paper is concerned with the homogenization of non-linear degenerate elliptic equations in a
periodic setting with defects. More precisely, we are interested in p−Laplacian type equations that are
defined, for some p ≥ 2, as −div a

( ·
ε

)
∇uε |∇uε|p−2

= f in Ω

uε ∈W 1,p
0 (Ω)

(1.1)

for a fixed bounded domain Ω ⊂ Rd, d ≥ 1 and f ∈ Lp′(Ω). For p = 2, we recover the standard linear
conductivity equation. In (1.1), the scalar-valued coefficient a is assumed to be of the form

a = aper + ã, (1.2)

where aper is a periodic coefficient with standard coercivity and boundedness condition and ã is a
perturbation of aper such that ã ∈ Lq(Rd) for some 1 ≤ q ≤ p

p−1 . We assume that the coefficient a
itself is coercive and bounded and we choose λ > 0 such that

∀y ∈ Rd, λ−1 < aper(y) < λ and λ−1 < a(y) < λ. (1.3)

For fixed ε > 0, Problem (1.1) is well-posed and corresponds to the Euler-Lagrange equation of the
minimization Problem

min
v∈W 1,p

0 (Ω)

{
1

p

∫
Ω

a
( ·
ε

)
|∇v|p −

∫
Ω

fv

}
. (1.4)

The behaviour of (1.1) when ε→ 0 has been studied in the absence of perturbation, i.e. when a = aper.
It corresponds to a particular case of the homogenization of the equation

− divA
( ·
ε
,∇uε

)
= f (1.5)

under general growth and continuity conditions for the operator A(y, ξ) (in our case, we have that
A(y) = aper(y)ξ|ξ|p−2). The homogenized limit of (1.5) is derived in [17, 18]. It is proved that uε
converges in the W 1,p−weak topology, when ε→ 0, to u∗ which is defined by the homogenized equation{

−divA∗(∇u∗) = f

u∗ ∈W 1,p
0 (Ω),

(1.6)

where, for ξ ∈ Rd, the homogenized operator is

A∗(ξ) :=

∫
Q

A
(
y, ξ +∇wξ(y)

)
dy,

and the function wξ ∈W 1,p
per(Q) is the corrector in the direction ξ given as the periodic solution (up to

an additive constant) to the equation

− divA(·, ξ +∇wξ) = 0. (1.7)

The strong convergence of the gradient

∇uε −∇u∗ −∇w∇u∗(./ε) −→
ε→0

0 in Lp(Ω) (1.8)

has been obtained in [13] with ∇u∗ replaced by its discretization at small scale ε, for measurability
reasons, see Section 2 below for the details. The periodic homogenization of the integral functionals
corresponding to (1.1) is exposed in e.g. [9]. The stochastic case has been studied qualitatively
in [14]. Recently, quantitative results for non-linear stochastic problems have been obtained in [16]
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with optimal convergence rates for non-degenerate non-linear operators with quadratic growth, see
also [23] for the deterministic case. The case of stochastic non-degenerate operators with p−growth,
p > 2, is addressed in [12].

In this paper, we study Equation (1.7) when the perturbation ã belongs to the space Lq(Rd) for
1 ≤ q ≤ p

p−1 and to some Hölder space (see Theorem 2.3 below). We then derive the homogenized limit

of the sequence (uε)ε>0 and we study the convergence of the two-scale expansion (1.8) when we use, on
the one hand, the periodic corrector and, on the other hand, the non-periodic corrector (corresponding
respectively to the solutions of (1.7) when A(y, ξ) = aper(y)ξ|ξ|p−2 and A(y, ξ) = a(y)ξ|ξ|p−2). We also
illustrate the quantitative convergence of the two-scale expansion (1.8) in the one-dimensional setting
and prove that, in this case, using the non-periodic corrector instead of the periodic corrector in fact
improves the quality of convergence of (1.8). The main difficulty of this work is that Equation (1.7)
is posed on the whole space Rd. One major tool to obtain the strong convergence (1.8) in the non-
periodic case is the continuity of the application ξ 7−→ ∇wξ (see Theorem 2.4 below). This will be
proved under one of the two Assumptions (A4) or (A4)’ below.

Before stating our main results, we would like to comment on the special case p = 2 for the
homogenization of Problem (1.1). This problem is very standard since the 70’s for a periodic coefficient
a, see e.g. [4] for qualitative results and [1] for quantitative results. It is worth mentioning that, in
this case, the homogenization objects such as correctors and homogenized limits are explicit and very
easy to compute. The setting (1.1)-(1.2) has first been introduced in [6] for q = 2. It models local
defects that could appear, at the microscale, in a periodic background. The results obtained have
been generalized to the case 1 ≤ q < +∞ in [7, 8] and convergence rates have been proved in [5]. In
[19], a new non-periodic setting has been introduced to model defects that are not local but rare at
infinity. We stress that, in [6, 7, 8, 5, 19], as in the present work, the macroscopic behaviour of the
oscillating solution remains the same as in the case of a periodic coefficient. This will be expressed,
for the non-linear case, in Theorem 2.7 below.

The paper is organized as follows. The main results of the paper are presented in Section 2.
We develop in Section 3 explicit calculations in the one dimensional setting and obtain convergence
results. We then turn in Section 4 to the existence of the non-periodic correctors in any dimension.
The properties of the non-periodic corrector are proved in Section 5. We then derive qualitiative
homogenization results in Section 6. We finally prove in Section 7 a weaker continuity result for the
mapping ξ 7−→ ∇wξ that is enough to derive qualitative homogenization. We recall in Appendix A
the proof of classical results in the periodic case. Technical inequalities are gathered in Appendix B.

2 Main results

2.1 Notations

In the whole paper, d ≥ 1 will be the dimension of the ambient space. The standard unit cube
(
− 1

2 ,
1
2

)d
will be denoted by Q. The euclidian norm will be written | · | as well as the Lebesgue measure of a
measurable subset of Rd. Let Ω be a bounded domain of Rd. If 1 < q < +∞ is an exponent, we define
its conjugate by q′ := q/(q−1). The euclidian open ball of Rd centered in x and of radius r > 0 will be
written B(x, r). If x = 0, we write Br := B(0, r). We use similar notations for cubes, namely Q(x, r)
and Qr. We define the mean-value operation for a measurable and integrable function u by

−
∫
B(x,r)

u :=
1

|B(x, r)|

∫
B(x,r)

u.

The indicator function of a measurable set A is denoted 1A.

The standard Lebesgue and Sobolev spaces are denoted by Lq(Ω) and W 1,q(Ω). The associated
norms are

‖u‖Lq(Ω) :=

(∫
Ω

|u|q
)1/q

and ‖u‖W 1,q(Ω) :=

(∫
Ω

|u|q
)1/q

+

(∫
Ω

|∇u|q
)1/q

.
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The space Lqper (resp. W 1,q
per) denotes the set of functions that are periodic and locally belong to Lq

(resp. W 1,q). Theses two spaces are endowed with the norms

‖u‖Lqper
:=

(∫
Q

|u|q
)1/q

and ‖u‖W 1,q
per

:=

(∫
Q

|u|q
)1/q

+

(∫
Q

|∇u|q
)1/q

.

The space of uniformly Lq (resp. W 1,q) functions is denoted by Lqunif (resp. W 1,q
unif ). These spaces

are endowed with the norms

‖u‖Lqunif (Rd) := sup
x∈Rd

‖u‖Lq(x+Q) and ‖u‖W 1,q
unif (Rd) := sup

x∈Rd
‖u‖W 1,q(x+Q).

For 0 < α < 1, the space C0,α refers to the standard Hölder space endowed with the norm

‖u‖C0,α := ‖u‖L∞ + sup
x6=y

|u(x)− u(y)|
|x− y|α

.

We define, for δ > 0, the discretization operator Mδ : Lq(Ω) −→ Lq(Ω) introduced in [13, 18]. If
φ ∈ Lq(Ω), we set

Mδφ :=
∑

k∈Zd s.t. δ(Q+k)⊂Ω

(
−
∫
δ(Q+k)

φ

)
1δ(k+Q). (2.1)

It is clear that Mδ is linear and bounded over Lq(Ω) and that Mδφ −→
δ→0

φ in Lq(Ω).

2.2 The periodic case

We assume in this paragraph that ã = 0 in (1.2). In this case, the corrector equation is, according
to (1.7):

− div aper(y)(ξ +∇wper
ξ )|ξ +∇wper

ξ |
p−2 = 0. (2.2)

The equation (2.2) admits a unique solution wper
ξ in the space W 1,p

per(Q)/R. Indeed, the weak formula-
tion of (2.2) is

∀φ ∈W 1,p
per(Q)/R,

∫
Q

aper(y)(ξ +∇wper
ξ )|ξ +∇wper

ξ |
p−2 · ∇φ = 0, (2.3)

which is exactly the Euler-Lagrange equation of the minimization Problem

min
v∈W 1,p

per (Q)/R

{
1

p

∫
Q

aper(y)
∣∣ξ +∇v

∣∣pdy} . (2.4)

It is easy to see that the functional appearing in Problem (2.4) is strictly convex, coercive and con-
tinuous with respect to ∇v. Thus, (2.4) admits a minimizer wper

ξ , the gradient of which is unique.

We impose that −
∫
Q
wper
ξ = 0 so that wper

ξ is itself unique. Besides, we have the following Proposition

(see [18, 17, 13] or Appendix A below for a proof) gathering the main properties of the application
ξ 7−→ ∇wper

ξ :

Proposition 2.1. Let aper : Rd −→ R be a periodic and Lipschitz continuous coefficient satisfy-
ing (1.3).

(i) The map ξ 7−→ ∇wper
ξ is homogeneous in the sense that for all ξ ∈ Rd and t ∈ R,

∇wper
tξ = t∇wper

ξ . (2.5)
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(ii) There exists an exponent α = α(d, p, aper) > 0 such that for all ξ ∈ Rd, ∇wper
ξ ∈ C0,α(Rd).

Moreover, there exists a constant C = C(d, p, aper) > 0 such that

‖∇wper
ξ ‖Lpunif (Rd) ≤ C|ξ| and ‖∇wper

ξ ‖C0,α(Rd) ≤ C|ξ|. (2.6)

(iii) There exists a constant C = C(d, p, aper) > 0 such that for all ξ, η ∈ Rd,

‖∇wper
ξ −∇wper

η ‖Lpunif (Rd) ≤ C
[
|ξ|1−β + |η|1−β

]
|ξ − η|β , β :=

1

p− 1
. (2.7)

(iv) There exists a constant C = C(d, p, aper) > 0 such that for all ξ, η ∈ Rd,∥∥∇wper
ξ −∇wper

η

∥∥
L∞(Rd)

≤ C
[
|ξ|1−γ + |η|1−γ

]
|ξ − η|γ , γ :=

βp

p+ d/α
, (2.8)

where β is defined in (2.7) and α is given by (ii).

It is proved in [18] that uε converges weakly in W 1,p(Ω) to u∗ which is defined by (1.6). Note
that (1.6) is well posed due to the monoticity of A∗ (see [13] and [22, Corollary 8.1]). Convergence in
the L∞−norm may be obtained in the one-dimensional setting, see Section 3 below.

2.3 Results in the non-periodic case

The first result of this contribution concerns the corrector equation (1.8) in the setting (1.1)-(1.2). For
a fixed direction ξ ∈ Rd, this equation, posed on the whole space Rd, is

− div a(y)(ξ +∇wξ)|ξ +∇wξ|p−2 = 0, (2.9)

where the coefficient a is of the form a := aper + ã and aper is a periodic coefficient. We assume that
a and aper satisfy the following assumptions:

(A1) there exists λ > 0 such that (1.3) is satisfied;

(A2) the coefficients a and aper are Lipschitz-continuous;

(A3) the perturbation ã vanishes at infinity in the sense that ã ∈ Lp′(Rd).

A few comments are in order. First, if ã satisfies ã ∈ C0,1(Rd) and ã ∈ Lq(Rd) for some q ≤ p′

then ã satisfies (A3) by interpolation. Second, Assumption (A2) allows to ensure local regularity (see
Proposition 2.1 above) of the periodic and non-periodic correctors. Finally, the assumptions of [6] in
the linear setting correspond to the case p = 2 in the assumptions (A1)-(A2)-(A3) above.

We now consider the equation (2.9) when the coefficient a has the non-periodic structure (1.2). For
u ∈ L∞(Rd), we define the spaces

Wu :=

{
v ∈W 1,1

loc (Rd),
∫
Rd

∣∣∇v∣∣p +

∫
Rd

∣∣u∣∣p−2∣∣∇v∣∣2 < +∞
}

and Wu :=Wu/R. (2.10)

The space Wu is endowed with the norm

‖v‖Wu := ‖∇v‖Lp(Rd) +
∥∥|u| p−2

2 ∇v
∥∥
L2(Rd)

. (2.11)

In the sequel, we denote undifferently functions and equivalence classes for the relation: f ∼ g if and
only if f − g is almost everywhere constant. Lemma 4.1 below gathers some properties satisfied by
spaces of the form (2.10). In order to solve (2.9), we seek for wξ of the form wξ = wper

ξ + w̃ξ where

wper
ξ is the solution to (2.3) such that −

∫
Q
wper
ξ = 0. We transform the equation (2.9) into

− diva
[∣∣ξ +∇wper

ξ +∇w̃ξ
∣∣p−2

(ξ +∇wper
ξ +∇w̃ξ)−

∣∣ξ +∇wper
ξ

∣∣p−2
(ξ +∇wper

ξ )
]

= div(h), (2.12)
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where
h := ã(ξ +∇wper

ξ )|ξ +∇wper
ξ |

p−2. (2.13)

Assumption (A3) and Proposition 2.1 (ii) ensure that h ∈ Lp′(Rd)d.

Definition 2.2. We say that w̃ξ ∈Wξ+∇wper
ξ

is a solution in the weak sense in Wξ+∇wper
ξ

to (2.12) if

for all w ∈Wξ+∇wper
ξ

,∫
Rd
a
[∣∣ξ +∇wper

ξ +∇w̃ξ
∣∣p−2

(ξ +∇wper
ξ +∇w̃ξ)−

∣∣ξ +∇wper
ξ

∣∣p−2
(ξ +∇wper

ξ )
]
· ∇w = −

∫
Rd
h · ∇w.

We easily check using Appendix B that each integral appearing in Definition 2.2 is convergent.
Note that if w̃ξ is a solution to (2.12) in the sense of Definition 2.2, then it is a solution to (2.12) in the
distribution sense but it is not clear that the converse holds true. This is true if the weight ξ +∇wper

ξ

satisfies Assumption (A4)’ below (see also Remark 2.13).

Theorem 2.3 (Existence of the non-periodic correctors). Assume that the coefficient a = aper + ã
satisfies Assumptions (A1)-(A2)-(A3). Then, for all ξ ∈ Rd, there exists a unique solution wξ to

equation (2.9) such that wξ ∈W 1,1
loc (Rd), wξ = wper

ξ + w̃ξ, where w̃ξ ∈Wξ+∇wper
ξ

is solution in the weak

sense in Wξ+∇wper
ξ

to (2.12)-(2.13).

In view of Theorem 2.3, we denote in the sequel w̃ξ ∈ Wξ+∇wper
ξ

the unique function such that∫
Q

w̃ξ = 0. The function wper
ξ + w̃ξ is a solution to (2.9) and w̃ξ solves (2.12)-(2.13) in the sense of

Definition 2.2. We also define

wξ := wper
ξ + w̃ξ ∈W 1,p

per(Q) +Wξ+∇wper
ξ
. (2.14)

The analogous properties of those given in Proposition 2.1 are given in Theorem 2.4 below for the
non-linear correctors wξ, ξ ∈ Rd. In order to obtain continuity results for the application ξ 7−→ ∇wξ,
we need the following assumption:

(A4) There exists c > 0 independent of ξ ∈ Rd such that |ξ +∇wper
ξ | ≥ c|ξ| on Q.

We comment in Subsection 2.4 on this assumption. We are able to prove the following Theorem.

Theorem 2.4. Let a := aper + ã be a non-periodic coefficient satisfying Assumptions (A1)-(A2)-
(A3). For ξ ∈ Rd, let wξ be defined by (2.14).

(i) The map ξ 7−→ ∇wξ is homogeneous in the sense that for all ξ ∈ Rd and t ∈ R,

∇wtξ = t∇wξ. (2.15)

(ii) There exists a constant C = C(d, p, a) > 0 and an exponent α = α(d, p, a) > 0 such that for all
ξ ∈ Rd, ∇wξ ∈ Lpunif (Rd), ∇wξ ∈ C0,α(Rd) and, moreover, we have the estimates

‖∇wξ‖Lpunif (Rd) ≤ C|ξ| and ‖∇wξ‖C0,α(Rd) ≤ C|ξ|. (2.16)

(iii) Assume that Assumption (A4) is satisfied. Then there exists a constant C = C(d, p, a, c) > 0
independent of ξ and η such that, for all ξ, η ∈ Rd,

‖∇w̃ξ −∇w̃η‖Lp(Rd) ≤ C
(
|ξ|1−β̃ + |η|1−β̃

)
|ξ − η|β̃ , β̃ =

γ

p− 1
min(1, p− 2). (2.17)

where γ is given by (2.8).
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(iv) Assume that Assumption (A4) is satisfied. Then there exists a constant C = C(d, p, a, c) > 0
and an exponent γ̃ > 0 both independent of ξ and η such that, for all ξ, η ∈ Rd,

‖∇wξ −∇wη‖L∞(Rd) ≤ C
(
|ξ|1−γ̃ + |η|1−γ̃

)
|ξ − η|γ̃ . (2.18)

An important tool to obtain Theorem 2.4 (iii) is the following Theorem:

Theorem 2.5. Let a := aper + ã be a non-periodic coefficient such that (A1)-(A2)-(A3)-(A4) are
satisfied. For all ξ ∈ Rd, we have that ∇w̃ξ ∈ Lp

′
(Rd) and the estimate

‖∇w̃ξ‖Lp′ (Rd) ≤ C|ξ| (2.19)

holds true where C = C(d, p, a, c) > 0 is a constant independent of ξ.

Remark 2.6. Note that, under Assumption (A4), the non-periodic part ∇w̃ξ of the corrector has the
same integrability as the defect ã at infinity. This is reminiscent of the linear case p = 2, see [7].

Using Theorem 2.4, we can prove qualitative results concerning the homogenization of (1.1) in the
non-periodic setting.

Theorem 2.7. Let Ω be a bounded smooth domain, f ∈ Lp
′
(Ω), a := aper + ã be a scalar-valued

coefficient satisfying Assumptions (A1)-(A2)-(A3). For ε > 0, let uε ∈ W 1,p
0 (Ω) be the solution

to (1.1).

(i) We have that uε −⇀
ε→0

u∗ weakly in W 1,p(Ω) and uε −→
ε→0

u∗ strongly in Lp(Ω), where u∗ solves

Problem (1.6) and

∀ξ ∈ Rd, a∗(ξ) =

∫
Q

aper(y)(ξ +∇wper
ξ )|ξ +∇wper

ξ |
p−2dy. (2.20)

Besides, we have the Lp
′
(Ω)−weak convergence a(./ε)∇uε|∇uε|p−2 −⇀

ε→0
a∗(∇u∗).

(ii) Assume that (A4) is satisfied. Then, we have the strong convergence

∇uε −∇u∗ −∇wMε∇u∗
( ·
ε

)
−→
ε→0

0 in Lp(Ω), (2.21)

where Mε is defined by (2.1).

(iii) We have the strong convergence

∇uε −∇u∗ −∇wper
Mε∇u∗

( ·
ε

)
−→
ε→0

0 in Lp(Ω), (2.22)

where Mε is defined by (2.1).

We stress that, instead of assuming (A4), Theorem 2.7 can be proved under the assumption that the
mapping

Φp :

{
Rd −→ Lpunif (Rd)
ξ 7−→ ∇wξ

(2.23)

is continuous. This continuity can be obtained under the following Assumption (A4)’ which is clearly
weaker than Assumption (A4):

(A4)’ For ξ ∈ Rd, there exists a constant C > 0 that may depend on ξ and ∇wper
ξ

such that the following weighted Poincaré-Wirtinger inequality holds true: there exists
rmin > 0 such that for all R > rmin and w ∈ H1

(
Q \Q1/2

)
,∥∥∥∥∥|ξ +∇wper

ξ (R·)|
p−2
2

(
w −−

∫
Q\Q1/2

w

)∥∥∥∥∥
L2(Q\Q1/2)

≤ C
∥∥|ξ +∇wper

ξ (R·)|
p−2
2 ∇w‖L2(Q\Q1/2). (2.24)
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We comment in Subsection 2.4 on Assumption (A4)’ and we will provide a sufficient condition on
ξ +∇wper

ξ so that (2.24) is satisfied. We are able to prove the following Theorem:

Theorem 2.8. Assume that (A1)-(A2)-(A3)-(A4)’ are satisfied. Then the mapping Φp defined
by (2.23) is continuous. Hence the conclusion of Theorem 2.7 holds true.

We close this section by mentioning that the results of Theorem 2.7 can be improved in the one-
dimensional setting. We devote Section 3 to convergence results in this particular case.

Remark 2.9. To prove Theorems 2.7 and 2.8, Assumption (A4)’ can further be weakened into the
following one: the set of smooth functions with compact support over Rd, denoted by C∞0 (Rd), is dense
in Wξ+∇wper

ξ
. We show in Lemma B.3 (see Appendix B) that, as pointed out in [27], the density result

is implied by Assumption (A4)’. Note that, under Assumption (A4)’, we can easily prove (by density)
that (2.12)–(2.13) admits a unique solution in the distribution sense in Wξ+∇wper

ξ
.

Remark 2.10. The method of proof of this paper allows to build the non-periodic correctors for a
defect ã that belongs to the dual space of Wξ+∇wper

ξ
, see Lemma 4.1 (iii). This is in particular the case

if ã ∈ L2(Rd). We are however not able to show that the non-periodic corrector satisfies ∇w̃ξ ∈ L2(Rd)
but only that ∇w̃ξ ∈ L2(|ξ +∇wper

ξ |p−2dλ), see Remark 2.11 below. More generally, building the non-

periodic correctors for a defect ã ∈ L2+δ ∩ C0,α(Rd) is a challenging problem that we are unable to
address for now. In the linear setting p = 2, this was achieved in [8] by studying the continuity from
Lq(Rd) to Lq(Rd) for q > 2 of the Riesz operator associated to the coefficient a.

Remark 2.11. The space Wξ+∇wper
ξ

is in general different from the space
◦

W 1,p∩
◦
H1(Rd), where

◦
W 1,p

and
◦
H1(Rd) are the standard homogeneous Sobolev spaces, unless ξ +∇wper

ξ does not vanish. Assume

that there exists x0 ∈ Q such that ξ +∇wper
ξ (x0) = 0. We can assume by invariance translation that

x0 = 0. Owing to Proposition 2.1 (ii), we have that |ξ +∇wper
ξ (x)| ≤ C|x|α in Q. Let φ ∈ D(Q) be

such that φ = 1 on B(0, 1/4). We define Ψ :=
∑
k∈Zd\{0}

1
|k|δ+ν φ(|k|ν(· − k)), where δ, ν > 0 will be

chosen later. We have

∥∥∇Ψ
∥∥p
Lp(Rd)

=
∑

k∈Zd\{0}

1

|k|pδ

∫
|k|−νQ

∣∣∇φ(|k|νx)
∣∣pdx =

∑
k∈Zd\{0}

‖∇φ‖pLp(Q)

|k|pδ+dν
. (2.25)

Besides, we have that∥∥∇Ψ
∥∥2

L2(|ξ+∇wper
ξ |p−2dλ)

=
∑

k∈Zd\{0}

1

|k|2δ

∫
|k|−νQ

∣∣∇φ(|k|νx)
∣∣2|ξ +∇wper

ξ (x)|p−2dx

≤
∑

k∈Zd\{0}

C‖∇φ‖2L2(Q)

|k|αν(p−2)+dν+2δ
.

(2.26)

Finally, ∥∥∇Ψ
∥∥2

L2(Rd)
=

∑
k∈Zd\{0}

1

|k|2δ

∫
|k|−νQ

∣∣∇φ(|k|νx)
∣∣2 =

∑
k∈Zd\{0}

‖∇φ‖2L2(Q)

|k|dν+2δ
. (2.27)

We fix ν ∈ ( d
d+2 , 1) and δ ∈

(
max{d(1−ν)

p , d(1−ν)−αν(p−2)
2 }, d(1−ν)

2

)
so that ∇Ψ ∈ L2(|ξ+∇wper

ξ |p−2dλ)∩
Lp(Rd) and ∇Ψ /∈ L2(Rd). Note that ∇Ψ ∈ C0,δ/ν(Rd) so that this counter-example is consistent with
the result of Theorem 2.4 (ii) since δ < ν.
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2.4 Comments on the Assumptions

On Assumption (A4). Assumption (A4) is quite restrictive but is known to be true in dimension 1.
Besides, it is proved in [11, Lemma 2, p. 404] that it is also satisfied in dimension d = 2.

We show here that Assumption (A4) is satisfied for laminate materials (in any dimension). Suppose
that aper(x) = a0(x1) where a0 : R −→ R is a periodic function. Let ξ 6= 0. In this case, the periodic
corrector wper

ξ is a function of the first variable i.e. wper
ξ (x) = w0

ξ(x1) and (2.2) becomes

− d

dx1

a0(x1)

(
ξ1 +

dw0
ξ

dx1

)∣∣∣∣∣∣
(
ξ1 +

dw0
ξ

dx1

)2

+ ξ2
2 + · · ·+ ξ2

d

∣∣∣∣∣∣
p−2
2

 = 0. (2.28)

If there exists i ≥ 2 such that ξi 6= 0, then |ξ +∇wper
ξ | ≥ |ξi| > 0. In the other cases, ξi = 0 for i ≥ 2,

thus ξ1 6= 0 and (2.28) reduces to:

− d

dx1

a0(x1)

(
ξ1 +

dw0
ξ

dx1

)∣∣∣∣∣ξ1 +
dw0

ξ

dx1

∣∣∣∣∣
p−2
 = 0. (2.29)

There exists a constant C(ξ) such that
(
ξ1 +

dw0
ξ

dx1

)p−1
= C(ξ)/a0(x1), where zp−1 := sgn(z)|z|p−1. If

C(ξ) = 0, then w0
ξ(x1) = −ξ1x1 which contradicts the periodicity of w0

ξ . In any cases, we have shown

that |ξ +∇wper
ξ | > 0. We then prove easily that this implies (A4).

On Assumption (A4)’. This Assumption is satisfied in dimension d = 1, 2 because (A4) is satisfied.
For higher dimensions, we provide here a sufficient condition implying (A4)’:

Lemma 2.12 (see [10] and [26]). Assume that d ≥ 2 and that |ξ +∇wper
ξ |2−p ∈ Ld/2(Q), then (A4)’

is satisfied.

Proof. We refer to [10, Lemma 8].

If we assume that {ξ + ∇wper
ξ = 0} is a finite number of points (in the case d > 2) and that all

critical points have finite order, denoting by m the maximum order of the corresponding zero points,
we have that |ξ +∇wper

ξ |2−p ∈ Ld/2(Q) if and only if md
2 (p − 2) < d i.e. p < 2 + 2/m. Thus, in this

case, Assumption (A4)’ can be replaced by assuming that p < 2 + 2/m. Note also that if ξ +∇wper
ξ

vanishes at order m along a line (or a curve) in dimension d, then |ξ +∇wper
ξ |2−p ∼ |x|m(2−p) which

is Ld/2(Q) if and only if d
2m(p− 2) < d− 1 i.e. p < 2 + 2(d−1)

dm .

Remark 2.13. The Assumption (A4)’ is used in the proof of Lemma 7.1 which allows to pass from so-
lutions in the distribution sense to solutions in the sense of Definition 2.2 for PDEs of the form (2.12).
We then take advantage of Lemma 7.1 in the proof of Theorem 2.8 by working locally in a concentration-
compactness method.

2.5 Extension to other non-linear operators

We have limited the presentation of the results to the simplest operator (1.1) in order to avoid some
technicalities and the use of abstract existence Theorems for non-linear PDEs. However, the result
of this paper extends to more general operators. We explain below the type of problems that we can
address with the technique developed in this work.

The first direct extension concerns the equivalent of (1.1) when a is a matrix-valued coefficient.
This corresponds to the following non-linear operator:

a(y, ξ) := 〈A(y)ξ, ξ〉
p−2
2 A(y)ξ, y ∈ Rd, ξ ∈ Rd, (2.30)
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where A is of the form A = Aper + Ã. We assume that the matrix Aper is periodic and that A and
Aper are symmetric and positive definite, that is,

∃λ > 0, ∀y ∈ Rd, λ−1|ξ|2 ≤ 〈A(y)ξ, ξ〉 ≤ λ|ξ|2 and λ−1|ξ|2 ≤ 〈Aper(y)ξ, ξ〉 ≤ λ|ξ|2.

The perturbation Ã satisfies Ã ∈ Lp′ ∩ C0,1(Rd)d×d. The periodic correctors can be defined thanks to
variational techniques by considering the minimization problem

min
wper
ξ ∈H1,per(Q)

{
1

p

∫
Q

〈
A(y)(ξ +∇wper

ξ ), ξ +∇wper
ξ

〉p/2}
.

The non-periodic equation corresponding to (2.12) is

− div
[
a(·, ξ +∇wper

ξ +∇w̃ξ)− a(·, ξ +∇wper
ξ )

]
= div(h), (2.31)

where
h := aper(·, ξ +∇wper

ξ )− a(·, ξ +∇wper
ξ ), (2.32)

where aper(·, ξ) := 〈Aper(·)ξ, ξ〉
p−2
2 Aper(·)ξ. It is easily proved that f ∈ Lp′(Rd)d and that the method

of proof of Section 4 extends to this case by studying the functional

Fξ(v) :=
1

p

∫
Rd

{〈
A(y)(ξ +∇wper

ξ +∇v), ξ +∇wper
ξ +∇v

〉p/2
−
〈
A(y)(ξ +∇wper

ξ ), ξ +∇wper
ξ

〉p/2
− p〈A(y)(ξ +∇wper

ξ ), ξ +∇wper
ξ 〉

p−2
2 A(y)(ξ +∇wper

ξ ) · ∇v
}

dy +

∫
Rd
h · ∇v.

Note that the inequalities given in Appendix B are valid for the matrix model (2.30). Concerning the
continuity results for the application ξ 7−→ ∇w̃ξ, the results proved in sections 5, 6 and 7 still hold
true.

The second less direct extension corresponds to non-variational operators, that is, PDEs that
cannot be written as a minimization problem. We consider operators a(y, ξ) that satisfy the following
properties:

(1) for all ξ ∈ Rd, a(·, ξ) is a measurable function and ξ 7−→ a(y, ·) for fixed y ∈ Rd is of class C1(Rd)
and of class C2(Rd \ {0}).

(2) the application ξ 7−→ a(y, ξ) is homogeneous i.e. a(y, tξ) = tp−1a(y, ξ) for t ∈ R and y, ξ ∈ Rd.
We also assume that a(·, ξ) is a uniformly in ξ Lipschitz continuous function: there exists λ > 0
such that

∀y, y′ ∈ Rd, ∀ξ ∈ Rd, |a(y, ξ)− a(y′, ξ)| ≤ λ|y − y′||ξ|p−1.

∀y, y′ ∈ Rd, ∀ξ ∈ Rd, |∂ξa(y, ξ)− ∂ξa(y′, ξ)| ≤ λ|y − y′||ξ|p−2.

(3) we have that a(y, ξ) = aper(y, ξ) + ã(y, ξ) where aper(·, ξ) is a periodic function satisfying the
same homogeneity and regularity properties as a. We assume that the perturbation ã satisfies:

∃b ∈ Lp
′
∩L∞(Rd), ∀ξ ∈ Rd, ∀y ∈ Rd,

∣∣ã(y, ξ)
∣∣ ≤ b(y)|ξ|p−1 and

∣∣∂ξã(y, ξ)
∣∣ ≤ b(y)|ξ|p−2.

(4) There exists λ > 0 such that

{a(y, ξ)− a(y, ξ′)} · {ξ − ξ′} ≥ λ−1
(
|ξ|p−2 + |ξ′|p−2

)
|ξ − ξ′|2,

{aper(y, ξ)− aper(y, ξ′)} · {ξ − ξ′} ≥ λ−1
(
|ξ|p−2 + |ξ′|p−2

)
|ξ − ξ′|2,

and
|a(y, ξ)− a(y, ξ′)| ≤ λ

(
|ξ|p−2 + |ξ′|p−2

)
|ξ − ξ′|

|aper(y, ξ)− aper(y, ξ′)| ≤ λ
(
|ξ|p−2 + |ξ′|p−2

)
|ξ − ξ′|.

We also assume that
sup
y∈Rd

sup
|ξ|=1

∣∣∂2
ξa(y, ξ)

∣∣ ≤ λ. (2.33)
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We define the operator

A :


Wξ+∇wper

ξ
−→

(
Wξ+∇wper

ξ

)′
∇v 7−→


Wξ+∇wper

ξ
−→ R

∇h 7−→
∫
Rd

[
a(·, ξ +∇wper

ξ +∇v)− a(·, ξ +∇wper
ξ )

]
· ∇h.

(2.34)

We can show that A is hemicontinuous, bounded, coercive and strictly monotone. By [22, Corol-
lary 8.1], the PDE A(∇v) = F , where F := div ã(·, ξ+∇wper

ξ ), admits a unique solution in Wξ+∇wper
ξ

.

The results of Section 7, which are sufficient to prove the qualititative homogenization of Section 6
(which is in fact the main result of this paper), only use the PDE and are thus directly generalized.
The results of Section 5 can be proved using the PDE instead of the minimization problem (4.19).
These extensions are detailed in [25, Chapter 5].

Remark 2.14. A simple example of a non-variational operator satisfting the above assumptions is
a(y, ξ) = A(y)ξ |ξ|p−2

, where A is a positive definite and bounded symmetric matrix that can be written

under the form A = Aper + Ã where Ã ∈ Lp
′ ∩ C0,1(Rd)d×d. We check that a is not variational:

assume by contradiction that there exists a function F : Rd × Rd → R such that a(y, ξ) = ∂ξF (y, ξ).
In particular, thanks to Schwartz Theorem, we should have that for all i, j ∈ {1, ..., d},

∂ξj [a(y, ξ)i] = ∂ξi [a(y, ξ)j ] .

Expanding each term gives, for ξ 6= 0,

A(i, j)|ξ|p−2 + (p− 2) [A(y)ξ]i ξj |ξ|
p−4 = A(j, i)|ξ|p−2 + (p− 2) [A(y)ξ]j ξi|ξ|

p−4

In particular, for all ξ 6= 0 and (i, j) ∈ {1, ..., d}2,

[A(y)ξ]i ξj = [A(y)ξ]j ξi.

This shows that A is a scalar matrix i.e. proportional to the identity.

Remark 2.15. Assumption (2.33) is only needed in the proofs of Theorem 2.4 and Theorem 2.5. Note
also that, together with homogeneity, this Assumption implies that for all δ > 0,

sup
y∈Rd

sup
|ξ|=δ

∣∣∂2
ξa(y, ξ)

∣∣ ≤ λδp−3.

3 The one-dimensional setting

We consider the homogenization of (1.1) in the one-dimensional case. This equation reads as:{
−
(
a(./ε)u′ε|u′ε|p−2

)′
= f

uε(− 1
2 ) = uε(

1
2 ) = 0,

(3.1)

where a is of the form a = aper+ã with ã ∈ Lq∩C0,α(R), 1 < q < +∞ and a satisfies Assumption (A1).
In this section, we assume that f ∈ Lp′(− 1

2 ,
1
2 ). Direct computations show that

u′ε =

(
−F + Cε
a(./ε)

)1/(p−1)

, F (x) =

∫ x

− 1
2

f, (3.2)

where x
1
p−1 := sgn(x)|x|

1
p−1 for x ∈ R. The constant Cε is such that∫ 1

2

− 1
2

(
−F + Cε
a(./ε)

)1/(p−1)

= 0. (3.3)
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We note that the function F is bounded and thus the sequence (Cε)ε>0 is bounded. Passing to the
limit ε −→ 0 in (3.2) and (3.3), we get that uε −⇀

ε→0
u∗ in W 1,p(− 1

2 ,
1
2 ) and Cε −→

ε→0
C∗, where

(u∗)′ =

(
−F + C∗

a∗

)1/(p−1)

,

∫ 1
2

− 1
2

(−F + C∗)
1/(p−1)

= 0.

and the homogenized coefficient is defined by

a∗ :=
(
Lp − weaklim

ε→0
a
( ·
ε

)− 1
p−1

)−(p−1)

.

We easily show with the ingredients used in Remark 3.2 below that

a∗ =

∫ 1
2

− 1
2

1(
aper

) 1
p−1

−(p−1)

.

The homogenized equation solved by u∗ is{
−
(
a∗(u∗)′|(u∗)′|p−2

)′
= f

u∗
(
− 1

2

)
= u∗

(
1
2

)
= 0.

The corrector equations (2.9) and (2.12)-(2.13) in the direction ξ ∈ R are easy to solve (see Remark 3.2
below):

ξ + w′ξ = ξ

(
a∗

a

) 1
p−1

and ξ + (wper
ξ )′ = ξ

(
a∗

aper

) 1
p−1

. (3.4)

Let Rε := uε− (u∗)′−w(u∗)′(./ε). be the remainder between uε and its two scale expansion. When u∗

is regular enough, we have that

R′ε = (u1
ε)
′ − (u∗)′(1 + w′(./ε))− εw(./ε)(u∗)′′

=
(−F + Cε)

1/(p−1) − (−F + C∗)1/(p−1)

a(./ε)1/(p−1)︸ ︷︷ ︸
=:(u1

ε)
′

−εw(./ε)(u∗)′′, (3.5)

where w := w1. We concentrate in the sequel on the first term of (3.5), the second one being related to
the regularity of u∗ on the one hand (which is not related to homogenization) and to the sublinearity
of w on the other hand. We prove briefly that w is sublinear: indeed, we can write w′ = (wper)′ + w̃′

where, due to Remark 3.1 below, w̃′ ∈ Lq(Rd). By Hölder (or Morrey) inequality, we get immediately
that w̃ is sublinear. Since wper is periodic and bounded, it is in particular also sublinear. This proves
that w is sublinear. We use Lemma B.2 stated in Appendix B to obtain the bound

|u′ε − (u∗)′(1 + w′(./ε))| ≤ λ|Cε − C∗|1/(p−1) −→
ε→0

0 uniformly. (3.6)

We have obtained the L∞−strong convergence of (u1
ε)
′ to zero when we use the non-periodic corrector.

Let us now introduce the ”periodic” remainder Rper
ε which is defined by Rper

ε := uε−u∗−εwper
(u∗)′(./ε).

We have that

(Rper
ε )′ =

(−F + Cε)
1/(p−1)

a(./ε)1/(p−1)
− (−F + C∗)1/(p−1)

aper(./ε)1/(p−1)
+ εwper

1 (./ε)(u∗)′′

= (u1
ε)
′ + (−F + C∗)1/(p−1)

[
1

a(./ε)1/(p−1)
− 1

aper(./ε)1/(p−1)

]
+ εwper

1 (./ε)(u∗)′′.

(3.7)
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The first term tends uniformly to zero while the second one does not tend to zero in L∞ unless ã = 0
or C∗ = 0. Indeed, testing (3.7) at the microscale gives:∣∣∣∣(−F + C∗)1/(p−1)

[
1

a(./ε)1/(p−1)
− 1

aper(./ε)1/(p−1)

]
(εx)

∣∣∣∣ ≥ c(p, λ)| − F (εx) + C∗|1/(p−1)|ã(x)|︸ ︷︷ ︸
−→
ε→0

c(p,λ)|C∗|1/(p−1)|ã(x)|6=0

.

This shows that the convergence of the remainder deteriorates when using wper
ξ instead of wξ. We

close this section by commenting on the integrability of the correctors in the particular 1D setting.
We show in Remark 3.1 that, in this case, the exponent given by Theorem 2.5 is optimal for q = p′,
see also Remark 2.6.

Remark 3.1. Suppose that ã ∈ Lq(Rd) ∩ C0,α(Rd), 1 < q < +∞. An explicit calculation shows that

w̃ξ
′

= −
(
ξ + (wper

ξ )′
)

+
(
ξ + (wper

ξ )′
)(

1− ã

a

) 1
p−1

, (3.8)

and |ξ + (wper
ξ )′| ≥ c|ξ|. Since ã(x) −→

|x|−→+∞
0, we have that

w̃ξ
′ ∼
x→±∞

− 1

p− 1

ã(ξ + (wper
ξ )′)

a
.

Thus w̃ξ
′ ∈ Lq(Rd), that is w̃ξ

′
has the same integrability as ã and this exponent is optimal.

Remark 3.2. We show below that there exists a unique solution wξ to (2.9) that is sublinear at infinity.
This justifies, in dimension one, to search wξ under the form wper

ξ + w̃ξ where w̃ξ
′ ∈ Lp(R).

Assume that wξ is a sublinear solution to (3.4). Then, there exists a constant C such that ξ+w′ξ =

(C/a)
1/(p−1)

. We have by sublinearity that

ξ = lim
x→+∞

−
∫ x

0

(
ξ + w′ξ

)
= lim
x→+∞

−
∫ x

0

(
C

a

) 1
p−1

= C
1
p−1 lim

x→+∞
−
∫ x

0

(
1

a

) 1
p−1

.

However, by Lemma B.2, we have that∣∣∣∣∣−
∫ x

0

(
1

a

) 1
p−1

−−
∫ x

0

(
1

aper

) 1
p−1

∣∣∣∣∣ ≤ −
∫ x

0

∣∣∣a 1
p−1 − (aper)

1
p−1

∣∣∣
a

1
p−1 (aper)

1
p−1

≤ Cst. −
∫ x

0

|ã|
1
p−1 ,

where Cst. denotes a constant depending only on p and λ. Since ã ∈ Lp
′
(Rd), we get by Hölder

inequality that

−
∫ x

0

|ã|
1
p−1 −→

x→+∞
0.

This shows that

lim
x→+∞

−
∫ x

0

(
1

a

) 1
p−1

= lim
x→+∞

−
∫ x

0

(
1

aper

) 1
p−1

=

(
1

a∗

) 1
p−1

and gives that C = ξ|ξ|p−2a∗. This shows that w̃ξ is necessarily of the form (3.4).

Numerical experiments. We have implemented for p = 3 the solution to (1.1) in the 1D setting
for f(x) = 2x and

a(y) := aper(y) + ã(y) = 2 + cos(2πy) + 10e−|y|

on the domain Ω := (− 1
2 ,

1
2 ). The boundary conditions are homogeneous Dirichlet conditions i.e.

uε(− 1
2 ) = uε(

1
2 ) = 0. The coefficient a satisfies of course Assumptions (A1)-(A3). The results are
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plotted on Figure 1. We comment on these results. We have plotted for different values of ε the
function u′ε (which is labeled as ’exact solution’), the periodic two scale approximation (u∗)′ +
(wper)′(./ε)(u∗)′ (which is labeled as ’periodic two-scale approx.’) and the non-periodic two scale
approximation (u∗)′+w′(./ε)(u∗)′ (which is labeled as ’non-periodic two-scale approx.’). Tables 1
and 2 give numerical values for the periodic and non-periodic remainders in L2 and L∞−norm for
different values of ε. We see that on Figure 1, qualitatively, the non-periodic two-scale approximation
fits efficiently the exact solution for each chosen value of ε. The periodic two-scale approximation
corresponds to the exact solution far from the defect, which, as ε −→ 0, concentrates aroung the
origin. We notice that the non-periodic corrector is useful to reconstruct the oscillations of the exact
solution locally around the defect. Tables 1 and 2 express the same idea: the L∞−norms of the
periodic remainders remain unchanged as ε decreases whereas those of the non-periodic remainder
decrase with ε. For the L2−norm, which is weaker than the L∞−norm, both norms decrease as
ε gets closer to zero although the nonperiodic approximation is more accurate than the periodic
approximation. This means that, depending on the precision we want (and also on the regularity on
f and a), we may use the periodic corrector, which is much easier to compute, or the non-periodic
corrector, if we seek for a fine approximation of the exact solution. This can also be seen theoretically
since Rper

ε −Rε = εw̃′(./ε)(u∗)′ and, for all q ≤ p,∥∥εw̃′(./ε)(u∗)′∥∥
Lq(0,1)

≤ Cεd/p‖(u∗)′‖L∞(0,1)‖w̃′‖Lp(R).

In any case, we get that Rper
ε − Rε −→

ε→0
0 in Lq−norm, q ≤ p but not in L∞−norm. Another way

to reformulate the preceding remark is the following: the non-periodic corrector provides a better
approximation at the microscale.

ε ‖Rper
ε ‖L∞ ‖Rε‖L∞

0.1 0.156 0.109
0.05 0.163 0.137
0.01 0.170 0.0657
0.005 0.170 0.0288
0.001 0.170 0.0245
0.0005 0.171 0.0136

Table 1: Numerical errors for different values of ε in L∞−norm.

ε ‖Rper
ε ‖L2 ‖Rε‖L2

0.1 6.39 3.85
0.05 5.01 3.16
0.01 2.13 0.740
0.005 1.47 0.331
0.001 0.654 0.108
0.0005 0.46 0.0461

Table 2: Numerical errors for different values of ε in L2−norm.

4 Existence of the non-periodic correctors: proof of Theo-
rem 2.3

We start this section with some preliminary results:

Lemma 4.1. Let ξ ∈ Rd and Wξ+∇wper
ξ

be defined by (2.10).
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Figure 1: Numerical simulation in the particular 1D case.

(i) The space Wξ+∇wper
ξ

is a Banach space.

(ii) Its topological dual space is{
−div(g), g = g1 + g2|ξ +∇wper

ξ |
p−2, g1 ∈ Lp

′
(Rd), g2|ξ +∇wper

ξ |
p−2
2 ∈ L2(Rd)

}
.

(iii) Each bounded sequence in Wξ+∇wper
ξ

admits a weakly converging subsequence.
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Proof. We refer to [25, Chapter 5] for the proof of this elementary Lemma.

We now fix ξ ∈ Rd, h ∈ Lp′(Rd)d, a coefficient a satisfying Assumptions (A1)-(A2)-(A3). We
introduce the functional Fξ defined by

Fξ(v) :=
1

p

∫
Rd
agξ+∇wper

ξ
(∇v) +

∫
Rd
h · ∇v, (4.1)

where the function gξ is defined ny (B.4):

gξ(x) := |ξ + x|p − |ξ|p − pξ|ξ|p−2 · x.

Since gξ(x) ≥ 0 over Rd, we immediately have that Fξ is defined over

V :=
{
v ∈W 1,1

loc (Rd), ∇v ∈ Lp(Rd)
}
/R (4.2)

and takes its values in R ∪ {+∞}. Note that since Fξ(v) only depends on ∇v, Fξ is well-defined on
the space of equivalence classes V . For R > 0, we define the mapping

FRξ :


V −→ R

v 7−→ 1

p

∫
BR

agξ+∇wper
ξ

(∇v) +

∫
Rd
h · ∇v. (4.3)

We gather in Lemmas 4.2 and 4.3 below the key properties satisfied by the functional Fξ.

Lemma 4.2. Let ξ ∈ Rd, h ∈ Lp′(Rd)d, Fξ be defined by (4.1) over V and the space Wξ+∇wper
ξ

be

defined by (2.10).

(i) There exist two constants c, C > 0 such that for all v ∈Wξ+∇wper
ξ

,

c

[
−1 + ‖v‖2Wξ+∇wper

ξ

]
≤ Fξ(v) ≤ C

[
1 + ‖v‖pWξ+∇wper

ξ

]
. (4.4)

In particular, Fξ(v) is finite if and only if v ∈Wξ+∇wper
ξ

.

(ii) The function Fξ is convex over V and strictly convex over Wξ+∇wper
ξ

.

Proof of Lemma 4.2. The point (i) is a simple application of (B.5). Let v ∈Wξ+∇wper
ξ

, we have thanks

to (B.5) together with Hölder inequality that

−‖h‖Lp′ (Rd)‖∇v‖Lp(Rd) + cλ−1

∫
Rd
|∇v|p + |ξ +∇wper

ξ |
p−2|∇v|2 ≤ Fξ(v)

≤ ‖h‖Lp′ (Rd)‖∇v‖Lp(Rd) + Cλ

∫
Rd
|∇v|p + |ξ +∇wper

ξ |
p−2|∇v|2.

(4.5)

Easy computations allow to deduce that

Fξ(v) ≤ 1

p′
‖h‖p

′

Lp′ (Rd)
+ (2Cλ+ 1)

∥∥v∥∥p
Wξ+∇wper

ξ

.

This proves the right-most inequality of (4.4) after changing the constant C. For the left-most in-
equality, we write that, by Young inequality

− λ

2c
‖h‖p

′

Lp′ (Rd)
+
cλ−1

2

∫
Rd
|∇v|p + cλ−1

∫
Rd
|ξ +∇wper

ξ |
p−2|∇v|2 ≤ Fξ(v).
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We deduce the lower bound

1

2
‖v‖2Wξ+∇wper

ξ

− 1 ≤
∫
Rd
|∇v|p +

∫
Rd
|ξ +∇wper

ξ |
p−2|∇v|2.

Thus,

−
(
λ

2c
‖h‖p

′

Lp′ (Rd)
+
cλ−1

2

)
+
cλ−1

4
‖v‖2Wξ+∇wper

ξ

≤ Fξ(v).

After changing the constant c, we get (4.4). This proves (i).

The point (ii) follows readily from the strict convexity of the application z 7→ |z|p.

Lemma 4.3. Let ξ ∈ Rd, h ∈ Lp′(Rd)d, Fξ be defined by (4.1) over V and the space Wξ+∇wper
ξ

be

defined by (2.10). Then the application Fξ is Fréchet-differentiable over Wξ+∇wper
ξ

. Its differential is

given, for v ∈Wξ+∇wper
ξ

, by

F ′ξ(v) · u :=

∫
Rd

{
a
[
(ξ +∇wper

ξ +∇v)
∣∣ξ +∇wper

ξ +∇v
∣∣p−2 − (ξ +∇wper

ξ )
∣∣ξ +∇wper

ξ

∣∣p−2
]

+ h
}
· ∇u.

(4.6)

Proof of Lemma 4.3. We fix v ∈Wξ+∇wper
ξ

and u ∈Wξ+∇wper
ξ

. We have that

Fξ(v + u)− Fξ(v) =
1

p

∫
Rd
a
[
gξ+∇wper

ξ
(∇v +∇u)− gξ+∇wper

ξ
(∇v)

]
+

∫
Rd
h · ∇u. (4.7)

We note that

gξ+∇wper
ξ

(∇v +∇u)− gξ+∇wper
ξ

(∇v)

=
∣∣ξ +∇wper

ξ +∇v +∇u
∣∣p − ∣∣ξ +∇wper

ξ +∇v
∣∣p − p(ξ +∇wper

ξ +∇v)|ξ +∇wper
ξ +∇v|p−2 · ∇u

+ p
(

(ξ +∇wper
ξ +∇v)|ξ +∇wper

ξ +∇v|p−2 − (ξ +∇wper
ξ )|ξ +∇wper

ξ |
p−2
)
· ∇u

= A+B,
(4.8)

where

A :=
∣∣ξ+∇wper

ξ +∇v+∇u
∣∣p− ∣∣ξ+∇wper

ξ +∇v
∣∣p−p(ξ+∇wper

ξ +∇v)|ξ+∇wper
ξ +∇v|p−2 ·∇u (4.9)

and

B := p
(

(ξ +∇wper
ξ +∇v)|ξ +∇wper

ξ +∇v|p−2 − (ξ +∇wper
ξ )|ξ +∇wper

ξ |
p−2
)
· ∇u. (4.10)

We note that, using the definition of gξ (B.4),

A = gξ+∇wper
ξ +∇v(∇u) ≤ C

{∣∣∇u∣∣p +
∣∣ξ +∇wper

ξ +∇v|p−2
∣∣∇u∣∣2} ,

where we have used the right-most part of inequality (B.5). Thus, applying the inequality (b1+b2)p−2 ≤
C(p)(bp−2

1 + bp−2
2 ) for b1, b2 ≥ 0, we get that

|A| ≤ C
{
|∇u|p + |ξ +∇wper

ξ |
p−2|∇u|2 + |∇v|p−2|∇u|2

}
. (4.11)

We now note that, due to Hölder inequality and the fact that(p
2

)′ (p
2
− 1
)

=
p

2
=⇒

(p
2

)′ (
p− 2

)
= p,
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we obtain ∫
Rd
|∇v|p−2|∇u|2 ≤

(∫
Rd
|∇v|p

)1−2/p(∫
Rd
|∇u|p

)2/p

. (4.12)

Gathering (4.11), (4.12) and recalling the definition (2.11), we have proved that A ∈ L1(Rd) and that∫
Rd
|A| ≤ C

[
‖u‖2Wξ+∇wper

ξ

+ ‖u‖pWξ+∇wper
ξ

]
, (4.13)

where the constant C does not depend on u. We now turn to estimating B, see (4.10). Using (B.3),
Cauchy-Schwarz inequality and Young inequality, we have that

|B| ≤ C
[
|ξ +∇wper

ξ +∇v|p−2 + |ξ +∇wper
ξ |

p−2
]
|∇v||∇u|

≤ C
[
|ξ +∇wper

ξ |
p−2|∇v|2 + |ξ +∇wper

ξ |
p−2|∇u|2 + |∇v|p + |∇u|p

]
.

(4.14)

This proves that B ∈ L1(Rd) and that∫
Rd
|B| ≤ C

[
‖v‖2Wξ+∇wper

ξ

+ ‖u‖2Wξ+∇wper
ξ

+ ‖v‖pWξ+∇wper
ξ

+ ‖u‖pWξ+∇wper
ξ

]
, (4.15)

where the constant C is independent of v and u. We can now conclude the proof of Lemma 4.3:
using (4.7) and the notations (4.9) and (4.10), we have that

Fξ(v + u)− Fξ(v)−
{

1

p

∫
Rd
B +

∫
Rd
h · ∇u

}
=

1

p

∫
Rd
A. (4.16)

Defining

Lv(u) :=
1

p

∫
Rd
B +

∫
Rd
h · ∇u

=

∫
Rd
a
(

(ξ +∇wper
ξ +∇v)|ξ +∇wper

ξ +∇v|p−2 − (ξ +∇wper
ξ )|ξ +∇wper

ξ |
p−2
)
· ∇u+

∫
Rd
h · ∇u

and noting that, thanks to (4.15), Lv is a bounded linear form on Wξ+∇wper
ξ

, we have, gathering (4.16)

and (4.13) together,

Fξ(v + u)− Fξ(v)− Lv(u) = Ou→0

(
‖u‖2Wξ+∇wper

ξ

)
.

Lemma 4.3 is proved.

Proof of Theorem 2.3. We prove below that, for h ∈ Lp′(Rd)d, the PDE

− diva
[∣∣ξ +∇wper

ξ +∇wξ
∣∣p−2

(ξ +∇wper
ξ +∇w̃ξ)−

∣∣ξ +∇wper
ξ

∣∣p−2
(ξ +∇wper

ξ )
]

= div(h), (4.17)

admits a unique solution w̃ξ ∈ Wξ+∇wper
ξ

in the weak sense (see Definition 2.2). Theorem 2.3 is then

proved by defining
h := ã(ξ +∇wper

ξ )|ξ +∇wper
ξ |

p−2. (4.18)

Because of Proposition 2.1 (ii) and Assumptions (A2)-(A3), it is clear that h ∈ Lp′(Rd)d. Since (4.17)
is solvable for this choice of h, Theorem 2.3 is proved.

We are thus left to study the PDE (4.17) for an abstract right-hand side h ∈ Lp
′
(Rd)d. With

Lemma 4.2, Lemma 4.3 and Lemma 4.1, we prove in a standard way that Problem (4.17) admits a
unique solution. Indeed, let us consider the minimization Problem:

min
v∈Wξ+∇wper

ξ

Fξ(v). (4.19)
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This Problem admits a unique solution. The existence is guaranteed by the following procedure: let
(vn)n∈N ⊂ Wξ+∇wper

ξ
be a minimizing sequence. Then, by the left-hand estimate of (4.4), we have

that the sequence

(
‖vn‖Wξ+∇wper

ξ

)
n∈N

is bounded (see (2.11) for the definition of ‖ · ‖Wξ+∇wper
ξ

). By

Lemma 4.1 (iii), we get that the sequence (vn)n∈N weakly converges, up to a subsequence, to some v
in Wξ+∇wper

ξ
when n −→ +∞. Since by Lemma 4.2 (ii) and Lemma 4.3, Fξ is convex and continuous

over Wξ+∇wper
ξ

, it is in particular weakly lower semi-continuous. Thus

Fξ(v) ≤ lim inf
n→+∞

Fξ(vn) = inf
Wξ+∇wper

ξ

Fξ.

This concludes the existence of a solution to (4.19). The uniqueness is given by the strict convexity
of Fξ, see Lemma 4.2 (ii). We finally note that the convexity of Fξ together with its differentiability
ensure that being a solution to Problem (4.19) is equivalent to solve the PDE (4.17), since (4.6) is
exactly the weak form of (4.17) in the sense of Definition 2.2. Theorem 2.3 is proved.

5 Properties of the non-periodic correctors: proof of Theo-
rem 2.4

5.1 A useful Lemma

We begin by introducing the following function: for all ξ, η ∈ Rd, the function Gξ,η is defined over
Rd × Rd by

Gξ,η(X,Y ) := |ξ+X|p+|η+Y |p−
∣∣∣∣ξ +

X + Y

2

∣∣∣∣p−∣∣∣∣η +
X + Y

2

∣∣∣∣p−p2 (ξ|ξ|p−2 − η|η|p−2
)
·(X−Y ). (5.1)

The following Lemma gives a lower bound for Gξ,η that will allow to prove Theorem 2.5 (iii).

Lemma 5.1. Suppose that 2 ≤ p < 3. For all δ > 0, there exist constants γp = γ(p) > 0 and
cp = c(p) > 0 such that for all X,Y ∈ Rd, for all ξ ∈ Rd \B(0, δ) and η ∈ B(ξ, δ/2), we have that

Gξ,η(X,Y ) ≥ γp|X − Y |p − cp
{
|ξ − η|p−2|X − Y |+ δp−3|ξ − η||X + Y |

}
|X − Y |. (5.2)

Suppose that p ≥ 3. There exist constants γp = γ(p) > 0 and cp = c(p) > 0 such that for all X,Y ∈ Rd
and all ξ, η ∈ Rd,

Gξ,η(X,Y ) ≥ γp|X − Y |p

− cp
{
|ξ − η|p−2|X − Y |+ |ξ − η||X + Y |p−2 + (|ξ|+ |η|)p−3|ξ − η||X + Y |

}
|X − Y |.

(5.3)

Proof of Lemma 5.1. We first give the proof of Estimate (5.2). We have that ξ 6= 0 and η 6= 0. For
all X,Y ∈ Rd, we define Z := X−Y

2 and T := X+Y
2 . Inequality (5.2) is equivalent to the following

inequality: for any Z, T ∈ Rd,

|ξ + T + Z|p + |η + T − Z|p−|ξ + T |p − |η + T |p − p(ξ|ξ|p−2 − η|η|p−2) · Z
≥ γp|Z|p − cp

{
|ξ − η|p−2|Z|+ δp−3|ξ − η||T |

}
|Z|.

(5.4)

We prove (5.4) for any Z, T ∈ Rd. We fix T ∈ Rd and we introduce the function

Φγp(Z) := |ξ + T + Z|p + |η + T − Z|p − γp|Z|p,

where γp > 0 is to be chosen later. Since p ≥ 2, the function Φγp is of class C2. Besides, denoting by I
the identity matrix, we have that

Φ′′γ(Z) = p|ξ + T + Z|p−2I + p(p− 2)|ξ + Z + T |p−4(ξ + Z + T )⊗ (ξ + Z + T ) + p|η + T − Z|p−2I

+ p(p− 2)|η + T − Z|p−4(η + T − Z)⊗ (η + T − Z)− γpp|Z|p−2I− γpp(p− 2)|Z|p−4Z ⊗ Z.
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Thus, for all h ∈ Rd,

Φ′′γ(Z)(h, h) ≥ p|ξ + T + Z|p−2|h|2 + p|η + T − Z|p−2|h|2 − γpp|Z|p−2|h|2 − γpp(p− 2)|Z|p−4(Z · h)2

≥ p
[
|ξ + T + Z|p−2 + |η + T − Z|p−2 − γp(p− 1)|Z|p−2

]
|h|2.

(5.5)
We next note that

|Z|p−2 =

∣∣∣∣12(Z + ξ + T ) +
1

2
(Z − η − T ) +

1

2
(η − ξ)

∣∣∣∣p−2

≤ C(p)
(
|ξ + T + Z|p−2 + |η + T − Z|p−2 + |ξ − η|p−2

)
,

(5.6)

where we have used the triangle inequality together with the fact that for all m ≥ 1 and p ≥ 2, there
exists a constant C(p,m) such that

∀a1, ..., am ≥ 0, (a1 + · · ·+ am)p−2 ≤ C(p,m)
(
ap−2

1 + · · ·+ ap−2
m

)
.

Estimate (5.6) together with inequality (5.5) give that

∀h ∈ Rd, Φ′′γp(Z)(h, h) ≥ −p|ξ − η|p−2|h|2

for

γp :=
1

C(p)(p− 1)
.

The function Φγp + p
2 |ξ − η|

p−2| · |2 is convex, hence

∀Z ∈ Rd, Φγp(Z) +
p

2
|ξ − η|p−2|Z|2 ≥ Φγp(0) +∇Φγp(0) · Z.

We have thus proved that

Φγp(Z) ≥ |ξ + T |p + |η + T |p + p
[
(ξ + T )|ξ + T |p−2 − (η + T )|η + T |p−2

]
· Z − p

2
|ξ − η|p−2|Z|2.

This proves estimate (5.4) if T = 0. If T 6= 0, it remains to prove that∣∣(ξ + T )|ξ + T |p−2 − (η + T )|η + T |p−2 − ξ|ξ|p−2 + η|η|p−2
∣∣ ≤ cpδp−3|ξ − η||T |. (5.7)

We want to apply the mean-value inequality to the function ΨT defined by

ΨT (x) := |x+ T |p−2(x+ T )− x|x|p−2, x ∈ [ξ, η] ⊂ Rd \B(0, δ/2),

which is differentiable over Rd. We have that

Ψ′T (x) =
(
|x+ T |p−2 − |x|p−2

)
I +
(
(x+ T )⊗ (x+ T )|x+ T |p−4 − x⊗ x|x|p−4

)
.

We now note that there exists a constant Cp > 0 such that for all x ∈ Rd \B(0, δ/2),∣∣|x+ T |p−2 − |x|p−2
∣∣ ≤ Cp {δp−3|T |+ |x|p−3|T |

}
(5.8)

and ∣∣(x+ T )⊗ (x+ T )|x+ T |p−4 − x⊗ x|x|p−4
∣∣ ≤ Cp {δp−3|T |+ |x|p−3|T |

}
. (5.9)

Noting that |x|p−3 ≤ ( 1
2 )p−3|δ|p−3 since p ≤ 3, we have proved (5.7). The proof of Lemma 5.1 is

completed up to the justification of (5.8)-(5.9).

Proof of (5.8) and (5.9). We concentrate on the first inequality: assume first that |T | ≥ 1
2 |x| ≥

1
4 |δ|,

then ∣∣|x+ T |p−2 − |x|p−2
∣∣ ≤ Cp|T |p−2 ≤ Cpδp−3|T |. (5.10)
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We now treat the case |T | ≤ 1
2 |x|. In particular

∣∣ T
|x|
∣∣ ≤ 1

2 and thus

∣∣|x+ T |p−2 − |x|p−2
∣∣ = |x|p−2

∣∣∣∣∣∣ x|x| +
T

|x|
∣∣p−2 −

∣∣ x
|x|
∣∣p−2

∣∣∣∣ ≤ Cp|x|p−2
∣∣ T
|x|
∣∣ = Cp|T ||x|p−3, (5.11)

since the function y 7→
∣∣ x
|x| + y

∣∣p−2
is regular on B(0, 3

4 ) with derivative uniformly bounded in x.

Estimate (5.9) is proved the same way. We have concluded the proof.

Proof of (5.3). We assume that p ≥ 3. With the above variables T and Z, (5.3) is equivalent to
proving that for all Z, T, ξ and η ∈ Rd, the following inequality holds true:

|ξ + T + Z|p+|η + T − Z|p − |ξ + T |p − |η + T |p − p(ξ|ξ|p−2 − η|η|p−2) · Z
≥ γp|Z|p − cp

{
|ξ − η|p−2|Z|+ |ξ − η||T |p−2 + (|ξ|+ |η)p−3|ξ − η||T |

}
|Z|.

(5.12)

Applying the same method as for the proof of (5.2), we only have to prove that∣∣(ξ + T )|ξ + T |p−2 − (η + T )|η + T |p−2 − ξ|ξ|p−2 + η|η|p−2
∣∣

≤ cp
{
|ξ − η||T |p−2 + (|ξ|+ |η)p−3|ξ − η||T |

}
.

(5.13)

We once again appeal to the mean-value inequality on ΨT , noticing that, in this case, see (5.10)
and (5.11), we have for all x ∈ Rd,

|Ψ′T (x)| ≤ Cp
{
|T |p−2 + |x|p−3|T |

}
≤ Cp

{
|T |p−2 + (|ξ|+ |η|)p−3|T |

}
, x ∈ [ξ, η]. (5.14)

Note that, contrary to the case p < 3, estimate (5.14) does not depend on δ. This gives (5.13) and
finally (5.12).

5.2 Proof of Theorem 2.5

We start this section with a Remark:

Remark 5.2. The proofs of Theorem 2.4 (i) and 2.4 (ii) below do not use Theorem 2.5. Consequently,
we may use freely the results of Theorem 2.4 (i) and 2.4 (ii) in the following proof.

Proof of Theorem 2.5. By homogeneity, we can prove Theorem 2.5 for all ξ ∈ Rd such that |ξ| = 1. We
fix such a ξ ∈ Rd. By (A4), there exists a constant c > 0 independent of ξ such that |ξ +∇wper

ξ | ≥ c.
In the proof, we introduce the notations

Cper
∞ := sup

|ξ|=1

‖ξ +∇wper
ξ ‖L∞(Q) and C∞ := sup

|ξ|=1

‖∇w̃ξ‖L∞(Rd), (5.15)

where these quantities are well-defined owing to Proposition 2.1 (ii) and Theorem 2.4 (ii). We use the

following Taylor inequality (5.16) for the function y 7−→
(
ξ +∇wper

ξ + y
)∣∣ξ +∇wper

ξ + y
∣∣p−2

which is

of class C2 over B(0, 3c/4). For all y ∈ Rd, we have, using also (B.3) when |y| ≥ c/2,∣∣∣∣(ξ +∇wper
ξ + y

)∣∣ξ +∇wper
ξ + y

∣∣p−2 − (ξ +∇wper
ξ )

∣∣ξ +∇wper
ξ

∣∣p−2

−
{
|ξ +∇wper

ξ |
p−2I + (p− 2)|ξ +∇wper

ξ |
p−4(ξ +∇wper

ξ )⊗ (ξ +∇wper
ξ )

}
y

∣∣∣∣
≤ C(p, c)|y|21{|y|≤c/2} + C(p)

{
|ξ +∇wper

ξ |
p−2|y|+ |y|p−1

}
1{|y|≥c/2}

≤ C(p, c)|y|21{|y|≤c/2} + C(p, c)

{
(Cper
∞ )p−2|y|2 + |y|max(2,p−1)

}
1{|y|≥c/2}

≤ C(p, c, Cper
∞ )

(
|y|2 + |y|max(2,p−1)

)
.

(5.16)
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By (5.16) applied with y = ∇w̃ξ, we can write(
ξ +∇wper

ξ +∇w̃ξ
)∣∣ξ +∇wper

ξ +∇w̃ξ
∣∣p−2 − (ξ +∇wper

ξ )
∣∣ξ +∇wper

ξ

∣∣p−2

=
[
|ξ +∇wper

ξ |
p−2I + (p− 2)|ξ +∇wper

ξ |
p−4(ξ +∇wper

ξ )⊗ (ξ +∇wper
ξ )

]
∇w̃ξ + gξ(∇w̃ξ),

(5.17)

where, using (5.15),
|gξ(∇w̃ξ)| ≤ C

(
p, c, Cper

∞ , C∞
)
|∇w̃ξ|2, (5.18)

Thus, collecting (5.17) and (4.17), we get that ∇w̃ξ solves

−div a
[
|ξ +∇wper

ξ |
p−2I + (p− 2)|ξ +∇wper

ξ |
p−4(ξ +∇wper

ξ )⊗ (ξ +∇wper
ξ )

]
∇w̃ξ

= div(h) + div(agξ(∇w̃ξ))
(5.19)

in the distribution sense. Equation (5.19) is of the form

− div (Aξ ∇w̃ξ) = div(h) + div(agξ(∇w̃ξ)), (5.20)

where

Aξ := a
(
|ξ +∇wper

ξ |
p−2I + (p− 2)|ξ +∇wper

ξ |
p−4(ξ +∇wper

ξ )⊗ (ξ +∇wper
ξ )

)
. (5.21)

We may write that Aξ = Aper
ξ + Ãξ, where

Aper
ξ := aper

(
|ξ +∇wper

ξ |
p−2I + (p− 2)|ξ +∇wper

ξ |
p−4(ξ +∇wper

ξ )⊗ (ξ +∇wper
ξ )

)
and

Ãξ := ã
(
|ξ +∇wper

ξ |
p−2I + (p− 2)|ξ +∇wper

ξ |
p−4(ξ +∇wper

ξ )⊗ (ξ +∇wper
ξ )

)
.

The matrix Aper
ξ is symmetric, periodic, Hölder continuous, bounded and coercive while the matrix

Ãξ ∈ Lp
′ ∩ L∞(Rd)d×d by Assumption (A3), in particular Ãξ∇w̃ξ ∈ Lp

′ ∩ L∞(Rd)d due to Proposi-
tion 2.1 (ii) and Theorem 2.4 (ii). We write equation (5.20) as

− div
(
Aper
ξ ∇w̃ξ

)
= div(h+ agξ(∇w̃ξ) + Ãξ∇w̃ξ). (5.22)

We have that h ∈ Lp′ ∩ L∞(Rd) and, thanks to the estimate (5.18) and the fact that ∇w̃ξ ∈ Lp(Rd),
that agξ(∇w̃ξ) ∈ Lp/2 ∩ L∞(Rd). Thus

h+ agξ(∇w̃ξ) + Ãξ∇w̃ξ ∈
(
Lmax(p′,p/2) ∩ L∞(Rd)

)d
.

Applying [3, Theorem p. 247] and [2, Theorem A] to (5.22) gives ∇w̃ξ ∈ Lmax(p′,p/2)(Rd) with the
estimate

‖∇w̃ξ‖Lmax(p′,p/2)(Rd) ≤ C(d, p, c, Cper
∞ , α)

∥∥h+ agξ(∇w̃ξ) + Ãξ∇w̃ξ
∥∥
Lmax(p′,p/2)(Rd)

≤
(5.18)

C
(
d, p, c, Cper

∞ , C∞, λ
)(
‖ã‖Lmax(p′,p/2)(Rd)(C

per
∞ )p−1 +

∥∥|∇w̃ξ|2∥∥Lmax(p′,p/2)(Rd)

+ ‖ã‖Lmax(p′,p/2)(Rd)(C
per
∞ )p−2‖∇w̃ξ‖L∞(Rd)

)
≤ C

(
‖ã‖Lp′ (Rd), λ, d, p, α, c, C

per
∞ , C∞, Cp

)
,

(5.23)
where Cp = sup|ξ|=1 ‖∇w̃ξ‖Lp(Rd). If p′ ≥ p/2, Theorem 2.5 is proved. Otherwise, ∇w̃ξ ∈ Lp/2(Rd)d
and we iterate the argument. We have, thanks to (5.18), that

h+ agξ(∇w̃ξ) + Ãξ∇w̃ξ ∈
(
Lmax(p′,p/4) ∩ L∞(Rd)

)d
,
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thus by [3], we get that ∇w̃ξ ∈ Lmax(p′,p/4)(Rd)d and we can prove, similarly to (5.23) that

‖∇w̃ξ‖Lmax(p′,p/4)(Rd) ≤ C
(
‖ã‖Lp′ (Rd), λ, d, p, α, c, C

per
∞ , C∞, Cp

)
, (5.24)

where the constant on the right-hand side of (5.24) is potentially greater than the one on the right-
hand side of (5.23) but the dependance on the data remains the same. If p′ ≥ p/4, the Theorem is
proved. Otherwise, we iterate similarly. The procedure ends at step k for which p/2k ≤ p′: we thus
obtain that ∇w̃ξ ∈ Lp

′
(Rd)d and that there exists a constant Cfinal := C

(
ã, λ, d, p, α, c, Cper

∞ , C∞, Cp
)

such that
‖∇w̃ξ‖Lp′ (Rd) ≤ Cfinal.

Theorem 2.5 is proved.

5.3 Proof of Theorem 2.4

Proof of (i). This is due to Proposition 2.1 (i), to the form of the PDE (2.12)-(2.13) defining ∇w̃ξ
and the fact that this PDE is uniquely solvable in the sense of Definition 2.2. Note that we use that
for t 6= 0, Wξ+∇wper

ξ
= Wtξ+∇wper

tξ
.

Proof of (ii). This result is proved in [24, Lemma 2.2] but we reproduce the proof here for the
sake of completeness. Let ξ ∈ Rd. By Definition 2.2 with ∇φ = ∇w̃ξ, the inequality (B.1), Hölder
inequality together with (4.18), we have

c

∫
Rd
|∇w̃ξ|p ≤ ‖f‖Lp′ (Rd)‖∇w̃ξ‖Lp(Rd) ≤ ‖ã‖Lp′ (Rd)‖ξ +∇wper

ξ ‖
p−1
L∞(Q)‖∇w̃ξ‖Lp(Rd). (5.25)

Thus, by Proposition 2.1 (ii) and (5.25), we obtain the first estimate of (2.16).

We show that there exists α > 0 independent of ξ such that ∇wξ ∈ C0,α(Rd). We introduce
the function wξ := ξ · x + wξ, then ∇wξ solves the standard homogeneous p−Laplace equation with
varying coefficient a. Applying [21, Theorem 1], we get that ∇wξ is continuous over Rd. Besides, by
[21, Theorem 4], there exists a constant c ≥ 1 and a radius r > 0 depending only on d, p, λ and the
Lipschitz constant of a, denoted aLip such that for all x ∈ Rd,

|∇wξ(x)| ≤ c

(
−
∫
B(x,r)

|∇wξ|p
′

)1/p′

≤ c

(
−
∫
B(x,r)

|∇wξ|p
)1/p

. (5.26)

Due to the form of ∇wξ, see also (2.14) and the first estimate of (2.16), we have that

|∇wξ(x)| ≤ c|ξ|+ cr−d/p‖∇w̃ξ‖Lp(Rd) ≤ C(d, p, λ, aLip)|ξ|. (5.27)

In particular, (5.27) proves that ∇wξ is bounded and that ‖∇wξ‖L∞(Rd) ≤ C(d, p, λ, aLip)|ξ|. By
Assumption (A2), the non-linear operator a(y, z) = a(y)z|z|p−2 falls into the scope of [15]. Let
x ∈ Rd, up to subtracting of wξ(x), we have by (5.27) that |wξ| ≤ C(d, p, λ, aLip)|ξ| on B(x, 2).
Thus, applying [15, Theorem 2], there exist α > 0 and C0 > 0 depending only on λ, aLip, p, d, p, and
C(d, p, λ, aLip)|ξ| such that ∇wξ ∈ C0,α(B(x, 1)) and

[∇wξ]C0,α(B(x,1)) ≤ C0. (5.28)

To specify the dependence of C0 in ξ, we first take |ξ| = 1 and we then apply the homogeneity,
Theorem 2.4 (i). This gives that C0 = C0(p, d, λ, aLip)|ξ| and concludes the proof of (ii), gathering
(5.27) and (5.28) and the fact that

‖∇w̃ξ‖C0,α(Rd) ≤ |ξ|+ ‖∇wξ‖C0,α(Rd).

23



Proof of (iii). We assume that 2 ≤ p < 3. Let us fix ξ ∈ Rd such that |ξ| = 1. In the proof, c > 0
will denote a universal constant given by (A4). We consider η ∈ Rd such that ξ 6= η. In the sequel,
we fix δ0 ∈ (0, 1) such that C(1 + 21−γ)δγ0 + δ0 ≤ c/2, where C and γ are given by (2.8).

Case 1. We assume that |ξ − η| ≥ δ0. Then, thanks to Theorem 2.4 (ii), we have that

‖∇w̃ξ −∇w̃η‖Lp(Rd) ≤ Cp + Cp|η|. (5.29)

We now note that for all 0 < β̃ ≤ 1,

Cp + Cp|η| ≤


(Cp
δβ̃0

)
|ξ − η|β̃(1 + |η|) ≤ 2β̃

(Cp
δβ̃0

)
|ξ − η|β̃(1 + |η|1−β̃) if |η| ≤ 2.

CpC(β̃)
∣∣|η| − 1

∣∣β̃(1 + |η|1−β̃) ≤ CpC(β̃)|ξ − η|β̃(1 + |η|1−β̃) if |η| > 2,

(5.30)

where we used that the function x 7→ 1+x

|x−1|β̃(1+x1−β̃)
is bounded on [2,+∞[. Thus

‖∇w̃ξ −∇w̃η‖Lp(Rd) ≤ C(δ0, β̃, Cp)|ξ − η|β̃(1 + |η|1−β̃). (5.31)

This gives (2.17).

Case 2. We assume that |ξ− η| < δ0. Then, by the choice of δ0 and Proposition 2.1 (iv), we have that∥∥ξ +∇wper
ξ −

{
η +∇wper

η

}∥∥
L∞(Q)

≤ c

2
and |ξ +∇wper

ξ | ≥ c. (5.32)

Recalling the notation (4.1), we have that

Fξ(∇w̃ξ) + Fη(∇w̃η) < Fξ

(
∇w̃ξ +∇w̃η

2

)
+ Fη

(
∇w̃ξ +∇w̃η

2

)
< +∞, (5.33)

where we have used that ξ 6= η, Fz admits a unique minimizer for z ∈ Rd and ∇w̃ξ ∈ L2(Rd),
∇w̃η ∈ L2(Rd). We recall that

FRz (∇v) :=

∫
BR

agz+∇wper
z

(∇v) +

∫
Rd
fz · ∇v, z ∈ Rd, ∇v ∈ Lp(Rd) (5.34)

and that R 7−→ FRz (∇v) is a non-decreasing function. Thus, for R large enough, we have the inequality

FRξ (∇w̃ξ) + FRη (∇w̃η)− FRξ
(
∇w̃ξ +∇w̃η

2

)
− FRη

(
∇w̃ξ +∇w̃η

2

)
≤ 0. (5.35)

We now use Lemma 5.1 applied with δ = c. Taking into account (5.32), this gives

Gξ+∇wper
ξ ,η+∇wper

η
(∇w̃ξ,∇w̃η) ≥ γp|∇w̃ξ −∇w̃η|p − cp

{
|ξ +∇wper

ξ − (η +∇wper
η )|p−2||∇w̃ξ −∇w̃η|

+ cp−3|ξ +∇wper
ξ − (η +∇wper

η )||∇w̃ξ +∇w̃η|
}
|∇w̃ξ −∇w̃η|.

(5.36)
For all R > 0, we can integrate (5.36) over the ball BR. Using the notation (5.34) and the form of the
map Gξ,η(X,Y ), see (5.1), this yields

FRξ (∇w̃ξ) + FRη (∇w̃η)− FRξ
(
∇w̃ξ +∇w̃η

2

)
− FRη

(
∇w̃ξ +∇w̃η

2

)
− 1

2

∫
Rd

(hξ − hη) · (∇w̃ξ −∇w̃η)

≥ γp
∫
BR

a|∇w̃ξ −∇w̃η|p − cp
∫
BR

a

{
|ξ +∇wper

ξ − (η +∇wper
η )|p−2||∇w̃ξ −∇w̃η|

+ cp−3|ξ +∇wper
ξ − (η +∇wper

η )||∇w̃ξ +∇w̃η|
}
|∇w̃ξ −∇w̃η|,

(5.37)
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where hz = ã(z+∇wper
z )|z+∇wper

z |p−2 for z ∈ Rd. For R large enough, we get because of (5.35) that

−1

2

∫
Rd

(hξ − hη) · (∇w̃ξ −∇w̃η) ≥ γp
∫
BR

a|∇w̃ξ −∇w̃η|p − cp
∫
BR

a

{
|ξ +∇wper

ξ − (η +∇wper
η )|p−2·

|∇w̃ξ −∇w̃η|+ cp−3|ξ +∇wper
ξ − (η +∇wper

η )||∇w̃ξ +∇w̃η|
}
|∇w̃ξ −∇w̃η|,

(5.38)
Letting R −→ +∞ in (5.38) and using Theorem 2.5, we get by the monotone convergence Theorem
that

−1

2

∫
Rd

(fξ − fη)·(∇w̃ξ −∇w̃η) ≥ γp
∫
Rd
|∇w̃ξ −∇w̃η|p − cp

∫
Rd

{
|ξ +∇wper

ξ − (η +∇wper
η )|p−2·

|∇w̃ξ −∇w̃η|+ cp−3|ξ +∇wper
ξ − (η +∇wper

η )||∇w̃ξ +∇w̃η|
}
|∇w̃ξ −∇w̃η|.

Thus, applying the Hölder inequality, Proposition 2.1 (iv) and Theorem 2.5 under the form

‖∇w̃z‖Lp′ (Rd) ≤ C|z|, z ∈ Rd,

we get ∫
Rd
|∇w̃ξ −∇w̃η|p ≤ C

(
‖ã‖Lp′ |ξ − η|

γ‖∇w̃ξ −∇w̃η‖Lp(Rd)+

cp
{
C|ξ − η|γ(p−2) + cp−3C|ξ − η|γ

}
‖∇w̃ξ −∇w̃η‖Lp

)
.

Thus
‖∇w̃ξ −∇w̃η‖p−1

Lp(Rd)
≤ C|ξ − η|γ(p−2).

This gives (2.17) when |ξ| = 1. The case |ξ| 6= 1 is treated by homogeneity.

Gathering Case 1 and Case 2, we have proved Theorem 2.4 (iii) for p ∈ [2, 3). The proof of the
case p ≥ 3 is performed using the same method and (5.3).

Remark 5.3. As suggested by (5.3), the assumptions of Theorem 2.4(iii) may be weakened when p ≥ 3.
In this case, it is sufficient to assume, instead of (A4), that ∇w̃ξ ∈ Lp

′
(Rd) , that ∇wη ∈ Lp

′
(Rd)

and that we have an estimate of the form (2.19).

Proof of (iv). It is analogous to the proof of Proposition 2.1 (iv).

6 Qualitative Homogenization: proof of Theorem 2.7

The proof of Theorem 2.7 is an adaptation of [18] and [13, Theorem 2.1] to the present setting. We
start with the following central Lemma:

Lemma 6.1. For ξ ∈ Rd, let us write ∇w̃ξ the solution to (2.12)-(2.13) given by Theorem 2.3. Assume
that the application {

Rd −→ Lpunif(R
d)

ξ 7−→ ∇w̃ξ
(6.1)

is continuous. Then for all Ψ ∈ Lp(Ω)d,

lim sup
ε→0

∫
Ω

∣∣∣∇w̃MεΨ

( ·
ε

)∣∣∣p = 0. (6.2)
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Proof of Lemma 6.1. We first show the following assertion:

∀δ > 0, ∃A > 0, ∀|x| ≥ A, ∀ξ ∈ Rd, ‖∇w̃ξ‖Lp(x+Q) ≤ δ|ξ|. (6.3)

By contradiction, if (6.3) does not hold, there exists δ > 0 and two sequences (xn)n∈N ⊂ Rd and
(ξn)n∈N ⊂ Rd such that |xn| −→

n→+∞
+∞ and ‖∇w̃ξn‖Lp(xn+Q) ≥ δ|ξn|. By Theorem 2.4 (i), we

can assume that |ξn| = 1. Thus, up to a subsequence, ξn −→
n→+∞

ξ. However, by (6.1), for all n

large enough, we have that ‖∇w̃ξn − ∇w̃ξ‖Lp(xn+Q) ≤ δ/2. Thus, for n large enough, we have that

‖∇w̃ξ‖Lp(xn+Q) ≥ δ/2. Since |xn| −→
n→+∞

+∞, this contradicts that ∇w̃ξ ∈ Lp(Rd). Thus (6.3) is

satisfied.

We now turn to the proof of (6.2). By an immediate application of the Jensen inequality, we have
that

∀B ∈ N ∪ {+∞},
∑

|k|<B, ε(Q+k)⊂Ω

εd
∣∣Ψk

ε

∣∣p ≤ ∫
Ω∩B∞(0,εB)

|Ψ|p, Ψk
ε := −

∫
ε(Q+k)

Ψ, (6.4)

where B∞(x, r) denotes the ball centered in x and of radius r > 0 for the | · |∞−norm on Rd. Let δ > 0
and A be given by (6.3). We have that∫

Ω

∣∣∣∇w̃MεΨ

( ·
ε

)∣∣∣p =
∑

k∈Zd, ε(Q+k)⊂Ω

εd
∫
Q+k

∣∣∇w̃Ψkε

∣∣p
≤

∑
|k|<A, ε(Q+k)⊂Ω

εd
∫
Q+k

∣∣∇w̃Ψkε

∣∣p +
∑

|k|≥A, ε(Q+k)⊂Ω

εd
∫
Q+k

∣∣∇w̃Ψkε

∣∣p
≤

(6.3),(2.16)
C

∑
|k|<A, ε(Q+k)⊂Ω

εd|Ψk
ε |p + δp

∑
|k|≥A, ε(Q+k)⊂Ω

εd|Ψk
ε |p

≤
(6.4)

C

∫
B∞(0,εA)∩Ω

|Ψ|p + δp
∫

Ω

|Ψ|p.

(6.5)

By the dominated convergence Theorem, we have that

lim sup
ε→0

∫
Ω

∣∣∣∇w̃MεΨ

( ·
ε

)∣∣∣p ≤ δp ∫
Ω

|Ψ|p. (6.6)

Since (6.6) is true for all δ > 0, we haved proved (6.2).

We now state the analogous of [13, Lemma 3.5] to the present non-periodic setting. Before that,
we introduce for ξ, y ∈ Rd the notations

pper(y, ξ) := ξ +∇wper
ξ (y) and p(y, ξ) := ξ +∇wξ(y) = pper(y, ξ) +∇w̃ξ(y). (6.7)

Lemma 6.2. Assume that the Assumptions of Lemma 6.1 are satisfied. Let Ψ ∈ Lp(Ω) and Φ ∈ Lp(Ω)
such that Φ =

∑m
j=1 ηj1Ωj where

⋃m
j=1 Ωj ⊂⊂ Ω, Ωk ∩Ω` = ∅ for k 6= ` and |∂Ωj | = 0 for j ∈ {1,m}.

Then there exists a constant C > 0 independent of ε, Ψ and Φ such that

lim sup
ε→0

∥∥p(·/ε,MεΨ)− p(./ε,Φ)
∥∥
Lp(Ω)

≤ C
{
‖Ψ‖1−βLp(Ω) + ‖Φ‖1−βLp(Ω)

}
‖Ψ− Φ‖βLp(Ω), (6.8)

where β is given by Proposition 2.1 (iii).

Proof of Lemma 6.2. We first notice that∫
Ω

∣∣∣∇w̃Φ

( ·
ε

)∣∣∣p =

m∑
j=1

∫
Ωj

∣∣∣∇w̃ηj( ·ε)∣∣∣p ≤ εd
m∑
j=1

∫
Rd

∣∣∇w̃ηj ∣∣p −→
ε→0

0. (6.9)
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With the notations (6.7), we have, applying [13, Lemma 3.5], that

lim sup
ε→0

∥∥p(·/ε,MεΨ)− p(./ε,Φ)
∥∥
Lp(Ω)

≤ lim sup
ε→0

∥∥pper(·/ε,MεΨ)− pper(./ε,Φ)
∥∥
Lp(Ω)︸ ︷︷ ︸

≤RHS of (6.8)

+ lim sup
ε→0

{∥∥∇w̃MεΨ(./ε)
∥∥
Lp(Ω)

+
∥∥∇w̃Φ(./ε)

∥∥
Lp(Ω)

}
︸ ︷︷ ︸

=0 by Lemma 6.1 and (6.9)

.

With these tools, we can prove Theorem 2.7. The first point (i) is not detailed here since it is
mainly a rewriting of [18]. Note that for this point, the continuity of ξ 7−→ ∇w̃ξ is not neeeded. The
only result on the non-periodic correctors ∇wξ, ξ ∈ Rd that is used is Theorem 2.4 (ii). The proof
of Theorem 2.7 (ii) follows the proof of [13, Theorem 2.1]. In the following, we sketch the proof of
Theorem 2.7 (ii) by insisting on the points that differ from [13]. The proof of Theorem 2.7 (iii) follows
from Theorem 2.7 (ii) together with Lemma 6.1.

Sketch of proof of Theorem 2.7 (ii). Since Mε∇u∗ converges to ∇u∗ when ε→ 0 in Lp(Ω), it is
sufficient to show, using the notation (6.7) that

Rε := ∇uε − p(./ε,Mε∇u∗) −→
ε→0

0 in Lp(Ω). (6.10)

During the proof, we introduce a step function Φ as in Lemma 6.2 satisfying ‖∇u∗ −Φ‖Lp(Ω) ≤ δ. By
monotonicity of the p−Laplace operator, see (B.1), and Assumption (A1), we have that

λ−1c‖Rε‖pLp(Ω)

≤
∫

Ω

〈
a(./ε)|∇uε|p−2∇uε − a(./ε)|p(./ε,Mε∇u∗)|p−2p(./ε,Mε∇u∗),∇uε − p(./ε,Mε∇u∗)

〉
= Aε −Bε − Cε +Dε,

(6.11)
where

Aε :=

∫
Ω

a(./ε)|∇uε|p, Bε :=

∫
Ω

a(./ε)|∇uε|p−2∇uε · p(./ε,Mε∇u∗)

Cε :=

∫
Ω

a(./ε)|p(./ε,Mε∇u∗)|p−2p(./ε,Mε∇u∗) · ∇uε and Dε :=

∫
Ω

a(./ε)|p(./ε,Mε∇u∗)|p.

The term Aε is obviously treated by the Lp−weak convergence uε −⇀
ε→0

u∗:

Aε =

∫
Ω

fuε −→
ε→0

∫
Ω

fu∗ =

∫
Ω

a∗(∇u∗) · ∇u∗. (6.12)

We study the term Bε when Mε∇u∗ is replaced by Φ. This gives:∫
Ω

a(./ε)|∇uε|p−2∇uε · p(./ε,Φ) =

m∑
j=1

∫
Ωj

a(./ε)|∇uε|p−2∇uε · p(./ε, ηj).

We then apply the standard div-curl Lemma, keeping in mind that a(./ε)|∇uε|p−2∇uε converges
Lp
′
(Ω)−weakly to a∗(∇u∗) when ε → 0, that p(./ε, ηj) converges Lp−weakly to ηj and that, thanks

to Theorem 2.4 (ii), a(./ε)|∇uε|p−2∇uε · p(./ε, ηj) is bounded in Lp
′
(Ω), uniformly with respect to ε.

Thus,
m∑
j=1

∫
Ωj

a(./ε)|∇uε|p−2∇uε · p(./ε, ηj) −→
ε→0

m∑
j=1

∫
Ωj

a∗(∇u∗) · ηj =

∫
Ω

a∗(∇u∗) · Φ.
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In view of Lemma 6.2, we obtain that

lim sup
ε→0

∣∣∣∣Bε − ∫
Ω

a∗(∇u∗) · Φ
∣∣∣∣ = O(δβ), (6.13)

where the O is independent of δ. The term Cε is also treated by replacing Mε∇u∗ by Φ and using the
div-curl Lemma. Noticing that a(./ε)p(./ε, ηj)|p(./ε, ηj)|p−2 −⇀

ε→0
a∗(ηj) in Lp

′
(Ω), we obtain that

lim sup
ε→0

∣∣∣∣Cε − ∫
Ω

a∗(Φ) · ∇u∗
∣∣∣∣ = O(δβ). (6.14)

We introduce Dper
ε :=

∫
Ω
aper(./ε) |pper(./ε,Mε∇u∗)|p. By [13, Step 1, pp.1161-1162], we have that

Dper
ε −→

ε→0

∫
Ω

a∗(∇u∗) · ∇u∗. (6.15)

Besides, since
∣∣|x|p − |y|p∣∣ ≤ C(|x|p−1 + |y|p−1

)
|x− y| for all x, y ∈ Rd, we get∣∣Dε −Dper

ε

∣∣ ≤ ∫
Ω

∣∣ã( ·
ε

)∣∣∣∣p( ·
ε
,Mε∇u∗

)∣∣p
+ C

∫
Ω

∣∣aper
( ·
ε

)∣∣p (∣∣p( ·
ε
,Mε∇u∗

)∣∣p−1
+
∣∣pper

( ·
ε
,Mε∇u∗

)∣∣p−1
) ∣∣∇w̃Mε∇u∗

( ·
ε

)∣∣. (6.16)

We show that each term of the RHS of (6.16) vanishes as ε −→ 0. We use Theorem 2.4 (ii) and (6.4)
with B = +∞, which imply that there exists a constant C > 0 independent of ε such that∫

Ω

∣∣p( ·
ε
,Mε∇u∗

)∣∣p +
∣∣pper

( ·
ε
,Mε∇u∗

)∣∣p ≤ C‖∇u∗‖pLp(Ω). (6.17)

With the Hölder inequality and Lemma 6.1, we prove that the second term of the RHS of (6.16) tends
to zero as ε −→ 0. As for the first term, we write that∫

Ω

∣∣ã( ·
ε

)∣∣∣∣p( ·
ε
,Mε∇u∗

)∣∣p ≤ C ∫
Ω

∣∣ã( ·
ε

)∣∣∣∣p( ·
ε
,Φ
)∣∣p + C

∫
Ω

∣∣ã( ·
ε

)∣∣∣∣p( ·
ε
,Mε∇u∗

)
− p
( ·
ε
,Φ
)∣∣p

≤
(2.16),(6.17)

C
∥∥ã( ·

ε

)
‖L1(Ω)︸ ︷︷ ︸

=O(εd/p′ )

‖Φ‖p
L∞(Rd)

+ C‖ã‖L∞(Rd)

∥∥p( ·
ε
,Mε∇u∗

)
− p
( ·
ε
,Φ
)∥∥p
Lp(Rd)

, (6.18)

where we used that ã ∈ L∞(Rd) and the bound |p(y, ξ)| ≤ C|ξ| where C > 0 is independent of y and
ξ. Collecting (6.15), (6.16), (6.18) and Lemma 6.2, we have proved that

lim sup
ε→0

∣∣∣∣Dε −
∫

Ω

a∗(∇u∗) · ∇u∗
∣∣∣∣ = O(δpβ). (6.19)

Finally, collecting (6.12), (6.13), (6.14), (6.19) and (6.11), we obtain that

lim sup
ε→0

‖Rε‖pLp(Ω) ≤
∫

Ω

|a∗(∇u∗) · (∇u∗ − Φ)|+
∫

Ω

|(a∗(∇u∗)− a∗(Φ)) · ∇u∗|+O(δβ). (6.20)

Using the following property of a∗, see [13, Remark 1.3],∥∥a∗(∇u∗)− a∗(Φ)
∥∥
Lp′ (Ω)

≤ C
[
‖∇u∗‖p−2

Lp(Ω) + ‖Φ‖p−2
Lp(Ω)

]
‖∇u∗ − Φ‖Lp(Ω),

we conclude that lim supε→0 ‖Rε‖
p
Lp(Ω) = O(δβ) where the O is independent of δ. Since this is true

for all δ > 0, we conclude that ‖Rε‖Lp(Ω) −→
ε→0

0.

Remark 6.3. Using the same strategy as above, it is straightforward to show that Theorem 2.7 holds
with the operator Mε replaced by Mεν , 0 < ν < 1. In this case, the continuity of the application
ξ 7→ ∇w̃ξ is not needed and we only use that ∇w̃ξ ∈ Lp(Rd).
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7 Continuity of ξ 7→ ∇wξ: proof of Theorem 2.8

7.1 Preliminary Lemmas

We begin this section with the following lemma that defines weak solution of PDEs of the form (7.1):

Lemma 7.1. Let ξ ∈ Rd, a coefficient a satisfying Assumption (A1) and h ∈ Lp′(Rd)d. Assume that
Assumption (A4)’ is satisfied. Let v ∈Wξ+∇wper

ξ
be solution in the distribution sense to the following

PDE:

− div a
[
(ξ +∇wper

ξ +∇v)|ξ +∇wper
ξ +∇v|p−2 − (ξ +∇wper

ξ )|ξ +∇wper
ξ |

p−2
]

= div(h). (7.1)

Then ∇v solves (7.1) in the weak sense of Definition 2.2: for all w ∈Wξ+∇wper
ξ

,∫
Rd
a
[
(ξ+∇wper

ξ +∇v)|ξ+∇wper
ξ +∇v|p−2− (ξ+∇wper

ξ )|ξ+∇wper
ξ |

p−2
]
·∇w = −

∫
Rd
h ·∇w. (7.2)

Proof of Lemma 7.1. We define u := ξ + ∇wper
ξ in the proof. We fix w ∈ Wu. In the following, χ

will denote a smooth and compactly supported function with support in Q(0, 1) such that χ = 1 in
Q(0, 1

2 ). We fix R > 0 and we introduce the function

ΦR :=

(
w −−

∫
QR\QR/2

w

)
χ
( ·
R

)
.

By the Poincaré-Wirtinger inequality, we have that ΦR ∈W 1,p
0 (QR). By (B.3), we have the bound

a
∣∣(u+∇v)|u+∇v|p−2 − u|u|p−2

∣∣ ≤ λC[|u+∇v|p−2 + |u|p−2
]
|∇v|

≤ λC(p)
[
|u|p−2|∇v|+ |∇v|p−1

]
,

(7.3)

where we have used the inequality (b1 + b2)p−2 ≤ C(p)(bp−2
1 + bp−2

2 ) for b1, b2 ≥ 0. Thus, since
∇v ∈ Lp(QR) and p = p′(p− 1),

div a
[
(u+∇v)|u+∇v|p−2 − u|u|p−2

]
∈W−1,p′(QR) and div(h) ∈W−1,p′(QR).

Consequently, we can test (7.1) against ΦR and obtain, after expanding ∇ΦR,∫
QR

a
[
(u+∇v)|u+∇v|p−2 − u|u|p−2

]
· χ
( ·
R

)
∇w

+
1

R

∫
QR

a
[
(u+∇v)|u+∇v|p−2 − u|u|p−2

]
·

(
w −−

∫
QR\QR/2

w

)
∇χ

( ·
R

)
=

−
∫
QR

h · χ
( ·
R

)
∇w − 1

R

∫
QR

h ·

(
w −−

∫
QR\QR/2

w

)
∇χ

( ·
R

)
.

(7.4)

We now recall the following Poincaré-Wirtinger inequality:∥∥∥∥∥w −−
∫
QR\QR/2

w

∥∥∥∥∥
Lp(QR\QR/2)

≤ CR‖∇w‖Lp(QR\QR/2) (7.5)

which is simply a rescaled version of the Lp inequality onQ\Q1/2. Besides, thanks to Assumption (A4)’
(and its rescaled version), we have that∥∥∥∥∥|u| p−2

2

(
w −−

∫
QR\QR/2

w

)∥∥∥∥∥
L2(QR\QR/2)

≤ CR‖|u|
p−2
2 ∇w‖L2(QR\QR/2).
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This yields, together with (7.3), Hölder inequality and the inclusion supp(∇χ) ⊂ QR \QR/2, that∣∣∣∣ ∫
QR\QR/2

a
[
(u+∇v)|u+∇v|p−2 − u|u|p−2

]
·

(
w −−

∫
QR\QR/2

w

)
∇χ

( ·
R

) ∣∣∣∣
≤ λCR‖∇χ‖L∞

{∥∥∇v∥∥p−1

Lp(QR\QR/2)

∥∥∇w∥∥
Lp(QR\QR/2)

+
∥∥ |u| p−2

2 ∇v
∥∥
L2(QR\QR/2)

∥∥∥|u| p−2
2 ∇w

∥∥∥
L2(QR\QR/2)

} (7.6)

and ∣∣∣∣∣
∫
QR

h ·

(
w −−

∫
QR\QR/2

w

)
∇χ

( ·
R

)∣∣∣∣∣ ≤ CR‖∇χ‖L∞‖h‖Lp′ (QR\QR/2)‖∇w‖Lp(QR\QR/2). (7.7)

Collecting (7.4), (7.6) and (7.7) and recalling that v, w ∈Wu, we have that∣∣∣∣∫
Rd
χ
( ·
R

){
a
[
(u+∇v)|u+∇v|p−2 − u|u|p−2

]
+ h
}
· ∇w

∣∣∣∣ −→R→+∞
0. (7.8)

On the other hand, by the dominated convergence Theorem, again since v, w ∈Wu, we have that∫
Rd
χ
( ·
R

){
a
[
(u+∇v)|u+∇v|p−2 − u|u|p−2

]
+ h
}
· ∇w

−→
R→+∞

∫
Rd

{
a
[
(u+∇v)|u+∇v|p−2 − u|u|p−2

]
+ h
}
· ∇w.

(7.9)

Thus (7.2) is satisfied.

The next lemma allows to pass to the limit in PDEs of the form (7.1).

Lemma 7.2. Let (∇φn)n∈N ⊂ L∞(Rd)d, (an)n∈N ⊂ L∞(Rd), (hn)n∈N ⊂ Lp
′
(Rd)d and (vn)n∈N ⊂ V

(see (4.2)), such that vn ∈W∇φn for all n ∈ N. We assume that, for all n ∈ N:

1. The coefficient an satisfies Assumption (A1) with λ uniformly bounded in n.

2. The function ∇vn is solution, in the distribution sense, to

− div an
[
(∇φn +∇vn)|∇φn +∇vn|p−2 −∇φn|∇φn|p−2

]
= div(hn). (7.10)

We also assume the following convergences:

(i) ∇φn −→
n→+∞

∇φ in L∞(Rd);

(ii) an −→
n→+∞

a in L∞loc(Rd);

(iii) ∇vn −⇀
n→+∞

∇v in Lp(Rd) and |∇φn|
p−2
2 ∇vn −⇀

n→+∞
|∇φ|

p−2
2 ∇v in L2(Rd) which v ∈W∇φ;

(iv) hn −→
n→+∞

h in Lp
′

loc(Rd) with h ∈ Lp′(Rd).

Then ∇vn −→
n→+∞

∇v in Lploc(Rd) and ∇v is solution in the distribution sense to

− div a
[
(∇φ+∇v)|∇φ+∇v|p−2 −∇φ|∇φ|p−2

]
= div(h). (7.11)
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Remark 7.3. If all other assumptions are satisfied, the assumption |∇φn|
p−2
2 ∇vn −⇀ |∇φ|

p−2
2 ∇v

in L2(Rd) can be weakened in |∇φn|
p−2
2 ∇vn is L2−weakly convergent. Indeed, following the proof

of Lemma 4.2(iii), we can prove that if ∇vn −⇀ ∇v in Lp(Rd), ∇φn −→ ∇φ in L∞(Rd) and

|∇φn|
p−2
2 ∇vn is L2−weakly convergent, then |∇φn|

p−2
2 ∇vn −⇀ |∇φ|

p−2
2 ∇v in L2(Rd). In particu-

lar, we have that v ∈W∇φ.

Proof of Lemma 7.2. We fix two bounded smooth domains B,B′ such that B ⊂⊂ B′. Let χ ∈ D(B′)
such that χ = 1 on B and 0 ≤ χ ≤ 1 in B′. We introduce the function

Ψn :=

{
φn + vn − (v + φ)−−

∫
B′

[
φn + vn − (v + φ)

]}
︸ ︷︷ ︸

:=Ψ1
n

χ ∈W 1,p
0 (B′).

We immediately check that, up to extracting a subsequence, we have by the Rellich compactness
Theorem and (i), (iii) that

Ψ1
n −→
n→+∞

0 in Lp(B′) and ∇Ψ1
n −⇀
n→+∞

0 in Lp(B′). (7.12)

Thus,
Ψn −→

n→+∞
0 in Lp(B′) and ∇Ψn −⇀

n→+∞
0 in Lp(B′). (7.13)

Since Ψn ∈W 1,p
0 (B′), we can test Ψn against (7.10). We re-organize the terms and get that∫

B′
a(∇φn +∇vn)|∇φn +∇vn|p−2 · (∇φn +∇vn −∇φ−∇v)χ

= −
∫
B′
a(∇φn +∇vn)|∇φn +∇vn|p−2 ·Ψ1

n∇χ+

∫
B′

(a− an)(∇φn +∇vn)|∇φn +∇vn|p−2 · ∇Ψn

−
∫
B′
hn · ∇Ψn +

∫
B′
an|∇φn|p−2∇φn · ∇Ψn

= −An +Bn − Cn +Dn.
(7.14)

We study each term separetely. The term An vanishes when n −→ +∞ since∣∣(∇φn +∇vn)|∇φn +∇vn|p−2
∣∣ ≤ Cp[|∇φn|p−1 + |∇vn|p−1

]
,

which is bounded in Lp
′
(B′), uniformly with respect to n by (i) and (iii) and (7.12). The term Bn

vanishes as n −→ +∞ by (7.13) and since, by (i), (ii) and (iii):

(a− an)(∇φn +∇vn)|∇φn +∇vn|p−2 −→
n→+∞

0 in Lp
′
(B′).

The term Cn vanishes by (7.13) and the Lploc−strong convergence of the sequence (hn)n∈N. The term
Dn vanishes by (7.13) and the convergence of an|∇φn|p−2∇φn to a|∇φ|p−2∇φ in L∞(B′). We have
proved that ∫

B′
a(∇φn +∇vn)|∇φn +∇vn|p−2 · (∇φn +∇vn −∇φ−∇v)χ −→

n→+∞
0. (7.15)

However, since (∇φ+∇v)|∇φ+∇v|p−2 ∈ Lp′(B′) and because of (7.12) and (i), we also have that∫
B′
a(∇φ+∇v)|∇φ+∇v|p−2 · (∇φn +∇vn −∇φ−∇v)χ −→

n→+∞
0. (7.16)

The difference between (7.15) and (7.16) gives that∫
B′
a
[
(∇φn +∇vn)|∇φn +∇vn|p−2 − (∇φ+∇v)|∇φ+∇v|p−2

]
· (∇φn +∇vn−∇φ−∇v)χ −→

n→+∞
0.

(7.17)
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Using (7.17), (B.1), that χ ≥ 0 and χ = 1 in B, we get∫
B

∣∣∇φn +∇vn −∇φ−∇v
∣∣p −→

n→+∞
0. (7.18)

By (i), we obtain that ∇vn −→
n→+∞

∇v in Lp(B) up to a subsequence. We easily show that the

convergence in fact holds for the whole sequence. We consequently get the Lploc(Rd)−convergence
since B is arbitrary.

We now pass to the limit n→ +∞ in (7.10). Let Ψ ∈ D(Rd), we test (7.10) against Ψ. By (iv), it
is clear that ∫

Rd
hn · ∇Ψ −→

n→+∞

∫
Rd
h · ∇Ψ. (7.19)

Besides, by (B.3), (i), (ii) and the Lploc(Rd)−convergence of ∇vn, we have that

an
{

(∇φn +∇vn)|∇φn +∇vn|p−2 −∇φn|∇φn|p−2
}

−→
n→+∞

a
{

(∇φ+∇v)|∇φ+∇v|p−2 −∇φ|∇φ|p−2
}

in Lp
′

loc(Rd).

This shows that ∫
Rd
a
{

(∇φ+∇v)|∇φ+∇v|p−2 −∇φ|∇φ|p−2
}
· ∇Ψ = −

∫
Rd
h · ∇Ψ,

and concludes the proof of the Lemma 7.2.

7.2 Proof of Theorem 2.8

Let (ξn)n∈N ⊂ Rd such that ξn −→
n→+∞

ξ for ξ ∈ Rd. We aim at showing that ∇wξn −→
n→+∞

∇wξ in

Lpunif(Rd). By Proposition 2.1 (iii), it is sufficient to show that ∇w̃ξn −→
n→+∞

∇w̃ξ in Lpunif(Rd).

Step 1. We have that ∇w̃ξn −⇀
n→+∞

∇w̃ξ in Lp(Rd). Indeed, by (B.1), (B.2) and the form of h,

see (2.13), we have the following a priori estimate: there exists a constant C = C(d, p, a, aper) > 0 such
that for all n ∈ N,

‖w̃ξn‖Wξn+∇wper
ξn

≤ C
(
|ξn|+ |ξn|p/2

)
. (7.20)

In particular, there exists v ∈ V (see (4.2) for the definition of V ) and w ∈ L2(Rd) such that

∇w̃ξn −⇀
n→+∞

∇v in Lp(Rd) and |ξn +∇wper
ξn
|
p−2
2 ∇w̃ξn −⇀

n→+∞
w in L2(Rd). (7.21)

Taking into account Remark 7.3, we have that v ∈Wξ+∇wper
ξ

and

|ξn +∇wper
ξn
|
p−2
2 ∇w̃ξn −⇀

n→+∞
|ξ +∇wper

ξ |
p−2
2 ∇v in L2(Rd).

We apply Lemma 7.2 with
an = a, vn = w̃ξn

φn = ξn · x+ wper
ξn
, φ = ξ · x+ wper

ξ

hn = ã|ξn +∇wper
ξn
|p−2(ξn +∇wper

ξn
), h = ã|ξ +∇wper

ξ |
p−2(ξ +∇wper

ξ ).

The required convergences follow from (7.21) and Proposition 2.1 (ii) and (iv). We get that ∇w̃ξn
converges when n −→ +∞ to ∇v in Lploc(Rd) and that ∇v solves (2.12) in the distribution sense.
Thus, ∇v solves (2.12) in the weak sense in Wξ+∇wper

ξ
(see Definition 2.2) by Lemma 7.1, with h
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given by (2.13). In addition, by Theorem 2.3, the solution of this PDE is unique in Wξ+∇wper
ξ

. Thus

∇v = ∇w̃ξ and this concludes Step 1 since the sequence (∇w̃ξn)n∈N has one possible limit.

Step 2. Suppose by contradiction that∇w̃ξn does not converge to∇w̃ξ in Lpunif(Rd) when n −→ +∞.
Then there exists δ > 0, a subsequence of (ξn)n∈N that we de not relabel and a sequence (xn)n∈N such
that

∀n ∈ N, ‖∇w̃ξn −∇w̃ξ‖Lp(B(xn,1)) ≥ δ. (7.22)

Up to another extraction, we can suppose that xn −→
n→+∞

x in Td, where Td denotes the d−dimensional

torus. Since by Step 1, we know that ∇w̃ξn −→
n→+∞

∇w̃ξ in Lploc(Rd), we necessarily have that, up to

extracting a subsequence, |xn| −→
n→+∞

+∞ in Rd. We introduce the shifted functions

ŵ1
n := w̃ξn(·+ xn) and ŵ2

n := w̃ξ(·+ xn), (7.23)

φ̂1
n := ξn · x+ wper

ξn
(·+ xn) and φ̂2

n := ξ · x+ wper
ξ (·+ xn). (7.24)

In particular, (7.22) gives

∀n ∈ N, ‖∇ŵ1
n −∇ŵ2

n‖Lp(B(0,1)) ≥ δ. (7.25)

We show in the sequel that, up to a subsequence, for i = 1, 2,

∇ŵin −→
n→+∞

∇v̂i in Lploc(Rd) and ∇v̂i = 0 a.e. (7.26)

In particular, passing to the limit n −→ +∞ in (7.25) will lead to a contradiction.

Step 3. Proof of (7.26). We prove (7.26) for i = 1, the proof is standard for i = 2. We have that

∇ŵ1
n solves in the distribution sense the PDE

−diva(·+xn)
[
(∇φ̂1

n+∇ŵ1
n)|∇φ̂1

n+∇ŵ1
n|p−2−∇φ̂1

n|∇φ̂1
n|p−2

]
= div

(
ã(·+ xn)∇φ̂1

n|∇φ̂1
n|p−2

)
(7.27)

and that ŵ1
n ∈W∇φ̂1

n
. Since

‖ŵ1
n‖W∇φ̂1n

= ‖w̃ξn‖Wξn+∇wper
ξn

,

we get because of (7.20) that the sequences
(
‖∇ŵ1

n‖Lp(Rd)

)
n∈N and

(
‖|∇φ̂1

n|
p−2
2 ∇ŵ1

n‖L2(Rd)

)
n∈N are

uniformly bounded in n. Thus, up to extracting a subsequence,

∇ŵ1
n −⇀
n→+∞

∇v̂1 in Lp(Rd) and ∇ŵ1
n|∇φ̂1

n|
p−2
2 −⇀

n→+∞
ŵ1 in L2(Rd). (7.28)

We may apply Lemma 7.2 with{
an = a(·+ xn), ∇φn = ∇φ̂1

n,

∇vn = ∇ŵ1
n and hn = ã(·+ xn)∇φ̂1

n|∇φ̂1
n|p−2.

We check the required convergences.

(i) We have that∇φ̂1
n converges in L∞(Rd) to∇φ̂1 : x 7−→ ξ ·x+∇wper

ξ (·+x). Indeed, by periodicity,

it is enough to check that ∇φ̂1
n −→
n→+∞

∇φ̂1 in Q. For all y ∈ Q,

|∇φ̂1
n(y)−∇φ̂1(y)| ≤ |ξn − ξ|+ |∇wper

ξn
(xn + y)−∇wper

ξn
(x+ y)|+ |∇wper

ξn
(x+ y)−∇wper

ξ (x+ y)|
≤ |ξn − ξ|+ C|ξn||xn − x|αT +

{
|ξn|1−γ + |ξ|1−γ

}
|ξn − ξ|γ

where we used Proposition 2.1 (ii) together with Proposition 2.1 (iv) in the last inequality and
| · |T denotes the euclidian norm on Td. This proves the result by convergence of the sequences
(ξn)n∈N and (xn)n∈N.
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(ii) We have an = aper(· + xn) + ã(· + xn). Since xn −→
n→+∞

x in Td, we have by Assumption (A2)

that aper(· + xn) −→
n→+∞

aper(· + x) in L∞(Q). Let B be a bounded domain, then since ã ∈

C0,α ∩ Lp′(Rd), we have ã −→
|x|→+∞

0. Thus ã(·+ xn) −→
n→+∞

0 in L∞(B) and finally an converges

locally uniformly to â := aper(·+ x) when n→ +∞.

(iii) This is (7.28).

(iv) By the same argument as in (ii), we have that hn −→
n→+∞

0 in Lp
′

loc(Rd).

We have proved that, up to exacting a subsequence, ∇ŵ1
n −→

n→+∞
∇v̂1 in Lploc(Rd) where v̂1 ∈

Wξ+∇wper
ξ (·+x) solves in the distribution sense the PDE

−div aper(·+ x)

[(
ξ +∇wper

ξ (·+ x) +∇v̂1
)∣∣ξ +∇wper

ξ (·+ x) +∇v̂1
∣∣p−2

−
(
ξ +∇wper

ξ (·+ x)
)∣∣ξ +∇wper

ξ (·+ x)
∣∣p−2

]
= 0.

Introducing V̂ 1 := v̂1(·−x), we get that V̂ 1 ∈Wξ+∇wper
ξ

and that ∇V̂ 1 solves in the distribution sense

the PDE

− divaper
[
(ξ +∇wper

ξ +∇V̂ 1)|ξ +∇wper
ξ +∇V̂ 1|p−2 − (ξ +∇wper

ξ )|ξ +∇wper
ξ |

p−2
]

= 0. (7.29)

Applying Lemma 7.1 to (7.29) with w := V̂ 1 gives now∫
Rd
aper(·+ x)

[
(ξ +∇wper

ξ +∇V̂ 1)|ξ +∇wper
ξ +∇V̂ 1|p−2 − (ξ +∇wper

ξ )|ξ +∇wper
ξ |

p−2
]
· ∇V̂ 1 = 0.

Applying (B.1) allows to conclude that ∇V̂ 1 = 0 in Rd and thus ∇v̂1 = 0. This proves (7.26) and
concludes the proof of Theorem 2.8.

Remark 7.4. From the above theorem, we can deduce that{
Rd −→ L∞(Rd)
ξ 7−→ ∇w̃ξ

is continuous.

The continuity of ξ 7→ ∇wper
ξ is due to Proposition 2.1 (iv). We prove that ξ 7→ ∇w̃ξ is continuous

for the L∞(Rd) topology. By contradiction, suppose that there exists ξ ∈ Rd, two sequences (ξn)n∈N ⊂
Rd and (xn)n∈N ⊂ Rd and a δ > 0 such that ξn −→

n→+∞
ξ and

∀n ∈ N,
∣∣∇w̃ξn(xn)−∇w̃ξ(xn)

∣∣ ≥ δ.
By Theorem 2.4 (ii), there exists η independent of n such that

∀n ∈ N, ∀y ∈ B(xn, η),
∣∣∇w̃ξn(y)−∇w̃ξ(y)

∣∣ ≥ δ

2
.

Thus, for all n ∈ N,
‖∇w̃ξn −∇w̃ξ‖Lpunif(Rd) ≥ |B(0, 1)|1/pδηd/p > 0.

which is a contradiction with Theorem 2.8.

34



Acknowledgments

The author warmly thanks his PhD advisor Xavier Blanc for fruitful discussions and for reading many
versions of this manuscript.

A Proof of Proposition 2.1

Proof of (i). This point is obvious by the form of (2.9) and the uniqueness of wper
ξ in W 1,p

per(Q)/R.

Proof of (ii). The first estimate follows for example from (2.4) and in particular:

1

p

∫
Q

aper(y)|ξ +∇wper
ξ |

p ≤ 1

p

∫
Q

aper|ξ|p,

together with (A1). The proof of the second estimate is exactly the same as the one of Theorem 2.4
(ii) (see Subsection 5.3) with a replaced by aper and wξ replaced by wper

ξ .

Proof of (iii). Let ξ1, ξ2 ∈ Rd. Applying (2.3) with φ = wper
ξ1
−wper

ξ2
with ξ = ξi, i = 1, 2 and making

the difference between the two expressions gives:∫
Q

aper
{

(ξ1 +∇wper
ξ1

)|ξ1 +∇wper
ξ1
|p−2 − (ξ2 +∇wper

ξ2
)|ξ2 +∇wper

ξ2
|p−2

}
·
{
∇wper

ξ1
−∇wper

ξ2

}
= 0. (A.1)

Thus, adding the term∫
Q

aper
{

(ξ1 +∇wper
ξ1

)|ξ1 +∇wper
ξ1
|p−2 − (ξ2 +∇wper

ξ2
)|ξ2 +∇wper

ξ2
|p−2

}
·
{
ξ1 − ξ2

}
= 0 (A.2)

in the left and right-hand side of (A.1), applying (B.1) on the left-hand side and (B.3) on the right-hand
side provides

c

∫
Q

∣∣ξ1 +∇wper
ξ1
− (ξ2 +∇wper

ξ2
)
∣∣p

≤ C
∫
Q

(∣∣ξ1 +∇wper
ξ1

∣∣p−2
+
∣∣ξ2 +∇wper

ξ2

∣∣p−2)∣∣ξ1 +∇wper
ξ1
− (ξ2 +∇wper

ξ2
)
∣∣∣∣ξ1 − ξ2∣∣.

We apply the Hölder inequality on the right-hand side with exponents p/(p − 2), p and p find, us-
ing (2.16):

c

(∫
Q

∣∣ξ1 +∇wper
ξ1
− (ξ2 +∇wper

ξ2
)
∣∣p)1−1/p

≤ C
[
|ξ1|p−2 + |ξ1|p−2

]
|ξ1 − ξ2|.

This yields (2.16) by taking the 1/(p− 1)−th power of the above inequality.

Proof of (iv). We argue by contradiction. Suppose that there exist three sequences (xn)n∈N ⊂ Q,
(ξn)n∈N ⊂ Rd and (ηn)n∈N ⊂ Rd such that for all n ∈ N, |ξn| = 1, 0 < |ξn − ηn| ≤ 1

2 and∣∣∣∇wper
ξn

(xn)−∇wper
ηn (xn)

∣∣∣ ≥ n|ξn − ηn|γ .
By Proposition 2.1 (ii), we have for n large enough that

∀y ∈ B(xn, δn),
∣∣∇wper

ξn
(y)−∇wper

ηn (y)
∣∣ ≥ n

2
|ξn − ηn|γ , (A.3)
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where δn := |ξn − ηn|γ/α. Integrating (A.3) over B(xn, δn), we get that∥∥∇wper
ξn
−∇wper

ηn

∥∥p
Lp(Q)

≥ |B1|
(n

2

)p
|ξn − ηn|pγδdn = Cnp|ξn − ξn|γ(p+d/α) = Cnp|ξn − ηn|βp. (A.4)

However, by (2.16),
∥∥∇wper

ξn
−∇wper

ηn

∥∥p
Lp(Q)

≤ C|ξn − ηn|βp. This is a contradiction with (A.4) when

taking n −→ +∞. We have proved (2.8) for |ξ| = 1 and |ξ − η| ≤ 1
2 . The other cases are treated by

homogeneity and with the help of (2.16) as in (5.30).

B Some technical inequalities

We gather in this subsection some useful inequalities. We first have

(x|x|p−2 − y|y|p−2) · (x− y) ≥ c|x− y|p, (B.1)

(x|x|p−2 − y|y|p−2) · (x− y) ≥ c
[
|x|p−2 + |y|p−2

]
|x− y|2, (B.2)∣∣x|x|p−2 − y|y|p−2

∣∣ ≤ C [|x|p−2 + |y|p−2
]
|x− y|. (B.3)

In the above inequalities (B.1)-(B.3), c and C refer to universal constants that only depend on p. For
a proof of these inequalities, we refer to [20]. For ξ, x ∈ Rd, we introduce the function

gξ(x) := |ξ + x|p − |ξ|p − pξ|ξ|p−2 · x. (B.4)

We have the following lemma:

Lemma B.1. There exist two constants c, C > 0 depending only on p such that

∀ξ, x ∈ Rd, c
[
|x|2|ξ|p−2 + |x|p

]
≤ gξ(x) ≤ C

[
|x|2|ξ|p−2 + |x|p

]
. (B.5)

Proof. This proof is elementary and will be omitted here.

Lemma B.2. There exists a constant C > 0 such that for all x, h ∈ R,∣∣∣(x+ h)1/(p−1) − x1/(p−1)
∣∣∣ ≤ C|h|1/(p−1). (B.6)

Proof. This proof is elementary and will be omitted here.

Lemma B.3. Assume that Hypothesis (A4)’ is satisfied. Then C∞0 (Rd) is dense in Wξ+∇wper
ξ

.

Proof of Lemma B.3. Let v ∈Wξ+∇wper
ξ

and ε > 0. There exists R = R(ε) > 1 such that∥∥∥|ξ +∇wper
ξ |

p−2
2 ∇v

∥∥∥
L2(Qc

R/2
)

+ ‖∇v‖Lp(Qc
R/2

) < ε. (B.7)

Let χR be a cut-off function such that χR = 1 in QR/2 and χ = 0 in Qc3R/4. We have that |χR| +
R|∇χR| ≤ C where C depends only on the dimension d (and in partiuclar not on R). We introduce

wR :=

(
v −−

∫
QR\QR/2

v

)
χR,

We have immediately that wR is compactly supported in QR and that wR ∈ W 1,p
0 (QR). Thus there

exists a function Φ ∈ C∞0 (QR) such that

‖wR − Φ‖W 1,p(QR) ≤ εR
− dp
p−2 (≤ ε) . (B.8)
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We extend Φ by zero outside QR. By Hölder inequality, we have that

‖wR − Φ‖H1
0 (QR) ≤ ε. (B.9)

We next show that
‖v − Φ‖Wξ+∇wper

ξ
≤ C(ξ, d, p, aper, Cpoinc)ε, (B.10)

where Cpoinc denotes the maxmimum between the Lp Poincaré-Wirtinger constant on Q\Q1/2 and the
weighted L2 Poincaré-Wirtinger constant, given by Assumption (A4)’, on Q \ Q1/2. By the triangle
inequality, we have that

‖v − Φ‖Wξ+∇wper
ξ
≤ ‖v − wR‖Wξ+∇wper

ξ
+ ‖wR − Φ‖Wξ+∇wper

ξ
. (B.11)

We study separately each term of (B.11). By Proposition 2.1 (iv), (B.8) and (B.9), we have that

‖wR − Φ‖Wξ+∇wper
ξ

= ‖∇wR −∇Φ‖Lp(QR) +
∥∥∥|ξ +∇wper

ξ |
p−2
2 (∇wR −∇Φ)

∥∥∥
L2(QR)

≤ ‖wR − Φ‖W 1,p(QR) + C|ξ|
p−2
2 ‖wR − Φ‖H1(QR) ≤

(
C(d, p, aper)|ξ|

p−2
2 + 1

)
ε.

As for the first term of (B.11), we write that

∇v −∇wR = ∇v(1− χR) +
1

R

(
v −−

∫
QR\QR/2

v

)
∇χ(./R)

Thus, applying the Lp Poincaré-Wirtinger inequality, we have that

‖∇v −∇wR‖Lp(Rd) ≤ ‖∇v‖Lp(Qc
R/2

) + Cpoinc ‖∇v‖Lp(QR\QR/2) ≤
(B.7)

(1 + Cpoinc)ε. (B.12)

As for the L2
(
|ξ +∇wper

ξ |
p−2
2 dλ

)
norm, we use Assumption (A4)’ to obtain that

‖∇v −∇wR‖
L2

(
|ξ+∇wper

ξ |
p−2
2 dλ

) ≤ ∥∥∥|ξ +∇wper
ξ |

p−2
2 ∇v

∥∥∥
L2(Qc

R/2
)

+ Cpoinc

∥∥∥|ξ +∇wper
ξ |

p−2
2 ∇v

∥∥∥
L2(QR\QR/2)

≤ (1 + Cpoinc) ε.

(B.13)

Gathering together (B.11), (B.12) and (B.13), we get (B.10) and conclude the proof of the Lemma.
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