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ABSTRACT:

360° imagery has been increasingly used to estimate the subjective qualities of the urban space, such as the feeling of safety or
the liveliness of a place. These spherical panoramas offer an immersive view of the urban scene, close to the experience of a
pedestrian. In recent years, Deep Learning approaches have been developed for this estimation task, only using flat images because
these images are easier to annotate and process with standard CNNs. Thus to qualify the whole urban space, the panoramic images
are divided into four flat sub-images that can be processed by the trained neural networks. The sub-images cover the 360° field of
view, e.g. front, back, left, and right views. The four scores obtained are averaged to represent the level of the quality at the location
of the panorama. However, this split introduces a bias since some elements of the urban space are halved over two images and the
global context is lost. Based on the Place Pulse 2.0 dataset, this paper investigates the impact of splitting 360° panoramas on the
perceptual scores predicted by neural networks. For each panorama, we predict the score for thirty-six overlapping sub-images.
The scores were shown to have high variability and be highly dependent on the direction of the camera for the perspective images.

This indicates that four images are not sufficient to capture the complexity of the perceptual qualities of the urban space.

1. INTRODUCTION

1.1 360° images to evaluate Visual Urban Perception

Visual urban perception aims at characterizing the urban
space depending on the impact of its visible components on a
pedestrian. Recently, thanks to the wide availability of imagery
of the urban space at the pedestrian level, this problem has
received more and more attention (Ibrahim et al., 2020, Biljecki
and Ito, 2021). The use of images makes the assessment less
cumbersome than the classical in-situ assessments, which
require an expert to go on-site with a group of participants.
Instead, this evaluation can be conducted in the lab with user
experiments or with automatic tools. A major benefit of this
approach is the ability to evaluate the urban space at a larger
scale in a controlled environment that allows infinite replay,
thanks to time-saving and tools that can automatically process
a large number of images.

Platforms like Google Street View (GSV) or Baidu Street View
enable the user, expert or not, to experience the urban space
virtually. The users can look around thanks to 360° street
view imagery and move spatially to explore a streetscape or a
neighborhood. Some studies have demonstrated that to some
extent, these services can be used as a replacement tool to
evaluate the perception of the urban space (Rundle et al., 2011,
Kelly et al., 2013). For instance, (Feng et al., 2021) showed
that GSV can be used to assess the subjective perception of
the urban environment, but is not reliable enough to assess the
overall atmosphere.

One feature of these services that make this assessment pos-
sible is the presence of 360° images, which offer a panoramic
and immersive view to the users who can see the surrounding
urban space as a whole, compared to traditional pictures with
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a limited and arbitrarily oriented field of view (FOV). This is
especially important since the subjective reaction to the urban
space is not just a sum of perceptual responses to stimuli in
the field of view of the pedestrian, but a global response to
their surroundings (Feng et al., 2021). Therefore, the whole
spherical view is important to assess the perception of the
urban space since even turning around can heavily influence
the user’s reaction (Piga et al., 2021), the off-screen being a
part of the scenery.

Such images have also been used in automatic tools that
aim at assessing the perceptual qualities of the urban space,
sometimes in conjunction with other data sources, for instance
GIS (Yin, 2017). To process the images, the tools often rely on
Deep Learning models, in two different ways: using semantic
segmentation, also called scene parsing, to extract the content
items of the image such as the amount of greenery, building,
vehicles, etc. (Ma et al., 2021, Ramirez et al., 2021) or by
directly training a neural network to predict perceptual qualities
from an input image (Dubey et al., 2016, Wang et al., 2021,
Liu et al., 2017a, Santani et al., 2018).

1.2 Splitting the panoramas for automatic processing

In the litterature, the current approach to process a panorama
with a trained neural network is to split it into four sub-images
that cover the whole horizontal FOV, because these networks
are mainly designed to process flat images. For the rest of this
paper, we call this method a 4-split. These four images are ori-
ented in orthogonal directions, with a FOV of 90° that is close to
the human FOV (see Figure 1), therefore the images don’t over-
lap. The whole spherical image is not covered but most of the
information in the observer’s field of view is captured. Then,
each image is scored by the neural network and the predictions
are aggregated by averaging the scores, to reflect the perception
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Figure 1. At the top left, a 360° panorama from Google Street View in equirectangular projection with four windows oriented at 0°,
90°, 180°, 270° (L1-L4) . At the top right, the same panorama is represented with four windows shifted by 40°(R1-R4), i.e. oriented at
40°, 130°, 220°, 310°. The perspective images corresponding to the windows are below each panorama. At the bottom, the scores for
three of the six categories from the PP2 dataset are represented. The thirty-six scores obtained with the sliding window method are in
green. The mean scores are represented by the horizontal dashed lines. In red is the mean of L1-L4, in black of R1-R4, and in green of
the thirty-six scores. The mean score is about the same no matter the sampling chosen, but the scores have widely different
distributions. L1-L4 windows give scores with high variability whereas the scores for R1-R4 are almost constant.

of the area. One major advantage of being able to process such
a large amount of images automatically is the ability to qualify
the urban space at the city scale. As a consequence, the scores
need to be aggregated to be visualized at the city scale, using
maps for instance. Two aggregation levels are commonly used:
at the panorama-level (Bleci¢ et al., 2018) (average score over
the four sub-images from a panorama) or at the street-level (Ji
etal., 2021, Yao et al., 2021, Zhang et al., 2018) (average score
of all the perspective images in the street).

For models that rely on semantic segmentation, splitting a pan-
oramic image into multiple perspective images is not an issue as
the goal of this method is to obtain an accurate count of pixels
for each category. However, the same remark cannot be easily
extended to the tools that directly predict a perceptual quality
from an input image of the urban space. As mentioned in (Feng
et al., 2021, Piga et al., 2021), the panoramic images should
be used as a whole to accurately predict individual reactions,
which is not possible with the trained networks and datasets
available. Thus, the only method currently available to charac-
terize a place is to break it down into smaller pieces and analyze
each one of them. But this approach is based on a very strong
working assumption insofar as it ignores all the off-screen in-
formation for each piece.

1.3 Datasets for Visual Urban Perception

One of the most popular datasets for this task is Place Pulse
2.0 (PP2) (Dubey et al., 2016). It was created to train neural
networks that are able to predict subjective and sensitive

image qualities. More than 110,000 images from all over
the world have been labeled by volunteers through a website.
The labeling was achieved by comparing two images and
indicating the one that best satisfies the given criteria. The six
categories are safer, livelier, more beautiful, more boring, more
depressing and wealthier. Although this dataset is very rich
and one of the very few available, it has one major drawback
with respect to what has been presented previously. The
images used to qualify the spaces are traditional flat images
with limited FOV, not 360° images. As a result, during their
evaluation, the users had no idea of the context of the image
to be qualified. They qualified only an image of a place, not a
set of images nor a physical place. Other datasets have been
created with a similar methodology but at a much smaller scale,
with a few thousand images annotated to focus on a single city
(Acosta and Camargo, 2019, Yao et al., 2021, Quercia et al.,
2014, Candeia et al., 2017). However, it is understandable that
due to technical reasons, these datasets are designed in this way
as usually the CNNs do not take a full spherical image as input.
Rather, they use perspective images, which are images with
a limited field of view, as captured by traditional monocular
cameras. The use of perspective images can be explained by
several reasons: 1) the majority of neural networks in computer
vision are designed to use perspective images, 2) it is much
easier to collect data by asking participants to compare two
perspective images rather than two spherical images, and
3) it is possible to split a panorama in multiple perspective
images so we should be able to analyze panoramic images
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with such a neural network. Therefore it could explain why, to
our knowledge, there is no existing dataset with tagged 360°
images so far.

1.4 Aim of this study

The use of 360° images to predict perceptual qualities of the
urban space is a necessity as they contain much more informa-
tion than a simple perspective image (Piga et al., 2021). They
also offer an immersive point of view that can simulate the
experience of a pedestrian. However, due to the difficulty
of annotating spherical images, current Machine Learning ap-
proaches do not use the full 360° images as input. Instead, the
panorama is split into sub-images that are processed independ-
ently, but previous works have paid little attention to the way
of performing this split. In this paper, we perform a sensibility
analysis of 360° image splitting and study how it influences the
ranking of places per perceptual quality. Our main contribu-
tions are the following:

e An extension of the PP2 dataset to fetch and predict on the
360° images corresponding to the original “flat” ones (the
code and trained models are available).

e A sliding window method to obtain a fine distribution of
the scores over a panorama and to analyse the impact of
the splitting.

We report two main findings:

e The scores at a panorama-level have high variability.

e When a panoramic image is split into four sub-images, the
distribution of the four scores is highly dependent on the
main direction of the points of view.

These results question the use of the panorama splitting method
in a naive way and the use of the mean as an aggregation meas-
ure to synthesize the score of a perceptual quality at a given
location.

2. METHODS

2.1 Dataset — Place Pulse 2 (PP2)

The PP2 dataset was created by (Dubey et al., 2016) to train
neural networks to estimate the perceptual qualities of the
urban space. 110,988 locations were chosen in fifty-six cities
from twenty-eight countries across the world, making this
dataset the most comprehensive one available yet. At each
location, one perspective image was downloaded from the
GSV API, thus giving an oriented (and partial) view of the
surroundings. The orientation of the camera was not controlled
by researchers during the data collection, so the API chose
one that was directed towards the requested location, identified
by its latitude and longitude. Then, annotations were crowd-
sourced online from 80,000 volunteers, from 2013 to 2016.
Participants were presented two images and asked one question
from six possible ones: “Which place looks safer?”, “Which
place looks livelier?”’, “Which place looks more boring?”’,
“Which place looks wealthier?”, “Which place looks more
depressing?”, and “Which place looks more beautiful?”. To
answer the question, the participant could choose either the
left image, right image, or none if they were deemed of equal
quality.

2.2 From PP2 perspective images to GSV panoramas

Each image in PP2 has a size of 400x300 pixels with a FOV
of 90° and corresponds to a given position (informed by its
geographical coordinates, in this case, its latitude and longit-
ude). These perspective images were collected via the GSV
API between 2007 and 2012. To perform our study, we “exten-
ded” the PP2 dataset: we chose the same locations as the ones
in PP2, but we fetched the full 360° panorama at each location,
instead of just one image with a limited FOV.

A 360° image is a sphere centered around the camera, and there
are many ways to flatten this spherical image. The GSV API
uses the equirectangular projection (see Figure 1). Given a
camera orientation, a perspective image can be computed from
the equirectangular panorama. Ever since its launch in 2007,
Google collected panoramas multiple times at the same loca-
tions which highlights the evolution of the place through time.
Depending on the location, there is an update of images each
year or every few years. The GSV API provides metadata for
each panorama including its precise geographical location, the
date at which the image was taken, and a unique ID.

To retrieve the panorama from which comes each image in PP2,
we need to know the unique ID of the panorama or its date.
However, the date corresponding to each image in the PP2 data-
set is not available, nor its unique ID, which means that we can-
not easily fetch the matching panorama and we cannot, there-
fore, reproduce the same process.

To overcome this limitation in the dataset, we first collected all
the panoramas available between 2007 and 2014 at each of the
110,998 PP2 image locations using the GSV API, resulting in
a total of 408,886 panoramas. We then used feature matching
with ORB descriptors (Rublee et al., 2011) between the panora-
mas and the PP2 images to find the correct or at least the closest
panorama for each image. We were not able to find a matching
panorama for each image in the PP2 dataset, as the GSV API
sometimes did not return any data, or the feature matching step
did not yield a good match. We were able to identify 95% of the
sites, or, more precisely, we were able to find a matching 360°
panorama for 95% of the perspective images in the PP2 dataset.
The zoom parameter in the API allows the user to choose from
multiple resolutions, ranging from 416x208 pixels (zoom=0)
to 13,312x6,656 pixels (zoom=5) for imagery before 2017. As
our network is trained with 400x300 images with a FOV of
about 90°, we downloaded panoramas of size 1,664 x 832 pixels
(zoom=2), which proved to be enough to obtain perspective im-
ages of sufficient quality for inference.

2.3 Ranking Streetscore-CNN (RSS-CNN)

We used the RSS-CNN architecture introduced by (Dubey et
al., 2016) to score the images. For an input perspective image,
the network predicts a score for one of the six aforementioned
perceptual qualities: safer, livelier, more beautiful, more bor-
ing, more depressing and wealthier.

The network is composed of two parts: Streetscore-CNN (SS-
CNN) and a ranking sub-network. SS-CNN takes as input a pair
of images, extracts their features, fuses them and determines the
winning image for a given perceptual quality. The ranking sub-
network is an addition to SS-CNN. It uses the extracted features
to give a score for each image. The ranking network is useful
as it gives an absolute score for an input image, so we do not
need to rely on pairwise comparisons. The two parts are trained
jointly on the PP2 dataset, using the pairwise comparisons col-
lected via the crowdsourcing platform. Once the network is
trained, we only rely on the ranking part to score the images.
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We trained our own RSS-CNN networks following the proced-
ure described in (Dubey et al., 2016), as the code and model
weights were not released. Next paragraph presents the proced-
ure and the numerical values that we used for the parameters.
They may differ from the original procedure as it has never been
fully described in a publication.

For each perceptual quality, the pairs rated as “equal” by the
participants were first discarded, then the dataset was split in
the same proportions, 65% for training, 5% for validation and
30% for testing. We used VGG19 (Simonyan and Zisserman,
2014) pre-trained on ImageNet (Deng et al., 2010) for the fea-
ture extractor as it was reported by the authors to have the best
performance. We trained the network with a batch size of 32 for
2 epochs, with a learning rate of 0.0001. The lambda parameter
in the ranking loss was set to 1. A network was trained for each
perceptual quality, with the same hyperparameters.

The performance of the network is evaluated with a standard
accuracy measure since the task can be seen as a binary clas-
sification task. Our networks achieved an accuracy of 67.0%
for safer, 66.0% for livelier, 62.2% for more boring, 68.7%
for wealthier, 66.3% for more depressing and 69.8% for more
beautiful. The accuracy scores are slightly lower than the
ones reported by (Dubey et al., 2016), who achieved an ac-
curacy of 73.5% for safer, 70.3% for livelier, 66.1% for more
boring, 65.7% for wealthier, 62.8% for more depressing and
70.2% for more beautiful. This could be explained by the
small differences in the training procedure or a different train-
ing/validation/testing split. However, the scores are similar to
the ones obtained by other researchers who also trained their
own RSS-CNN networks (Zhang et al., 2021, Xu et al., 2019).
The code, trained model weights and scores on each panorama
are available'.

2.4 Sliding window method

To study the distribution of the scores on the panoramas, we
chose a “sliding window” method. A perspective image is a
“normal view” of a scene, as captured by regular monocular
cameras. It can be seen as a “window” on the 360° sphere, i.e. a
limited or partial view of the surroundings, as seen in Figure 1).
This window is defined by three parameters: the heading (rota-
tion from left to right), pitch (rotation from up to bottom), and
FOV. All the perspective images had the following parameters:
a FOV of 90°, a pitch angle of 0° (similar to a pedestrian look-
ing straight ahead), with a resolution of 400x300. We slid this
window on the whole panorama by changing the heading with a
fixed step, and for each image, we used the RSS-CNN networks
to obtain the six perceptual scores on this image.

We chose a heading step of 10° for several reasons: it is much
lower than the 90° angle that is often used, allowing for a large
overlap between two adjacent images (see Figure 2), it gives
enough data points to compute statistical indicators, and the
time necessary to perform inference with the six networks on
the more than 100,000 panoramas was acceptable (ten days
were required using an Nvidia Quadro P2200 graphics card).
The scores obtained with the classical 4-split can be seen as
a subsampling of the scores that we obtained with the sliding
window method.

We pre-processed the data by removing outliers, identified as
the scores that fell outside the 99.9% range. We obtained a total
of 22,432,176 scores across all six qualities. For each quality,
we normalized the range of the scores to be [0, 1], 1 being the

! https://doi.org/10.5281/zenodo . 6409860
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Figure 2. Four consecutive images with the sliding window
method, obtained by repeatedly offsetting the camera heading by
an angular step of 10° on the GSV panorama.

highest possible score for a given quality, and 0 being the lowest
possible score.

3. RESULTS

In this section, we examine the distributions of the scores pre-
dicted by the RSS-CNN networks on the 100k+ panoramas.
These scores are in [0, 1] due to normalization, and each panor-
ama has a total of thirty-six scores for each quality, one for each
heading in [0°,10°,...,350°]. First, we take a look at the dis-
tribution of the thirty-six scores as a whole to show how much
a perceptual quality varies on a 360° view. Then, we come
back to the classical 4-split and demonstrate how the orienta-
tion of the four views impacts the distribution of the predicted
four scores.

3.1 Distribution of the scores on a panorama

To summarize the scores predicted on the images resulting from
the panoramic splitting, previous works usually compute the av-
erage of these scores (Bleci¢ et al., 2018, Ji et al., 2021, Yao et
al., 2021, Zhang et al., 2018). Often, this choice is made with
little justification, which led us to wonder whether it is a good
indicator of the perceptual quality at the location of the panor-
ama. We chose to study how much the scores were spread on a
360° panorama. To do so, we computed the range of the thirty-
six scores on each panorama. The range is defined as the peak
to peak difference (i.e. the difference between the maximum
score and the minimum score) on a panorama, thus indicating
how far away the extremal scores are from each other. Figure 3
shows the distribution of these ranges over the whole dataset.
The distributions are similar regardless of the quality chosen.

The scores were normalized between 0 and 1 so the maximum
theoretical range is 1, which would be achieved if on the same
panorama one image had a perfect score of 1 and another one
a score of 0. The median is around 0.3 for each quality, mean-
ing that for half of the panoramas the difference between the
highest score and the lowest score is almost equal to a third
of the maximum range. These results indicate that scores are
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Figure 3. Distributions of the range of the thirty-six scores of
each panorama, for each quality.

widely dispersed across panoramas, questioning the use of the
mean as a relevant indicator to summarize scores across a pan-
orama.

3.2 Impact of the panorama cut-out

A 4-split is a set of four perspective images extracted from a
spherical 360° view. If we call d the direction of the camera for
one of the images, the direction of the camera for the other ones
are given by d 4+ 90°, d + 180°, d + 270° (modulo 360°). Thus,
a 4-split can be defined solely by the direction of one of the four
images, called the principal direction for the rest of this section.
To study the impact of the principal direction in a 4-split for
a given panorama, we compared the standard deviation of the
four scores between a reference 4-split and a shifted 4-split (see
Figure 4). The standard deviation measures how much the val-
ues are spread around the mean, so we chose it as an indicator
of the dispersion of the scores. For instance, on Figure 1, the
safety scores for the reference 4-split are fluctuating between
0.2 and 0.6 (L1-L4), while those of the 40° shifted 4-split are
almost constant to 0.4 (R1-R4).

More precisely, for a given shift s in degrees, we studied the
impact of this shift on each panorama. To do so, we selected
all pairs of 4-split (h1, h2) such that ha corresponds to hy shif-
ted by s°. Then we computed the relative variation (RVi:q)
between the standard deviation of the reference 4-split scores
and the scores of the shifted one, as given by:

RVorg — |stdrer — stdghifieal
stder

where stdyer (resp. stdsmifiea) 1S the standard deviation of the four
scores on the images with the reference (resp. shifted) 4-split.

Finally, for each panorama, we took the median of these relat-
ive variations as the measure of the impact of the shift on this
panorama. Here, the median is more informative than the mean
since these relative variations can take large values in cases like
the one shown in Figure 1. The distribution of these median
scores for different shifts are represented on Figure 5, for the
safer attribute. On this plot, we removed the data points out-
side 1.5 interquartile range for clarity, as they are commonly
recognized as being outliers.

The median ranges from 20% to 35% for the studied shifts and
the shift has more impact as its value is closer to 45°. It was
predictable as that is the point where the four images with the

Figure 4. Top view of a panorama with the ticks representing the
heading azimuths. Lines of the same color represent the four
camera directions for the four perspective images in a 4-split.

The red 4-split corresponds to the black one shifted by 20°, and
the blue one is equal to the red one shifted by 20°.

0.0 %
10 20

Figure 5. Impact of a shift of camera direction on the standard
deviation of the scores when using only a 4-split, for the safety
attribute.
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shifted headings are the most different than the reference im-
ages. Still, even with a small shift, the difference in standard
deviation is high. The same conclusions can be made for the
five other qualities (see Table 1).

median of RVs.q || median of RV ean

mean std mean std
safer 0.320 0.160 0.042 0.026
livelier 0.317 0.162 0.041 0.024
wealthier 0.321 0.160 0.041 0.025
more beautiful 0.316 0.159 0.044 0.044
more boring 0.326 0.160 0.044 0.028
more depressing | 0.324 0.159 0.053 0.032

Table 1. Aggregated values of the median of RV;q and
RV ean for each perceptual quality.

This measure is conservative since we study the impact of the
shift over all possible reference four headings and use the me-
dian to report the impact on a panorama. In practice, a shift can
have a huge impact on the distribution of the four scores as can
be observed in Figure 1.

On the contrary, an interesting result is that when a 4-split is
used to analyze a panorama, the mean of the four scores remains
relatively stable when a shift is applied. By using the same
measure of relative variation, this time on the mean (RVinean),
we see on Figure 6 that the mean varies by about 4% (median
score), and no more than 10%, for any shift. This relative sta-
bility is shared by all six qualities (see Table 1).
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Figure 6. Impact of a shift in camera direction on the mean score
when using only a 4-split, for the safety attribute.

4. DISCUSSION
4.1 Findings

First, the analysis of the predicted scores demonstrated that the
scores on a panorama (i.e. for one geographical location) are
significantly spread out. Previous studies have often used the
mean of these scores to reflect how a quality is perceived at a
location (Bleci¢ et al., 2018) or in a street (Ji et al., 2021, Yao
et al., 2021, Zhang et al., 2018), but our results show that this
statistic is not sufficient per se as a single indicator. Extremums
play an important part as they report on very positive or very
negative areas of the surrounding space. These areas play an
important part in the overall feeling of the pedestrian, so they
should be accounted for, which is why the mean score alone is
not enough. Moreover, a metric that characterizes the disper-
sion of the scores can be useful as it informs on whether a place
is contrasted or not. The six perceptual qualities in this dataset
are used to give an overall idea of the ambiance of a place, but
just by focusing on a single quality, we showed that they cannot
be simply evaluated by averaging the scores on a few images as
their distributions are complex.

Second, because of the variability of the scores, splitting the
panorama into four can give drastically different results depend-
ing on the principal direction of the four images. We may ex-
plain this by the presence of objects and their location in the
panorama. Several studies have shown that the presence of cer-
tain “objects” such as trees, cars, or pedestrians heavily influ-
ences the perceptual score of the image (Ramirez et al., 2021,
Rossetti et al., 2019, Ji et al., 2021). Thus, if the object is split in
half it will likely not have the same impact on the output of the
network. The annotated data may also be subject to the same
issue.

4.2 Study limitations

This work includes a few limitations. We used a single architec-
ture for the neural network and did not test another one. How-
ever, it is a common architecture that other studies have used
either to predict scores or as a baseline to compare to.

The predicted scores were also taken “as is”, even though the
trained networks, as any ML models, are known to have limited
accuracy. To mitigate this limitation, we mainly compared the
predicted scores between each other (as the network is trained
to do, i.e. discriminate between two images) rather than analyz-
ing the absolute scores.

We chose to focus our study on the PP2 dataset as it covers
a wide range of urban streetscapes and is large enough to train
robust neural networks. It is also the most commonly used data-
set to study visual urban perception, since it does not focus on
a particular city. As a consequence, our study suffers from the

same limitations as PP2, but our results can still be used by
other researchers interested in panoramic image splitting. For
instance, the FOV and pitch are constant for all the images in
the dataset. To ensure the validity of the scores at inference time
with the trained neural networks, we made sure to only use im-
ages similar to the ones in the training set, i.e. images with the
same size, FOV and pitch. Because of this, even if multiple im-
ages are used on the horizontal axis, the top and bottom parts of
the sphere are not taken into account. It would be interesting to
explore the relationship between the FOV and the predicted per-
ceptual quality, but there is no guarantee on the validity of the
scores predicted with an image with a FOV smaller or greater
than the one used in the training set, so this would require a new
dataset.

Finally, we only analyzed the distribution of the scores on a pan-
orama, and not at a larger spatial scale, although some works
aggregate the scores at the street-level (Ji et al., 2021, Yao et
al., 2021, Zhang et al., 2018). Nevertheless, our conclusion re-
garding the range of the scores should still hold, i.e. the distri-
bution of the scores in a street should present a large difference
between the extremum.

5. FURTHER WORKS AND CONCLUSION
5.1 Usage of panorama splitting with current datasets

With the current dataset and neural network architectures avail-
able, the most sensible approach to process a 360° image is
still to split it into multiple images. In the future, care should
be taken on how a panorama is subdivided into sub-images as
it can heavily impact the estimation of the distribution of the
scores over the 360° view. In the literature, the 4-split is of-
ten chosen arbitrarily with the cardinal directions (true north,
west, south, east). Further studies are needed to find a more
meaningful split. For instance, a split based on the morphology
of the urban space could solve this issue, by using viewpoints
aligned with the street (facing front, back, right, and left) or the
main openings. Another idea would be to split the panorama
based on the content of the image, which can be estimated via
Semantic Segmentation (Garcia-Garcia et al., 2018, Ye et al.,
2019, Ramirez et al., 2021). We observed that a subsampling
of the perceptual scores with only four points is not reliable
enough to estimate the distribution of the perceptual scores on
a panorama. Therefore, researchers should consider using more
than four images to better represent the complexity and the rich-
ness of the perceptual scores and be less subject to viewpoint
dependence.

We have shown that the scores on a panorama have a complex
and rich distribution, so further work is planned to explore how
the scores can be aggregated to reflect the overall quality of a
place. This aggregation step is necessary to be able to report the
results efficiently to urban planners and collectivities at the city
scale, and more widely to all the stakeholders of urban design.
For instance, the level of each quality can be represented on a
map, and areas with poor scores can be identified with spatial
clustering analysis to better inform future urban projects (Yao
et al., 2021).

5.2 Towards the use of full 360° images

5.2.1 Using the whole panorama For now, most datasets
with subjective annotation contain only flat images with a FOV
of 90°. As a consequence, neural networks trained with these
datasets are also limited and can only process images with this
FOV. It would be interesting to use images with a larger FOV
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to encompass more information in a single picture, as the am-
biance of a place has been shown to be a response to the overall
surrounding area. This would require a new dataset to train the
networks, but a similar online crowdsourcing platform could be
built to ask participants to compare images with a FOV of 120°,
as they can still be considered to be “flat”.

Otherwise, using images with a higher pitch (looking up)
should be studied. The images would often show the top of
buildings and the sky, which are important as they can be used
to compute the sky view factor, an estimator of the openness (or
the opposite, enclosure) of a place (Ma et al., 2021).

Full 360° images could also be used to avoid splitting the panor-
ama, but it would be much more labor-intensive to collect such a
dataset and train a network. A user would need to be able to ex-
plore the two 360° images to make a choice, which would take
longer than just comparing two perspective images and intro-
duce methodological issues due to the unintuitive comparison
of two 360° images.

5.2.2 Dependency between the viewpoints Instead of hav-
ing a label for one image or a label for a pair of images, (Liu et
al., 2017b) proposed to use a dataset with labels associated with
places. Here, the label represents the level of a perceptual qual-
ity (e.g. safety) for the physical place, represented by a group of
images. These images represent different views of the place, in
this case eight overlapping perspective images extracted from
an equirectangular panorama. Such labels were derived from
crime records from several cities in the United States. With
similar data, (Suel et al., 2019) presented a neural network that
processes four images of a place at the same time (a 4-split
of an equirectangular panorama) to predict the label associated
with the place. These methods are an in-between as they can
process more than one perspective image, but not a full 360°
panorama. Still, they allow for the score at a geographical loc-
ation to be predicted directly from different views of the urban
space, instead of having to aggregate multiple scores predicted
on perspective images.

Also, it would be interesting to process the sub-images together
to account for the spatial dependency. A pedestrian does not
experience the urban space through a collection of independent
viewpoints. For instance, after seeing the image at a heading of
0°, the image at 90° corresponds to the user moving its head to
the right. There is a continuity between each viewpoint and they
are interdependent. Even more, the spatial proximity between
two panoramas can be accounted for to represent a pedestrian
following a path.

5.3 Explaining the scores with the sliding window tech-
nique

A few studies have tried to explain the relationship between
the content of the image and the perceptual score predicted by
the neural network (Quercia et al., 2014, Porzi et al., 2015).
Further work should explore the use of this sliding window
technique to better understand this relationship. When a large
variation in score is identified for two consecutive windows, it
could indicate that the elements that appeared in the frame or
disappeared from the frame are correlated with the perceptual
quality. A better understanding of the relationship between
objects and perceptual qualities will also help to find a better
way to split panoramic images.

5.4 Conclusion

Many attempts at using 360° imagery for the prediction of per-
ceptual qualities of the urban space chose to split panoramas

into several “flat” sub-images with a limited FOV. Researchers
carefully split the panoramas into four images that cover the
whole surrounding area (Candeia et al., 2017, De Nadai et al.,
2016). However, there is little work studying the validity of
such a split and the subsequent aggregation of the scores pre-
dicted on each image. Our goal was to study the distribution of
the scores on a 360° image and the impact of splitting a panor-
ama on the estimation of a perceptual score at a location. To do
so, we slid a window with a FOV of 90° along the full panorama
with a step of 10° and used an RSS-CNN network to predict a
score on each window. Our study showed that the perceptual
qualities are too complex to be summarized with a mean score,
and that the main direction of the four split heavily influences
the scores obtained.
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