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ABSTRACT
We investigate a system of distributed delay differential-difference equations describ-
ing an epidemic model of susceptible, infected, recovered and temporary protected
population dynamics. A nonlocal term (distributed delay) appears in this model
to describe the temporary protection period of the susceptible individuals. We in-
vestigate mathematical properties of the model. We obtain the global asymptotic
stability of the two steady states: disease-free and endemic. We construct appropriate
Lyapunov functionals where the basic reproduction number appears as a threshold
for the global asymptotic behavior of the solution between disease extinction and
persistence.
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1. Introduction

Recently, Adimy et al. [1] (see also [2]) proposed and analyzed a new age-structured
partial differential system describing the dynamics of an epidemic model of susceptible,
infected and recovered individuals. More precisely, they considered an age-structured
phase where individuals can be protected from disease for a limited period of time,
for example by vaccination or drugs with temporary immunity. In the same way as
in their previous works (see [3,4] and subsequent works), this modeling corresponds,
in a sense to be defined according to the studied problem, to the fact that there
are mainly two phases: an active phase and an inactive one. By integrating the age-
structured equation using the method of characteristics, the system can be reduced
to distributed delay differential-difference equations. Contrary to the model obtained
here, the epidemic system studied in [1] is with a discrete delay. Adimy et al. [1],
focused on the mathematical analysis of the behavior of the steady states (local and
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global asymptotic stability). Our objective in this paper is to further analyze this
epidemic model by considering a distribution delay which is more realistic, but also
more complicated, than a discrete delay.

The global asymptotic stability of an SIR epidemic model with distributed delay
was first studied in [5]. The authors proved the global asymptotic stability of the
disease-free steady state when the basic reproduction number R0 < 1. They also gave
some sufficient conditions for the global asymptotic stability of the endemic steady-
state when R0 > 1 (see also [6,7]). In [8], McCluskey proposed a method based on a
Lyapunov functional to prove the global asymptotic stability of the endemic steady-
state when R0 > 1. His technique has been used to study the global asymptotic
stability of a variety of epidemic models such as an SIR model with general nonlinear
incidence [9], a multigroup SEIR model [10], and an SIRS model with general nonlinear
incidence [11]. The global dynamics and the existence of traveling waves in epidemic
models with diffusion and distributed delay have also been studied (see for instance,
[12,13]). In most of these studies, the distributed delay was incorporated into the force
of infection term.

We consider four compartments of individuals: susceptible S(t), infectious I(t), re-
covered R(t) and protected P (t). As in [1], we can consider the density of protected
individuals p(t, a), where a ∈ (0, τ) is the time since an individual entered this com-
partment. The length of the protection phase is assumed to be distributed according
to a probability density - a probability kernel - denoted by g(a), with

∫ τ
0 g(a)da = 1.

This last property means that all protected individuals lose their protection after a
maximum fixed time τ > 0. There is also a minimum period after which an individual
is effectively protected. So, we assume that there exists τ0 ∈ [0, τ) such that g(a) = 0
for a ∈ [0, τ0]. If we put u(t) := p(0, t), we obtain a Kermack–McKendrick type system
composed of delay differential equation and renewal difference one, with distributed
delay, t > 0

S′(t) = Λ− (γS + h)S(t)− βS(t)I(t) + (1− α)

∫ τ

0
e−γP ag(a)u(t− a)da,

I ′(t) = −(γI + µ)I(t) + βS(t)I(t),

u(t) = hS(t) + α

∫ τ

0
e−γP ag(a)u(t− a)da,

(1)

with initial conditions

S(0) = S0, I(0) = I0 and u(t) = φ(t) for − τ ≤ t ≤ 0. (2)

The function u represents the new protected individuals. The total population of pro-
tected individuals is then given by P (t) =

∫ τ
0 e
−γP au(t−a)da. The recovered individu-

als that get permanent immunity, satisfy the equationR′(t) = −γRR(t)+µI(t), R(0) =
R0. All the parameters of the model are constant and nonnegative. Λ is the birth rate in
the compartment of the susceptible individuals, γS , γI , γP and γR are the death rates
in each compartment. The parameter h describes the protection rate of susceptible
individuals through for instance vaccination or drugs with temporary immunity. The
constant β is the contact rate per infectious individual that results in infection. µ is
the recovering rate with permanent immunity. α ∈ [0, 1) is the specific protection rate
with temporary immunity. The integral

∫ τ
0 e
−γP ag(a)u(t−a)da in (1) gives the rate at

which individuals (who have survived) leave the protection phase. A fraction α of these
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individuals returns to the protection phase (for example by updating their vaccine).
These individuals re-enter the protection phase with a rate α

∫ τ
0 e
−γP ag(a)u(t− a)da,

then their age is reset to 0 (because the age here is the time since an individual entered
this compartment). The other individuals lose their protection and become susceptible
with a rate (1− α)

∫ τ
0 e
−γP ag(a)u(t− a)da. Through this paper we put

f(a) = e−γP ag(a) and ν(τ) :=

∫ τ

0
f(a)da ≤ 1. (3)

The quantity ν represents the proportion of individuals leaving the protection phase.
It also contains the survival rate in this phase. A part of these individuals returns to
the protection phase with a rate α and the other part becomes susceptible again with
a rate 1− α. We remark that the equations of S , I and u are independent on R and
P . Then, we can focus only on the reduced system without R and P components.

In the following sections, we perform a detailed mathematical analysis and obtain
global stability properties of the two steady states: disease-free equilibrium and en-
demic equilibrium. More precisely, we are interested in the validity for our model, of
the threshold theorem known in epidemiology and based on the basic reproduction
number

R0 =
Λβ(1− αν(τ))

(µ+ γI)(γS + h− (αγS + h)ν(τ))
.

Summarizing the main results of this paper, we obtain the following threshold theorem.

Theorem 1.1. - If R0 < 1, then the disease-free equilibrium of System (1) is the
only equilibrium and it is globally asymptotically stable.

- If R0 > 1, then a unique endemic equilibrium of System (1) exists and it is
globally asymptotically stable.

This result supports the claim that the basic reproduction number R0 of our model
serves as a threshold parameter that determines the outcome of the initial outbreak.

2. Preliminaries

Let us introduce C := C([−τ, 0],R), the space of continuous functions on [−τ, 0]
and C+ := C([−τ, 0],R+), the set of nonnegative continuous functions on [−τ, 0].
Throughout this paper, we assume S0 ≥ 0, I0 ≥ 0, φ ∈ C+. The existence and
uniqueness of nonnegative solutions of (1)-(2) can be obtained as for neutral differential
equations with delay (see [14]). Consider the auxiliary linear homogeneous difference
equation

u(t) = D(ut), t ≥ 0, (4)

where the history function ut ∈ C is defined for t ≥ 0 and u ∈ C([−τ,+∞),R), by
ut(θ) = u(t+ θ) for θ ∈ [−τ, 0]. The linear operator D : C([−τ, 0],R)→ R is given by
D(ψ) = α

∫ τ
0 f(a)ψ(−a)da, ψ ∈ C. Remark that Condition (3) implies that

‖D‖ := sup
‖ψ‖≤1

|D(ψ)| < 1, (5)
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with ‖ψ‖ = supθ∈[−τ,0]|ψ(θ)|. Condition (5) says that the zero solution of the linear
difference equation (4) is globally asymptotically stable [15]. From the last equation
of (1), we can write

u(t)−D(ut) = hS(t), t > 0. (6)

Using Eq. (6), Condition (5) and ([16], Lemma 3.5), we have the following result.

Lemma 2.1. Let (S(t), u(t)) be a sub-solution of System (1). Then, limt→+∞ u(t) > 0
if and only if limt→+∞ S(t) > 0.

We now consider the following fundamental auxiliary system, for t > 0,

dS(t)

dt
= Λ− (γS + h)S(t) + (1− α)

∫ τ

0
f(a)u(t− a)da,

u(t) = hS(t) + α

∫ τ

0
f(a)u(t− a)da,

S(0) = S0, u(s) = φ(s), for − τ ≤ s ≤ 0.

(7)

The system (7) has a unique steady state

(S0, u0) =

(
Λ(1− αν(τ))

γS + h− (αγS + h)ν(τ)
,

Λh

γS + h− (αγS + h)ν(τ)

)
. (8)

We have the following result.

Theorem 2.2. The steady state (S0, u0) of System (7) is globally asymptotically sta-
ble.

Proof. We put, for t > 0, Ŝ(t) = S(t) − S0 and û(t) = u(t) − u0. Then, we get the
linear differential-difference system

Ŝ′(t) = −(γS + h)Ŝ(t) + (1− α)

∫ τ

0
f(a)û(t− a)da,

û(t) = hŜ(t) + α

∫ τ

0
f(a)û(t− a)da.

(9)

Let us consider the following Lyapunov functional L0 : R+ × C+ → R+ defined by

L0(S0, φ) =
S2
0

2
+

1

ν(τ)

γS(1− (αν(τ))2) + h(1− α(ν(τ))2)

2h2

∫ τ

0
f(a)

∫ t

t−a
φ2(θ)dθda.

We set η1(s) = s2/2 and η2(s) = ((1/2) + τϑ)s2, with

ϑ :=
γS(1− (αν(τ))2) + h(1− α(ν(τ))2)

2h2
. (10)

Then, this functional satisfies the inequalities η1(S0) ≤ L0(S0, φ) ≤ η2(||(S0, φ)||). We
can notice that System (9) is input-to-state stable (see [3,17]). More precisely, there

exist constants C > 0 and σ > 0 such that the solution (Ŝ, û) of (9) satisfies |û(t)| ≤
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C
[
‖φ‖e−σt + sup0≤s≤t|Ŝ(s)|

]
. The above estimation is an immediate consequence of

([15], Theorem 3.5, page 275). By differentiating the functional t 7→ L0(Ŝ(t), ût) along

the solution (Ŝ, û) of the system (9), we obtain

d

dt
L0(Ŝ, ût) =Ŝ(t)Ŝ′(t) +

ϑ

ν(τ)

∫ τ

0
f(a)[û2(t)− û2(t− a)]da,

=− (γS + h− ϑh2)Ŝ2(t) + Ŝ(t)

∫ τ

0
f(a)û(t− a)da[(1− α) + 2ϑhα]

− ϑ

ν(τ)

∫ τ

0
f(a)û2(t− a)da+ ϑα2

[∫ τ

0
f(a)û(t− a)da

]2
.

Moreover, Jensen’s integral inequality implies that[
1

ν(τ)

∫ τ

0
f(a)û(t− a)da

]2
≤ 1

ν(τ)

∫ τ

0
f(a)û2(t− a)da.

Then, we get

d

dt
L0(Ŝ, ût) ≤− (γS + h− ϑh2)Ŝ2(t) + Ŝ(t)

∫ τ

0
f(a)û(t− a)da[(1− α) + 2ϑhα]

− ϑ

(ν(τ))2

[∫ τ

0
f(a)û(t− a)da

]2
+ ϑα2

[∫ τ

0
f(a)û(t− a)da

]2
.

Consequently,

d

dt
L0(Ŝ, ût) ≤− (γS + h− ϑh2)Ŝ2(t) + [(1− α) + 2ϑhα]

∫ τ

0
f(a)û(t− a)daŜ(t)

− ϑ

(ν(τ))2
[1− α2(ν(τ))2]

[∫ τ

0
f(a)û(t− a)da

]2
.

We set

a = γS + h− ϑh2, b = [(1− α) + 2ϑhα], c =
ϑ

(ν(τ))2
[1− α2(ν(τ))2]. (11)

Then, the derivative of t 7→ L0(Ŝ(t), ût) along the solution is given by

d

dt
L0(Ŝ(t), ût) = −aŜ2(t) + bŜ(t)

∫ τ

0
f(a)û(t− a)da− c

[∫ τ

0
f(a)û(t− a)da

]2
,

≤ −c

[(∫ τ

0
f(a)û(t− a)da− b

2c
Ŝ(t)

)2

+
4ac− b2

4c2
Ŝ2(t)

]
.

Remember that α ∈ [0, 1). Then by using (3) and (10), we can show that 4ac− b2 > 0.
This is equivalent to

[(1− α)ν(τ) + 2ϑhαν(τ)]2 − 4(γS + h− ϑh2)ϑ[1− α2(ν(τ))2]

= 4h2ϑ2 − 4(γS(1− α2(ν(τ))2) + h(1− α(ν(τ))2))ϑ+ (1− α)2(ν(τ))2 < 0.
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Since c > 0, we obtain

d

dt
L0(Ŝ(t), ût) ≤

b2 − 4ac

4c
Ŝ2(t) = −%Ŝ2(t),

with % := (4ac − b2)/4c > 0. Hence (0, 0) is a globally asymptotically stable steady
state of (9) (see, [3,17]). This completes the proof of Theorem 2.2.

Back to System (1). We investigate a fundamental result about the boundedness of
solutions of (1).

Proposition 2.3. Suppose that τ0 > 0. All the solutions of System (1) are bounded.

Proof. Let (S, I, u) be the solution of (1) associated to the initial condition
(S0, I0, φ) ∈ R+ × R+ × C+. We remark that the system (7),

dSb(t)

dt
= Λ− (γS + h)Sb(t) + (1− α)

∫ τ

0
f(a)ub(t− a)da,

ub(t) = hSb(t) + α

∫ τ

0
f(a)ub(t− a)da,

Sb(0) = S0, ub(s) = φ(s), for − τ ≤ s ≤ 0,

represents an upper bound of System (1). Moreover, it is shown in Theorem 2.2 that
Sb(t) converges to a finite constant as t tends to infinity. This implies that Sb is
bounded.

We denote S̃ := Sb − S and ũ := ub − u. Clearly, we have, for t > 0,

dS̃(t)

dt
≥ −(γS + h)S̃(t) + (1− α)

∫ τ

0
f(a)ũ(t− a)da,

ũ(t) = hS̃(t) + α

∫ τ

0
f(a)ũ(t− a)da,

S̃(0) = 0, ũ(s) = 0, for − τ ≤ s ≤ 0.

Suppose by contradiction that there exist t1 ∈ R+ and 0 < ε� τ0 such that

(i) S̃(t) ≥ 0 for t ∈ [0, t1), S̃(t1) = 0 and S̃(t) < 0 for t ∈ (t1, t1 + ε], or
(ii) ũ(t) ≥ 0 for t ∈ [0, t1), ũ(t1) = 0 and ũ(t) < 0 for t ∈ (t1, t1 + ε].

We distinguish three cases:

(1) Assume that (i) holds. If ũ(t) ≥ 0 and ũ(t) 6≡ 0 on [0, t1 + ε], then we have

S̃′(t1) ≥ (1− α)
∫ τ
0 f(a)ũ(t1 − a)da > 0. This gives a contradiction.

If ũ(t) = 0 on [0, t1+ε], then there exists a t̃ ∈ (t1, t1+ε] such that S̃(t̃), S̃′(t̃) < 0

and we get, for t1 − τ < t̃ − a ≤ t1 + ε − τ0, S̃
′(t̃) ≥ −(γS + h)S̃(t̃) + (1 −

α)
∫ τ
τ0
f(a)ũ(t̃− a)da > 0. This gives also a contradiction.

(2) Assume that (ii) holds and S̃(t) ≥ 0 for all t ∈ [0, t1 + ε]. By using the equation

of u, we get ũ(t1+ε) = hS̃(t1+ε)+α
∫ τ
τ0
f(a)ũ(t1+ε−a)da ≥ 0. This contradicts

the fact that ũ(t1 + ε) < 0.

(3) Assume that (i) and (ii) hold at the same time. We have S̃′(t1) ≥ (1 −
α)
∫ τ
0 f(a)ũ(t1 − a)da ≥ 0. If S̃′(t1) > 0, we get directly a contradiction and
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if S̃′(t1) = 0, then we can proceed as (i). There exists a ť ∈ (t1, t1 + ε]

such that S̃(ť), S̃′(ť) < 0 and we get, for t1 − τ < ť − a ≤ t1 + ε − τ0,

S̃′(ť) ≥ −(γS + h)S̃(ť) + (1 − α)
∫ τ
τ0
f(a)ũ(t̃ − a)da > 0. This leads to a con-

tradiction with S̃′(ť) < 0.

Finally, we conclude that S(t) ≤ Sb(t) and u(t) ≤ ub(t).
As a consequence by this comparison, S is also bounded. Then, there exists S? > 0

such that S(t) < S?, t > 0. On another side, we have (see Theorem 3.5 - page 275
in [15]), |u(t)| ≤ C

[
‖φ‖e−αt + h sup0≤s≤t |S(s)|

]
, t > 0, with α > 0, C > 0 and

‖φ‖ = supθ∈[−τ,0] |φ(θ)|. Then,

|u(t)| ≤ C
[
‖φ‖e−αt + S?

]
. (12)

This implies that u is bounded. Consequently, there exists u? > 0 such that u(t) < u?,
for all t > 0.

Let focus now on the component I. By summing the equations of S and I, we get,
for t > 0, (S + I)′(t) < Λ − (γS + h)S(t) − (γI + µ)I(t) + (1 − α)ν(τ)u?. Thus, we
obtain (S + I)′(t) < Λ+ (1− α)ν(τ)u? − ω(S + I)(t), with ω := min{γS + h, γI + µ}.
As a consequence, I is also bounded.

3. The basic reproduction number and existence of steady states

The basic reproduction number, R0, is used to measure the potential for disease trans-
mission. It is the average number of secondary infections produced by an infected
individual in a population completely susceptible. By dividing the equation of I(t),
in the system (1), by (µ + γI)I we get I ′(t)/[(µ + γI)I(t)] = −1 + βS(t)/(µ + γI).
The fraction β/(µ + γI) can be interpreted as the number of contacts per infected
individuals during their infectious period that lead to the transmission of the disease.
If βS(t)/(µ + γI) > 1, the disease persists, otherwise, it disappears. Then, the basic
reproduction number of the disease is defined by R0 := βS0/(µ+ γI), where S0 is the
disease-free steady state of the susceptible population.

Next, we establish the existence of the steady states of System (1). We will see
that the condition of existence of an endemic equilibrium is equivalent to R0 > 1.
Let (S∗, I∗, u∗) be a steady state of (1). Then, we have u∗ = hS∗/[1 − αν(τ)], and
(βS∗ − µ − γI)I∗ = 0. We distinguish two cases I∗ = 0 or S∗ = (µ + γI)/β. Suppose
that I∗ = 0. Then, since γS + h− (αγS + h)ν(τ) > 0,

S∗ =
Λ(1− αν(τ))

γS + h− (αγS + h)ν(τ)
and u∗ =

Λh

γS + h− (αγS + h)ν(τ)
.

We obtain the disease-free steady state

(S∗, I∗, u∗) := (S0, 0, u0),

=

(
Λ(1− αν(τ))

γS + h− (αγS + h)ν(τ)
, 0 ,

Λh

γS + h− (αγS + h)ν(τ)

)
.
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It describes the disappearance of the epidemic. Then, we can write

R0 :=
βS0

µ+ γI
=

Λβ(1− αν(τ))

(µ+ γI)(γS + h− (αγS + h)ν(τ))
.

Suppose now that I∗ > 0. Then, S∗ = (µ+γI)/β. We have also u∗ = h(µ+γI)/[β(1−
αν(τ))] > 0. and

I∗ =
Λ− (γS + h)S∗ + (1− α)ν(τ)u∗

βS∗
=

Λ

µ+ γI
− γS + h− (αγS + h)ν(τ)

β(1− αν(τ))
.

So, the existence of an endemic steady state is equivalent to R0 > 1. That is equivalent
to

Λ

µ+ γI
>
γS + h− (αγS + h)ν(τ)

β(1− αν(τ))
. (13)

We set

(S∗, I∗, u∗) := (S, I, u),

=

(
µ+ γI
β

,
Λ

µ+ γI
− γS + h− (αγS + h)ν(τ)

β(1− αν(τ))
,

h(µ+ γI)

β(1− αν(τ))

)
.

(14)

We summarize the existence of the two steady states in the following result.

Theorem 3.1. Assume that (13) holds. Then, System (1) has two distinct steady
states: a disease-free steady state (S0, 0, u0), which is given by (3), and an endemic
steady state (S, I, u), which is given by (14). If (13) does not hold, then (S0, 0, u0) is
the only steady state.

4. Stability of the disease-free steady state

4.1. Local asymptotic stability of the disease-free steady state

We recall that a steady state of (1) is locally asymptotically stable if all roots of the
associated characteristic equation have negative real parts, and unstable if a root with
positive real part exists (see [3] and [18] for more details).

The linearized system of (1) about the equilibrium (S0, 0, u0) is
S′(t) = −(γS + h)S(t)− βS0I(t) + (1− α)

∫ τ

0
f(a)u(t− a)da,

I ′(t) = −(γI + µ)I(t) + βS0I(t),

u(t) = hS(t) + α

∫ τ

0
f(a)u(t− a)da,
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and the characteristic equation is given by (see [3] for more details)

∆0(λ) =
(
λ+ µ+ γI − βS0

)
×[

λ+ γS + h− [α(λ+ γS + h) + h(1− α)]

∫ τ

0
f(a)e−λada

]
= 0.

(15)

The instability of the disease-free steady state is a directly obtained from the above
equation.

Proposition 4.1. Assume that R0 > 1. Then, the steady state (S0, 0, u0) is unstable.

Proof. Assume that R0 > 1. From the characteristic equation (15), there exists a
positive real root of (15). In fact, we have the following eigenvalue: λ = −µ−γI+βS0 =
(µ+ γI)(R0 − 1) > 0. Then, the steady state (S0, 0, u0) is unstable.

Now, we consider the case R0 < 1. Then, λ = (µ + γI)(R0 − 1) < 0, and the local
asymptotic stability of (S0, 0, u0) is determined by the sign of the real part of λ ∈ C
satisfying (see [3] and [18]),

D0(λ) = λ+ γS + h− [α(λ+ γS + h) + h(1− α)]

∫ τ

0
f(a)e−λada = 0. (16)

We have the following theorem.

Theorem 4.2. Assume that R0 < 1. Then, the steady state (S0, 0, u0) of System (1)
is locally asymptotically stable.

Proof. The equation (16) can be rewritten as

λ+ γS + h = [α(λ+ γS + h) + h(1− α)]

∫ τ

0
f(a)e−λada. (17)

Suppose that λ = µ+ iω (µ, ω ∈ R) and µ ≥ 0. Note that∣∣∣∣∫ τ

0
f(a)e−λada

∣∣∣∣ ≤ ∫ τ

0
f(a)e−µa

∣∣e−iωa∣∣ da =

∫ τ

0
f(a)e−µada ≤ 1.

Hence, by taking the modulus of (17), we have |λ+ γS + h| ≤ |α(λ+ γS) + h|. Taking
square of both sides, we get

(λ+ γS + h)(λ+ γS + h) ≤ [α(λ+ γS) + h][α(λ+ γS) + h].

Arranging this inequality, we obtain

(1− α2)|λ+ γS |2 + (1− α)h(λ+ λ+ 2γS) ≤ 0.

However, since 0 ≤ α < 1 and λ+ λ = 2µ ≥ 0, we have

(1− α2)|λ+ γS |2 + (1− α)h(λ+ λ+ 2γS) > 0,

9



which is a contradiction. Hence, µ < 0. We conclude that (S0, 0, u0) is locally asymp-
totically stable.

4.2. Global asymptotic stability of the disease-free steady state

Let ε > 0 and consider the set

Ωε :=
{

(S, I, u) ∈ R+ × R+ × C+ : 0 ≤ S ≤ S0 + ε and

0 ≤ u(s) ≤ u0 + ε, for all s ∈ [−τ, 0]
}
.

Lemma 4.3. Suppose that τ0 > 0. For any sufficiently small ε > 0, the subset Ωε of
R+ × R+ × C+ is a global attractor for System (1).

Proof. The solutions of (1) satisfy, for all t > 0,
S′(t) ≤ Λ− (γS + h)S(t) + (1− α)

∫ τ

0
f(a)u(t− a)da,

u(t) = hS(t) + α

∫ τ

0
f(a)u(t− a)da.

By the comparison principle (see the proof of Proposition 2.3), we have S(t) ≤ Sb(t)
and u(t) ≤ ub(t) for all t > 0, where (Sb, ub) is the solution of the system (7). Theorem
2.2 shows that Sb(t) → S0 and ub(t) → u0 as t → +∞. This convergence implies
that Ωε is a global attractor for the system (1) in R+ ×R+ ×C+. This completes the
proof.

Thanks to Lemma 4.3, we can restrict the global stability analysis of the disease-free
steady state of (1) to the set Ωε.

Theorem 4.4. Suppose that τ0 > 0. Assume that R0 < 1. Then, the disease-free
steady state (S0, 0, u0) of System (1) is globally asymptotically stable.

Proof. It suffices to consider the solutions in Ωε for any sufficiently small ε > 0. We
then have, for t > 0,

I ′(t) ≤ −(γI + µ)I(t) + β(S0 + ε)I(t) = −(γI + µ)

(
1− β(S0 + ε)

µ+ γI

)
I(t).

Since R0 < 1, we can choose ε > 0 such that the right-hand side of the above inequality
is negative. This implies that limt→+∞ I(t) = 0.

From the above result, we see that for any ε > 0, there exists a Tε > 0 such that
I(t) ≤ ε for all t ≥ Tε. We then have, for t > Tε

S′(t) ≥ Λ− (γS + h)S(t)− εβS(t) + (1− α)

∫ τ

0
f(a)u(t− a)da,

u(t) = hS(t) + α

∫ τ

0
f(a)u(t− a)da.

Consequently, we have S(t) ≥ Sε(t) and u(t) ≥ uε(t) for all t ≥ Tε, where (Sε, uε) is

10



the solution of the following problem
dSε(t)

dt
= Λ− (γS + h)Sε(t)− εβSε(t) + (1− α)

∫ τ

0
f(a)u(t− a)da,

uε(t) = hSε(t) + α

∫ τ

0
f(a)u(t− a)da,

Sε(0) = S0, uε(s) = φ(s), for − τ ≤ s ≤ 0.

(18)

As in the proof of Theorem 2.2, we can show that Sε(t) → S0
ε and uε(t) → u0ε as

t → +∞, where (S0
ε , u

0
ε ) is the steady state of (18). Then, there exists a T̃ε > Tε > 0

such that, for t ≥ T̃ε, S
0
ε − ε ≤ S(t) ≤ S0 + ε and u0ε − ε ≤ u(t) ≤ u0 + ε. Since

ε > 0 is arbitrary, S0
ε → S0 and u0ε → u0 as ε → 0, we have that limt→+∞ S(t) =

S0 and limt→+∞ u(t) = u0. Recalling from Theorem 4.2 that (S0, 0, u0) is locally
asymptotically stable. Then, it is globally asymptotically stable. This completes the
proof.

5. Stability of the endemic steady state

5.1. Local asymptotic stability of the endemic steady state

We now show the local asymptotic stability of the endemic steady state (S, I, u) for
R0 > 1. The linearized system of (1) around (S, I, u) is given by

S′(t) = −(γS + h)S(t)− βIS(t)− βSI(t) + (1− α)

∫ τ

0
f(a)u(t− a)da,

I ′(t) = βIS(t),

u(t) = hS(t) + α

∫ τ

0
f(a)u(t− a)da.

Substituting S(t) = Xeλt, I(t) = Y eλt and u(t) = Zeλt, and dividing them by eλt, we
obtain

λX = −(γS + h)X − βIX − βSY + (1− α)

(∫ τ

0
f(a)e−λada

)
Z,

λY = βIX,

Z = hX + α

(∫ τ

0
f(a)e−λada

)
Z.

From the third equation, we get Z = hX

(
1− α

∫ τ

0
f(a)e−λada

)−1
and injecting it

into the first equation, we obtain

[
(λ+ γS + h+ βI)X + βSY

](
1− α

∫ τ

0
f(a)e−λada

)
−(1− α)hX

∫ τ

0
f(a)e−λada = 0,

−βIX + λY = 0.
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Thus, the characteristic equation is given by

[λ2 + (k1 + h)λ+ k2]

(
1− α

∫ τ

0
f(a)e−λada

)
− (1− α)hλ

∫ τ

0
f(a)e−λada = 0,

where k1 := γS + βI and k2 := β2SI.

Theorem 5.1. Assume that R0 > 1. Then, the steady state (S, I, u) of System (1) is
locally asymptotically stable.

Proof. The characteristic equation can be rewritten as

λ2 + (k1 + h)λ+ k2 =
[
α(λ2 + k1λ+ k2) + hλ

] ∫ τ

0
f(a)e−λada. (19)

Suppose that λ = µ + iω (µ, ω ∈ R) and µ ≥ 0. Note that |
∫ τ
0 f(a)e−λada| ≤ 1. By

taking the modulus of (19), we have∣∣λ2 + (k1 + h)λ+ k2
∣∣ ≤ ∣∣α(λ2 + k1λ+ k2) + hλ

∣∣ .
Taking square of both sides, we get(

λ2 + k1λ+ k2 + hλ
) (
λ
2

+ k1λ+ k2 + hλ
)

≤
[
α(λ2 + k1λ+ k2) + hλ

] [
α(λ

2
+ k1λ+ k2) + hλ

]
.

Arranging this inequality, we obtain

(1− α2)|λ2 + k1λ+ k2|2 + (1− α)h
[
(|λ|2 + k2)(λ+ λ) + 2k1|λ|2

]
≤ 0.

However, since 0 ≤ α < 1 and λ+ λ = 2µ ≥ 0, we have

(1− α2)|λ2 + k1λ+ k2|2 + (1− α)h
[
(|λ|2 + k2)(λ+ λ) + 2k1|λ|2

]
> 0.

This gives a contradiction. Therefore, µ < 0 and the steady state (S, I, u) is locally
asymptotically stable.

5.2. Global asymptotic stability of the endemic steady state

This section provides the global asymptotic stability of the unique endemic steady
state (S, I, u) given by (14). First, we notice that the component I of System (1) is
persistent for R0 > 1, it remains above a positive level ε̂ for all sufficiently large times.
Indeed, we consider the following sub-system (without difference equation), for t > 0

S′(t) = Λ− (γS + h)S(t)− βS(t)I(t),

I ′(t) = −(γI + µ)I(t) + βS(t)I(t),

S(0) = S0, I(0) = I0.
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It is a classical SIR system and we known that it is persistent (see for instance
Theorem 3.7.1 and 3.7.2 of [19], for a detailed proof). In fact, we have I ′(t) =
βS0I(t)

[
S(t)/S0 − 1/R0

]
. Formally, if S is sufficiently close to S0, then I ′(t) > 0.

This implies that I(t) increases. By the comparison principle, we can conclude that
the solution I of System (1) satisfies lim inft7→+∞ I(t) > ε̂ > 0. Let (S, I, u) be the
endemic steady state with S > 0, I > 0 and u > 0. We can write the system (1) for the
variables S̃(t) := S(t)−S and ũ(t) := u(t)−u and by using the fact that βS = µ+ γI
as

S̃′(t) = −(γS + h)S̃(t)− βS̃(t)I(t)− βSI(t) + βS I + (1− α)

∫ τ

0
f(a)ũ(t− a)da,

I ′(t) = −(γI + µ)I(t) + βS̃(t)I(t) + βSI = βS̃(t)I(t),

ũ(t) = hS̃(t) + α

∫ τ

0
f(a)ũ(t− a)da.

(20)

Theorem 5.2. Assume that R0 > 1. Then, the steady state (S, I, u) of System (1) is
globally asymptotically stable.

Proof. Let us consider the following Lyapunov functional Le : R+ × R+ ×
C([−τ, 0],R+)→ R+ defined by

Le(S0, I0, φ) =
S2
0

2
+ S

(
I0 − I − I ln I0

I

)
+

1

ν(τ)

γS(1− (αν(τ))2) + h(1− α(ν(τ))2)

2h2

∫ τ

0
f(a)

∫ t

t−a
φ2(θ)dθda.

The function g(x) = x − x − x ln(x/x) for x > 0, satisfies g(x) ≥ 0 for all x > 0 and
g(x) = 0 if and only if x = x. Then, Le(S0, I0, u0) = 0 if and only if (S0, I0, u0, ) =
(0, I, 0). Recall that the constants a, b and c are given in (11). The derivative of
t 7→ Le(S̃(t), I(t), ũt) along the solution trajectory is given by

d

dt
Le(S̃(t), I(t), ũt) = −aS̃2(t) + bS̃(t)

∫ τ

0
f(a)ũ(t− a)da

−c
[∫ τ

0
f(a)ũ(t− a)da

]2
− βI(t)S̃2(t),

≤ −c

[(∫ τ

0
f(a)ũ(t− a)da− b

2c
S̃(t)

)2

+
4ac− b2

4c2
S̃2(t)

]
.

Thus, we obtain

d

dt
Le(S̃(t), I(t), ũt) ≤

b2 − 4ac

4c
S̃2(t) =: −%S̃2(t). (21)

It is shown in the proof of theorem 2.2 that c > 0 and % > 0. Then, the functional
t 7→ Le(S̃(t), I(t), ũt) is nonincreasing and we have

Le(S̃(t), I(t), ũt) −→
t→+∞

inf
s≥0

Le(S̃(s), I(s), ũs) =: L∗ ∈ R+.
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By integration, (21) implies that

%

∫ t

0
S̃2(s)ds ≤ Le(S̃(0), I(0), ũ0)− Le(S̃(t), I(t), ũt). (22)

The both sides of the inequality (22) are nondecreasing functions. Then, the limits
exist and satisfy

lim
t→+∞

∫ t

0
S̃2(s)ds ≤ 1

%

[
Le(S̃(0), I(0), ũ0)− L∗

]
.

As the function S̃′(t) is uniformly bounded and S̃(t) is uniformly continuous. Then, the

Barbalat’s Lemma [20] applied to the function t 7→
∫ t
0 S̃

2(s)ds, shows that lim
t→+∞

S̃(t) =

0. The result in Lemma 3.5 of [16] implies that lim
t→+∞

ũ(t) = 0. Then, the expression of

the functional Le implies that lim
t→+∞

g(I(t)) = L∗/S. Furthermore, the function S̃(t)

is bounded and differentiable, then the fluctuations Lemma implies that there exists a
sequence tk → +∞ such that lim

k→+∞
S̃′(tk) = 0. Then, the first equation of (20), implies

that lim
k→+∞

I(tk) = I. The continuity of the function g gives lim
k→+∞

g(I(tk)) = g(I) = 0.

Then, L∗ = 0. From the properties of the function g, we conclude that lim
t→+∞

I(t) = I.

This prove the global asymptotic stability of (S, I, u).
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