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ABSTRACT   

Reflectance confocal microscopy (RCM) allows real-time in vivo visualization of the skin at cellular level. The study 
of RCM images provides information on the topological and geometrical properties of the epidermis. These may 
change in each layer of the epidermis, depending on the subject’s age and the presence of certain dermatological 
conditions. Studying RCM images requires manual identification of cells to derive these properties which is time-
consuming and subject to human error, highlighting the need for an automated cell identification method. We propose 
an automated pipeline to analyze the structure of the skin in RCM images. The first step is to identify the region of 
interest (ROI) containing the epidermal cells. The second step is to identify individual cells in the segmented tissue 
area using an image filter. We then use prior biological knowledge to process the resulting detected cells, removing 
cells that are too small and reapplying the used filter locally on detected regions that are too big to be considered as a 
single cell. The results are evaluated both on simulated data and on manually annotated real RCM data. This study 
shows that automatic cell identification can be achieved, with an accuracy (precision and recall) that matches the inter-
expert variability. 
Keywords: epidermis, image segmentation, reflectance confocal microscopy, object detection 
 

1. INTRODUCTION 
Reflectance Confocal Microscopy1,2 (RCM) is a  real-time non-invasive in vivo technology that allows the visualization 
of the skin epidermis and upper layers of the dermis at cellular level. It is non-invasive thus making it a  technique of 
choice for repeated sampling on a skin site without damage, when studying the changes in skin structure over-time, 
or when an invasive biopsy cannot be considered, e.g., cosmetology, study of baby skin, etc. It is made of the collection 
of signals arising from light reflections at the interface of microstructures with different indices of refraction. In skin, 
such microstructures are keratin fibers, melanosomes, collagen fibers and cell membranes. Therefore, it provides 
information on the geometrical and topological properties of the skin, which play important roles in the makeup of the 
skin barrier. 
In most cases, analysis of RCM stacks is done manually, providing qualitative observations. However, manual analysis 
is time-consuming, intensive, and subject to human interpretation and inter-expert differences. Thus, we could benefit 
from automated methods to quantitatively analyze RCM images. An important first step in any quantitative study of 
skin is cell detection. Unfortunately, it is challenging and requires a robust generic algorithm to alleviate images non-
uniformity and noise.   
The epidermis is made of four distinct layers. From deepest to superficial, they are stratum basale (SB), stratum 
spinosum (SS), stratum granulosum (SG), and stratum corneum (SC).  
In RCM images of light-pigmented skin, the SC appears as large bright islands surrounded by dark grooves. It is made 
of dead but biochemically active cells3. As we cannot observe individual cells on RCM images of the SC, our method 
will not be applied to these images. 
The SG and SS appear as islands of viable cells, called keratinocytes, arranged in a honeycomb pattern. Granular cells 
are typically larger than spinous cells and as such they have a higher density4.  
Finally, the SB is made of the smallest keratinocytes, as their differentiation starts in the SB and continues as cells 
migrate towards the skin surface getting bigger and flatter. The SB is attached to the dermis on the dermal-epidermal 



junction, and thus we can sometimes observe the top of dermal papillae on RCM images of the SB. Additionally, 
melanin-producing melanocytes are scattered through the basal layer. Organelles filled with melanin, called 
melanosomes, are transferred from melanocytes to keratinocytes. Melanin has a high reflectance5,6 thus making RCM 
images of the SB more noisy and of lower quality than images of the SG and SS. For these reasons, we focus on the 
automated detection of keratinocytes in the granular and spinous layers. 
On RCM images of the SG and SS, keratinocytes are characterized by a dark center and a grainy cytoplasm due to 
micro-structures, surrounded by bright grainy membranes (see Figure 1).  
Attempts at the automated identification of epidermal cells on RCM images have been made7,8. Unfortunately, the 
amount of noise and heterogeneity of RCM images hinders the development of accurate segmentation methods. We 
propose a method to automatically detect keratinocytes centers on RCM images of the SG and SS. We compare our 
results to a manually obtained ground truth and obtain an accuracy on par with cross-experts identification.  

 

 
Figure 1. RCM image of the stratum spinosum of light-pigmented skin. In blue, the border between tissue and 
background. In pink, non-informative areas. In orange, bright spots. And in red, epidermal cells. 

2. DATA 
In vivo RCM images were captured on the volar forearm of 80 participants: 60 children aged 3 months to 10 years old 
and 20 adults aged 25 to 40 years old.  All participants have light-pigmented skin, with Fitzpatrick types between I 
and IV. Inclusion criteria required that the participants were in good health, with no history of skin disease and had 
not applied any products on the observed area the day of the study.  
Images were captured using a Vivascope 1500 reflectance confocal microscope with a z-resolution of 5 micrometers 
and xy-resolution of 1 micrometer.  Images started at the SC and progressed down towards the SB. The size of each 
image is 1000*1000 pixels. 
Image classification in one of the four epidermal layers was obtained using a hybrid deep learning algorthim9, allowing 
us to focus only images of the stratum granulosum and stratum spinosum. 



3. IMAGE ANALYSIS WORKFLOW 
3.1. Identification of the region of interest  

RCM images tend to be noisy and non-uniform, which hinders the development of automated segmentation methods. 
To guide our cell detection, we started by identifying the region of interest (ROI), i.e., the regions containing epidermal 
cells. To do so, the black background was first identified (see Figure 2). Indeed, islands of cells surrounded by dark 
empty areas are observed on RCM images. They are due to grooves on the skin surface called micro-relief lines10 (see 
Figure 1). In order to identify these furrows and begin building a binary mask of the ROI, a  Morphological Geodesic 
Active Contour11 algorithm (so called Snake) was applied to each image. This method employs morphological 
operators to detect visible contours based on their intrinsic geometric measures, even if they are noisy or partially 
unclear.  
After identifying the micro-relief lines on each RCM image, non-informative areas were detected. These areas can be 
seen in the tissue on RCM images and are due to low contrast and a drop in signal-to-noise ratio (see Figure 1). A 
texture classification was applied to the images, by training a Support Vector Machine (see Figure 2) on four features 
of the Grey Level Co-occurrence Matrix12 (GLCM) which successfully discriminates between the informative and 
non-informative areas. These features are, (a) homogeneity which measures the closeness of the GLCM distribution 
to its diagonal (reflecting correlation), (b) contrast which measures the local variations in the GLCM; (c) dissimilarity 
which measures the similarity between pixels, and (d) energy which measures the uniformity of the area. 
Our third step in ROI identification was to remove the bright spots sometimes observable in RCM images (Figure 2). 
Indeed, RCM images of the SG and SS may contain bright areas due to the presence of keratin in hair shafts, from 
cornified cells at the periphery of the islands (see Figure 1). This was accomplished by applying a succession of 
dilations and erosions on the RCM image where the background and the non-informative areas were removed, and 
which had been blurred with a Gaussian filter and binarized.  

 
Figure 2. Steps of the identification of the region of interest. A morphological snake was used to identify the borders with 
the background, followed by a Support Vector Machine algorithm to detect the non-informative areas, and a succession 
of morphological operations to remove bright spots to an RCM image at stratum granulosum level. In blue the region of 
interest mask. 

3.2. Identification of individual cells 
After identifying the ROI on the RCM image, a  median filter was used to remove noise, followed by a local 
normalization which renders the variance and mean of the denoised image stationary (see Figure 3). Then, the resulting 
image was filtered with Sato tubeness filter13 to detect white continuous ridges, here the bright cell membranes (see 
Figure 3). The filter parameters were chosen to approximate the width and length of a cell membrane in the SG and 
SS. To the filter output, a  median filter and a local normalization were applied, while making sure that the ROI binary 
mask is respected (see Figure 3). A Gabor filter was then applied to the previous image to refine membrane detection 
by convoluting the image by a sinusoidal signal of varying frequencies and orientations (see Figure 3). The output of 
the Gabor filter was equalized with a histogram equalization to adjust the image contrast, followed by a Gaussian 
adaptive thresholding (see Figure 3) which dynamically and locally changes the binarization threshold over the entire 
image to account for changes in contrast and brightness, assuming that smaller regions of an RCM image are more 
likely to be similar. A connected-components analysis was used on the obtained binary image to remove any small 
blobs in the detected membranes, followed by a second connected-components analysis on the inverse of the image 



to close any holes in the membranes due to the graininess of the image and of the cell membranes (see Figure 3). 
Finally, the clean binary image was skeletonized, and any spurious branches were removed from the skeleton (see 
Figure 3). 

 
Figure 3. Steps of the identification individual cells. A median filter and a local normalization were applied to the image 
with the ROI mask, followed by a Sato filter. Its output was filtered with a median filtered and locally normalized, and a 
Gabor filter was applied to it. A threshold was applied on the output after histogram equalization and small blobs were 
removed with a connected components analysis. The result was then skeletonized, and spurious branches were removed. 
ROI: region of interest. 

3.3. Post-processing 
After obtaining the skeleton, the ROI mask was cleaned to remove any remaining spurs. This was accomplished by 
applying a morphological closing to the skeleton. Individual contours, i.e., detected keratinocytes, were detected on 
the skeleton. To improve the detection, very small contours were removed (𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 < 100 for SG and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 < 50 for 
SS) as well as long contours at the border with the background, i.e., 𝑎𝑎𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒> 0.85 (see Figure 4 A). These 
thresholds were determined empirically. The remaining contours were divided into two groups, (1) large contours 
with an 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 > 1000 for SG and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 > 120 for SS, and (2) small contours with an 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ≤
1000  for SG and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ≤ 120 for SS. On each area of the original image determined by a large contour, a  Gabor filter 
followed by a Sato filter13 were applied with different parameters than previously used. The output was then binarized 
with Otsu thresholding14 for SG images and with Gaussian adaptive thresholding for SS images, and small blobs were 
removed with a connected-components analysis. The subsequent binary image was skeletonized, and its contours 
detected. On images of the SG, obtained contours with an area smaller than 110 were merged with their neighbors 
(see Figure 4 B). On images of the SS, where cells, and therefore detected contours, are much smaller, if the second 
filter iteration still failed to detect more than one contour, as many ellipses as possible were fitted within the detected 
contour, with these ellipses having the median minor and major axis length of the small contours (see Figure 4 C). 
These new contours were then combined with the previously found small ones and their cell centers were detected.  

 



 

 

 
Figure 4. Post-processing steps. (A) The skeleton obtained after the previous step was cleaned, and contours were 

detected. Small contours were removed, as well as long contours close to the border with the background. The 
remaining contours were divided into two groups, small and big contours. Big contours were filtered again to 



        improve the detection locally. The new resulting contours were then combined to the small contours and their 
centers were detected. (B) Example of large contours improvement for a stratum granulosum image. (C) Example 
of large contours improvement for a stratum spinosum image. 

3.4. Accuracy evaluation 
The obtained cell centers were used to initiate a marker-controlled watershed15 on the ROI.  This method considers 
the input image as a topographic surface which is flooded starting from set seeds or markers, i.e., the detected cell 
centers, and returns a labelled gray-scale image, where each label is a  catching basin, i.e., a detected cell. This labeled 
image was then compared against manually detected cell centers using the software d-accuracy16 which evaluates 
several indexes of the detection quality (see Figure 5). Two accuracy metrics were evaluated, (a) precision, (fraction 
of correctly detected cells among all the detected cells) and (b) recall (the fraction of accurately detected keratinocytes 
among all cells defined in the ground truth).   

 
Figure 5. Detection accuracy evaluation steps. A marker-controlled watershed was applied to the detected cell centers 
and the resulting labels were compared to the manually detected ground truth, in pink. The returned metrics were 
precision and accuracy. 

4. RESULTS 
We evaluate the performance of our approach with respect to two experts. When compared to the first expert, our 
cell detection approach has a precision of 77% and of 85% on SG and SS images respectively and a recall of 85% 
and 67% on SG and SS confocal images respectively. And when compared to the second expert, our cell detection 
approach has a precision of 64% and of 75% on SG and SS images respectively and a recall of 82% and 30% on SG 
and SS confocal images respectively (see Table 1).  

When looking into the differences between the experts, we notice than expert 2 is less sensitive in his detection 
especially in SS images. The obtained results are more consistent with expert 1 and prove to be accurate compared 
to inter-expert variability.  

  



Table 1.  Table of the cell detection accuracy on stratum granulosum and stratum spinosum RCM images for two different 
experts 

 𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 = 

 
𝑻𝑻𝑷𝑷𝑻𝑻𝑷𝑷  𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝒔𝒔𝑷𝑷𝒔𝒔𝑷𝑷𝑷𝑷

𝑻𝑻𝑷𝑷𝑻𝑻𝑷𝑷 𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝒔𝒔𝑷𝑷𝒔𝒔𝑷𝑷𝑷𝑷+ 𝑭𝑭𝑭𝑭𝑭𝑭𝑷𝑷𝑷𝑷  𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝒔𝒔𝑷𝑷𝒔𝒔𝑷𝑷𝑷𝑷
 

𝑹𝑹𝑷𝑷𝑷𝑷𝑭𝑭𝑭𝑭𝑭𝑭 = 

 
𝑻𝑻𝑷𝑷𝑻𝑻𝑷𝑷  𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝒔𝒔𝑷𝑷𝒔𝒔𝑷𝑷𝑷𝑷

𝑻𝑻𝑷𝑷𝑻𝑻𝑷𝑷 𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝒔𝒔𝑷𝑷𝒔𝒔𝑷𝑷𝑷𝑷+ 𝑭𝑭𝑭𝑭𝑭𝑭𝑷𝑷𝑷𝑷 𝑵𝑵𝑷𝑷𝑵𝑵𝑭𝑭𝒔𝒔𝑷𝑷𝒔𝒔𝑷𝑷𝑷𝑷
 

Stratum 
granulosum 
RCM image 

Detection vs. 
Expert 1 

77% 85% 

Detection vs. 
Expert 2 

64% 82% 

Expert 1 vs. 
Expert 2 

52% 48% 

Stratum 
spinosum 
RCM image 

Detection vs. 
Expert 1 

85% 67% 

Detection vs. 
Expert 2 

75% 30% 

Expert 1 vs. 
Expert 2 

20% 28% 

 

5. DISCUSSION 
Our approach gives reasonable results on RCM images of the granular and spinous layers. Performance can be 
hindered by the presence of multiple layers per image, which makes parametrization of the different steps complicated, 
although, parameters for a  given layer are the same. Our method is a  multi-step approach, with multiple parameters 
each one influencing cell detection and its accuracy. Additionally, the noise and non-uniformity of the images has a 
great impact on the method performance. Steps like median filtering, local normalization and ROI determination 
decrease the impact of noise on the results but do not remove it completely. 
Computational time is about 10mn depending on the size of the ROI, which is a  major advantage when compared to 
the time required to identify keratinocytes manually on RCM images. 
We have shown that the automated detection of keratinocytes on RCM images of the SG and SS is achievable, which 
is an important step towards the quantitative study of these images and of skin. This prevents from tedious manual 
work, which is the current practice in RCM images analysis.  
The presented approach on confocal images will be useful in uncovering new insights in the study of skin physiology, 
skin maturation and skin ageing4,17–20 and skin diseases observable with RCM, e.g., melanomas21–27.  
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