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ABSTRACT: 13 

This paper presents a methodology based on a machine learning approach for the processing of Free 14 

JAR data. The development of this new analysis method is grounded on the fact that Free JAR data 15 

can be seen as labeled textual data, since a hedonic category is associated to each Free JAR 16 

comment. In particular, this two-step methodology aims to take advantage of the link between these 17 

two pieces of information, to disclose the products' assets and weaknesses. The first step consists of 18 

assigning valency scores to the Free JAR comments, considering their link to the hedonic 19 

categorization provided by the consumers. This is achieved by setting up a classifier based on 20 

Random Forest. The second step consists of highlighting the attributes that characterize the product 21 

under study based on the concept of interpretability. The interest of the proposed procedure is 22 

illustrated through a case study pertaining to cheeses. 23 
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1. Introduction 28 

 29 

In a product development context, researchers aim to clearly identify the products' assets and 30 

weaknesses perceived by the consumers. Several approaches allow us to obtain such information. 31 

Among these procedures, we single out Just-About-Right (JAR) (Rothman & Parker, 2009) and Check-32 

All-That-Apply (CATA) (Ares et al., 2010; Ares & Jaeger, 2015). These procedures are based on 33 

predefined lists of attributes. By contrast, in alternative procedures, it is advocated to let the 34 

consumers freely express their perception of the products. For instance, this can be achieved by 35 

means of open-ended questions, which allow the respondents to answer in text format without 36 

imposing a limited set of options (ten Kleij & Musters, 2003). Clearly, the gain from such alternatives 37 

is to collect spontaneous assessments from the consumers. However, since the answers from the 38 

various respondents have different patterns, it is not easy to handle and analyze this kind of data. 39 

In psychology, the term valence is used to identify the intrinsically pleasant or unpleasant quality 40 

of a stimulus (Lewin, 1935). An asset can be defined as a word or a set of words associated with a 41 

positive valence. A weakness can be defined as a word or a set of words associated with a negative 42 

valence. The difficulty encountered in analyzing textual data is to understand the valence of words, 43 

be it positive or negative, when they are associated with other words in the same sentence. 44 

Sentiment analysis was developed to address this issue (Mohammad, 2016). This type of analysis is 45 

relatively new in sensory evaluation and several related studies have been carried out during the past 46 

ten years to better pinpoint the consumers’ perceptions and determine their emotions towards the 47 

products (King et al., 2013; Gutjar et al., 2015; Luc et al., 2020; Visalli et al., 2020). However, 48 

sentiment analysis entails referring to dictionaries or labeling the stimuli according to their positive 49 

or negative features and, as long as these dictionaries or labels are set up by a human being, there is 50 

a risk of bias. 51 

The Free JAR procedure (Luc et al., 2020) yields textual data with the aim of disclosing the 52 

products' assets and weaknesses. For this effect, the respondents are allowed to freely express their 53 

assessments but they are encouraged to use such terms as "too much", "not enough" and "just about 54 

right (JAR)". Prior to this assessment, they are instructed to sort the products in three hedonic 55 

categories: "I like very much", "I like moderately" and "I don't like". This categorization task serves, 56 

among others, as a nudge to prompt the respondents to focus on the assets and weaknesses of the 57 

products being assessed. 58 

In a first paper introducing the Free JAR procedure (Luc et al., 2020), we proposed a procedure to 59 

compute a sentiment score per comment based on a lexical and dictionary-based approach of 60 

sentiment analysis (Mohammad, 2016). The present paper, which should be considered as a 61 

methodology-focused paper, aims to go further and presents a new way to obtain a score that 62 

represents the global valence expressed by a respondent toward a product. This is achieved by 63 

investigating the link between Free JAR comments and hedonic categories provided by the 64 

respondents themselves through machine learning methods. Furthermore, the paper aims to 65 

investigate an alternative approach for considering textual data, in a more flexible and less time-66 

consuming way than specific and manual approaches, as in Luc et al. (2021). By comparison, the 67 

rationale behind the approach of analysis outlined herein is to consider the data as labeled textual 68 

data. 69 

The paper is organized as follows. In the first section, after sketching an outline of the Free JAR 70 

protocol, the different steps followed for the preprocessing of the textual data are explained. Then, 71 

we first focus on the analysis of the Free JAR data at the comment level. In particular, we aim to 72 

assign a valency score to each comment, reflecting its positive or negative nature. For this purpose, a 73 

procedure of analysis is developed. This consists in investigating the link between the hedonic 74 

categories and the Free JAR comments thanks to a Random Forest classifier. The implementation of 75 
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this classifier allows us to link the presence or absence of words to the corresponding hedonic 76 

category, in order to extract quantitative scores. Thereafter, an analysis at the level of the words that 77 

form the various comments is carried out in order to highlight the drivers of liking and disliking that 78 

were used to describe a given product. This latter analysis is based on a concept called 79 

interpretability (Miller, 2018). In a machine learning context, the interpretability reflects the extent 80 

to which a human being can understand the predictions of an algorithm. The higher the 81 

interpretability of a machine learning model, the easier it is to understand the rationale behind the 82 

prediction process. In fact, this understanding can help to learn more about the data (Heider, 1958; 83 

Lombrozo, 2006; Williams et al., 2013).  84 

Figure 1 summarizes the different steps for the analysis of Free JAR data adopted in this paper. 85 

The general approach is illustrated based on a case study pertaining to cheese products. A discussion 86 

and concluding remarks are finally reported in light of the findings from the case study. 87 

 88 

 89 

 90 

 91 

 92 

 93 

 94 

 95 

 96 

 97 

 98 

 99 

 100 

 101 

 102 

 103 

 104 

 105 

 106 

 107 

 108 

 109 

 110 

  111 

Figure 1: Overview of the different steps that will be followed in this paper for the analysis of Free JAR data. 
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2. Material and methods 112 

 113 

2.1.  Free JAR protocol 114 

 115 

The Free JAR procedure consists of two steps (Luc et al., 2020). Firstly, the respondents are 116 

invited to sort the products into three hedonic categories, namely "I don't like", "I like moderately" 117 

and "I like very much". Then, they are instructed to describe the products using their own attributes, 118 

but they are prompted to use terms such as "not enough", "JAR" or "too much". 119 

Free JAR data can be considered as labeled data in the sense that each Free JAR comment is 120 

associated with a hedonic information, namely the hedonic category in which the respondent has 121 

placed the product under consideration prior to the description step. 122 

Let � be the number of respondents and � the number of products. The data resulting from a 123 

Free JAR procedure can be stored as a table with 4 columns and � ∗ � rows, as illustrated in Table 1. 124 

In this table, the hedonic categorizations are recoded as "1: I like very much", "2: I like moderately" 125 

and "3: I don't like". 126 
 127 
Table 1: Raw data resulting from a Free JAR procedure. 128 

 129 

2.2. Data preprocessing 130 

 131 

The raw Free JAR data can also be seen as sets of words associated with a hedonic category, 132 

structured as a table with � ∗ � rows that correspond to the various comments, and as many 133 

columns as there are words used by all the respondents. This data structure, commonly known as 134 

document-term matrix (Borko, 1965), is exemplified in Table 2. 135 

 136 

Respondent Product Hedonic category Comment 

1 A 1 This product is very sweet 

1 B 3 This cheese is too creamy and too strong 

1 C 3 This cheese is very characterful with its strong taste 

2 A 2 This product doesn’t have enough taste 

2 B 1 This product is too creamy but just sweet enough 

2 C 1 I like this sweet cheese 

Comment 
Hedonic 

category 
creamy strong sweet too … just 
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 137 

 138 

To get the most out 139 

of the Free JAR data, a 140 

data preprocessing is recommended. The cleaning task is an important step when analyzing textual 141 

data (Lebart et al., 1998; Piqueras-Fiszman, 2015).  142 

In particular, the lemmatization of the words is one of the most common text preprocessing 143 

techniques. This means that the various and different occurrences of a given word (singular/plural, 144 

different conjugations of a verb, etc.) are reduced to their root origin, called a lemma, so that they 145 

can be analyzed as a single item. This entails using a dictionary or a lexicon, as the one from 146 

IRaMuTeQ© software (Ratinaud, 2014) that we used herein. The preprocessing of the data was also 147 

achieved by removing the comment primers, such as "I like this product very much because…" or "I 148 

don't like this product because…". Indeed, these primers were given to the respondents as examples 149 

in order to help them better describe the products but are not relevant for the analysis. The so-called 150 

stopwords such as "this", "you", "is" were filtered out from the comments because they were 151 

considered as meaningless or irrelevant to the study (Bécue-Bertaut et al., 2008).  152 

Then, each of the synonyms of the terms "too much", "not enough" and "just about right" were 153 

grouped under the same term. This synonymous grouping has been achieved using a dictionary of 154 

synonyms, which allows a word to be automatically targeted in the text and replaced with its 155 

synonym. In practice, this dictionary is derived from the valence dictionary used in Luc et al. (2020). 156 

Moreover, with Part-Of-Speech tagging using the IRaMuTeQ© software, the detection of all the 157 

synonyms that were not already taken into account in the dictionary is easier. 158 

Finally, we advocate attaching the terms "too much", "JAR" and "not enough" to the attributes 159 

they refer to, in order to achieve a straightforward assessment of the assets and weaknesses of the 160 

products. This means that, in each comment, the attribute and its associated quantifier form a single 161 

word (e.g., "too_much_creamy ", "just_sweet_enough"). 162 

 163 

2.3. Analysis at the comment level: valency scores 164 

 165 

The analysis of the data at a comment level (block 3 in Figure 1) consists of assessing the positive 166 

or negative aspect of each comment by means of a valency score. The use of particular terms in the 167 

Free JAR comments and, in particular, the terms "too much", "not enough" and "just about right", 168 

highlights the products' assets and weaknesses. Thus, the respondents convey a valence, be it 169 

positive or negative, depending on which words are used. A strategy of assigning scores to comments 170 

was discussed in Luc et al. (2020). However, since this strategy was based on a lexical, dictionary-171 

This product is very sweet 1 0 0 1 0 
 

0 

This cheese is too creamy and 

too strong 
3 1 1 0 2 

 
0 

This cheese is very characterful 

with its strong taste 
3 0 1 0 0 

 
0 

This product doesn’t have 

enough taste 
2 0 0 0 0 

 
0 

This product is too creamy but 

just sweet enough 
1 1 0 1 1 

 
1 

I like this sweet cheese 1 0 0 1 0 
 

0 

Table 2: Data resulting from a Free JAR procedure, structured as sets of words. 
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based, approach, it was very time-consuming. To cope with this impediment, we propose to compute 172 

valency scores from the outputs of a classifier applied to the comments. This strategy of analysis 173 

draws from procedures akin to natural language processing (NLP; Manning & Schütze, 1999; Liddy, 174 

2001). NLP is a subfield of linguistics, computer sciences and artificial intelligence that makes it 175 

possible to analyze large amounts of human language data. 176 

Central to our approach is the investigation of the relationships between the free comments and 177 

their associated hedonic category. More precisely, we advocate using a supervised classification 178 

approach whose aim is to find rules for assigning objects to predefined categories (Carrizosa & 179 

Romero Morales, 2013). This strategy is based on setting up a classifier which, for Free JAR data, is 180 

trained to assign each comment to one of the three hedonic categories. Examples of classifiers are 181 

Random Forest (RF) (Breiman, 1984, 2001) or Support Vector Machine (SVM) (Cortes & Vapnik, 182 

1995). In this paper, the RF classifier is applied since it is commonly used in the literature to analyze 183 

textual data (Amato et al., 2021; De Clercq et al., 2019). 184 

RF is an ensemble learning method made of a large number, say 500, of decision trees. These 185 

trees are created according to a particularly efficient strategy aimed at increasing the diversity 186 

between them, firstly by fitting each tree on a bootstrap replicate (Efron & Tibshirani, 1993) of the 187 

full set of samples and secondly, by selecting a small random subset of words from the total words 188 

and using only this subset to search for the best split. For the classification task considered in our 189 

case study, the output of RF is the membership probabilities of a comment to each of the three 190 

hedonic categories, or alternatively the category selected by the majority of the trees in the forest 191 

for the considered comment. The use of RF classifier involves several parameters that need to be 192 

tuned in order to achieve the best fit. Such parameters are the number of trees, the number of 193 

words randomly selected at each split of each tree (so-called mtry parameter) and the number of 194 

observations in the terminal nodes. The choice of these parameters can be achieved by assessing the 195 

classifier performance on the basis of the out-of-bag observations, which are the observations set 196 

aside when the bootstrap sample associated to each tree is selected (for more details see for 197 

instance Breiman (2001), Granitto et al. (2007), Vigneau et al. (2018)). 198 

 199 

Thus, by applying the RF classifier to a given Free JAR comment, we obtain membership 200 

probabilities to each of the three hedonic categories. We define the valency score of a given 201 

comment as the difference between the membership probability that the comment belongs to the 202 

category "I like very much" and the membership probability that the comment belongs to the 203 

category "I don't like". Therefore, this score ranges between -1 and 1 and the higher it is, the more 204 

positive is the comment. 205 

In order to check the relevance of this procedure, we consider two indices: (i) The accuracy 206 

index, which is defined as the ratio of the number of correct comment classifications to the total 207 

number of comments. This index is a measure of the performance of the classifier applied to the Free 208 

JAR data, and can be also expressed for each category separately; (ii) The correlation ratio (η) 209 

(Pearson, 1911) which measures the intensity of the link between the valency scores and the hedonic 210 

categories. A correlation ratio close to 1 means that the valency scores within each hedonic category 211 

are very similar whereas the valency scores from different categories are different. Formally, it is 212 

equal to the square root of the ratio of the between categories sum of squares to the total sum of 213 

squares of the valency scores. 214 

The valency scores can serve different purposes. For example, an internal preference mapping 215 

(Carroll, 1972; Danzart, 2009; Greenhoff & MacFie, 1994) based on these scores could be carried out. 216 

This consists in performing an unstandardized Principal Component Analysis (PCA) on the table 217 

whose rows are the products and whose columns are the respondents. Each entry of this table is the 218 

valency score associated with the description of a given respondent and product.  219 
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 220 

2.4. Analysis at the word level: interpretability and the LIME algorithm 221 

 222 

Once the positive or negative nature of each comment is assessed by means of a valency score, 223 

we seek to unveil the reasons why a given comment is positive or negative. This is achieved by 224 

highlighting those words in the comment that entail a positive valence and those words that entail a 225 

negative valence. To address this goal, we use the concept of interpretability to pinpoint the words 226 

that have a significant impact on the classification process (block 4 in Figure 1). 227 

In particular, the LIME algorithm (for Local Interpretable Model-agnostic Explanations) is used. It 228 

is defined as "an algorithm that can explain the predictions of any classifier or regressor in a faithful 229 

way, by approximating it locally with an interpretable model" (Ribeiro et al., 2016). Thus, although 230 

the interpretation of the original model such as RF may not be intuitive, LIME sets up a model that is 231 

locally consistent with the classifier, and easier to interpret. 232 

 233 

The LIME algorithm involves five steps (Molnar, 2019). In our context, these steps can be 234 

described as follows: 235 

1. Select the comment of interest, for which an explanation regarding the prediction of the 236 

classifier is sought. 237 

2. Disrupt the comment. This means that new comments are created by switching some words 238 

from present to absent or vice versa (see Table 3 for an illustration). The classification 239 

predictions for these new disrupted comments are computed using the RF classifier, trained 240 

on the comments and their associated hedonic categories from all the respondents.  241 

3. Compute a proximity score for each disrupted comment as the percentage of common words 242 

between this disrupted comment and the original comment. 243 

4. Train an easy-to-interpret model (e.g., linear model) on these new data, i.e. the disrupted 244 

comments associated with their hedonic category predicted in step 2, weighted by the 245 

proximity scores. This model seeks to predict the membership probability of each disrupted 246 

comment to the category "I like very much" from the binary data that reflect the absence or 247 

the presence (0/1) of the different words that compose the original comment (see Table 3). 248 

5. The local model yields regression coefficients associated with the various words. 249 

 250 

In practice, several hyperparameters should be adjusted before running the LIME algorithm. For 251 

example, the "label" argument allows us choosing the category for which an explanation is sought. 252 

Obviously, in our case, we chose the "I like very much" category in order to highlight the drivers of 253 

liking and disliking. LIME algorithm also offers a range of easy-to-interpret models to be selected 254 

from the scikit-learn Python library (https://scikit-learn.org/stable/modules/linear_model.html). The 255 

selected linear model should be indicated through the "model" argument, and will be used in step 4 256 

of the LIME procedure. In the present paper, we selected Ridge regression (Hoerl & Kennard, 1970a, 257 

1970b) as it is one of the simplest models among those handled by the LIME function. 258 

 259 

As an illustration, we give in Table 3 the predicted class regarding a specific comment together 260 

with the predicted classes of disrupted comments. 261 

 262 

 263 

 264 

too_creamy just_sweet_enough too_soft 
 

Predicted 
class 

Probability  
"I like very much" 

Proximity 
score 
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A265 

s 266 

state267 

d 268 

abov269 

e, 270 

LIME 271 

algo272 

rithm yields coefficients associated with the various words that reflect their contribution to the 273 

assignment of each comment to the hedonic category "I like very much". In the following, these 274 

coefficients will be referred to as the "word weights". 275 

It is noteworthy that a given word can be used by different respondents to describe different 276 

products. This entails that this word will have as many weights as the number of times it has been 277 

used in the various comments.  278 

For each product, the weights associated with each word that has been used to describe it are 279 

averaged over all the respondents. The number of times the word has been used to describe the 280 

product under study is also recorded. These two quantities will be depicted in a graphical display 281 

with the x-axis representing the mean weight of the various words and the y-axis, their numbers of 282 

occurrences. In practice, it seems reasonable to focus only on the most frequently cited words. We 283 

chose to represent here only the words cited by more than 5% of the respondents. Thus, the liking 284 

and disliking drivers can be highlighted by focusing on the words situated in the upper right side of 285 

the graph for the liking drivers, and in the upper left side of the graph for the disliking drivers. 286 

 287 

2.5. Case study 288 

 289 

The data collection took place in downtown Bordeaux, France. Eight French pressed cheeses 290 
were assessed, including one cheese (Cantal) which was replicated (Table 4). These cheeses are 291 
among the most commonly available and commonly consumed pressed cheeses in France. All the 292 
cheeses are made in France, under a protected designation of origin (PDO) label (except the 293 
Emmental) and were purchased at the same supermarket. 294 
 295 
 296 
 297 
 298 
 299 
 300 
 301 
 302 
 303 
 304 
 305 

1 1 1 3 0.22 1 

1 1 1 3 0.22 1 

1 1 0 2 0.45 0.67 

1 0 1 3 0.13 0.67 

0 1 0 1 0.87 0.33 

Table 3: Example of disruptions for the comment "too_creamy, just_sweet_enough, too_soft": "1" means that the word is 

present and "0" means that the word is absent. The right part of the table gives the predicted classes and the membership 

probabilities to the category "I like very much" resulting from RF classifier. The last column gives the proximity scores 

assigned to each disrupted comment that reflect the extent to which each disrupted comment is close to the original 

comment. 

Cheese Abbreviation Type 

Beaufort B Cooked pressed cheese 

Cantal C Uncooked pressed cheese 

Cantal (Replic.) CR Uncooked pressed cheese 
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 306 
  307 

 308 

 309 

 310 

 311 

 312 

 313 

 314 

 315 

 316 

 317 

 318 

 319 

A panel of 77 respondents took part in the experiment. They were recruited in the street by a 320 

team of investigators and claimed to be regular consumers of pressed cheeses. Among these 321 

respondents, 39% were male and 61% were female. They were aged between 18 and 73 years.  322 

Clearly the recruitment was a convenience sample since the experiment was set up with the aim 323 

of demonstrating the interest of Free JAR procedure. Therefore, the focus is put on the statistical 324 

analysis.  325 

The data collection took place in a test room. Upon arrival in the room, each respondent was 326 

seated in an individual booth and a cheese tray was brought to them. The eight products were 327 

presented in the form of two cubes of dimensions 1 x 1 x 1.5 cm. They were arranged on the tray 328 

according to a balanced experimental design in order to avoid carry-over effect. The instruction given 329 

to the respondents was to use the first cheese cube of each product for the sorting task, and the 330 

second one for the description task. Each respondent has neutral crackers and Evian water in order 331 

to neutralize their palate after tasting each cheese sample. Data were collected in handwritten form 332 

on paper sheets.  333 

 334 

The statistical analyses were performed within the R software, version 4.0.3 (R Core Team, 2020) 335 
and the Python software version 3.7.4 (Van Rossum & Drake Jr, 1995). In particular, the FactoMineR 336 
R package (Lê et al., 2008) version 2.4, the randomForest R package (Liaw & Wiener, 2002) version 337 
4.6, the e1071 R package (Meyer et al., 1999) version 1.7 and the lime Python package (Ribeiro et al., 338 
2016) version 0.2.0.1 were used.  339 
 340 

3. Results 341 

 342 

The data collection yielded 616 Free JAR comments; each of them being associated with a 343 

hedonic category. After preprocessing the data following the procedure described in section 2.2., a 344 

document-term matrix was created, composed of 616 rows that correspond to the Free JAR 345 

comments and 400 columns that correspond to the attached words (e.g., "too_much_creamy", 346 

"just_sweet_enough") used by the respondents to describe the products. 347 

 348 

3.1. Analysis at the comment level 349 

 350 

The valency scores are calculated for each comment following the procedure described in section 351 

2.3. In practice, the tuning of the RF model led to a number of trees of 500, a number of words tested 352 

Comté CE Cooked pressed cheese 

Emmental E Cooked pressed cheese 

Morbier M Uncooked pressed cheese 

Reblochon R Uncooked pressed cheese 

Saint-Nectaire S Uncooked pressed cheese 

Table 1: The eight French cheeses used in the case study and their abbreviation. The type of 

pressed cheese is also indicated. 



10 
 

at each split (mtry parameter) of 150 and a number of observations in the terminal nodes of 1. The 353 

default value (20) of the mtry parameter did not provide the best performance. 354 

 355 

 356 

 357 

 358 

 359 

 360 

 361 

 362 

 363 

 364 

 365 

 366 

 367 

 368 

 369 

 370 

 371 

 372 

 373 

 374 

 375 

 376 

 377 

 378 

Boxplots that represent the distribution of the valency scores according to the hedonic 379 

categories are plotted in Figure 2. Although these boxplots show an overlap of the valency scores for 380 

the three hedonic categories, it is clear that the valency scores for the comments in the category "I 381 

like very much" tend to be larger than those of the "I like moderately" category. Similarly, the valency 382 

scores of the comments from this latter category tend to be larger than those of the "I don't like" 383 

category. A one-way ANOVA indicated that there is a significant effect of the hedonic categories on 384 

the valency scores. The correlation ratio (i.e., square root of the between to total sum of squares 385 

ratio) is equal to 0.92. Furthermore, the classification accuracy (i.e., percentage of correct 386 

classification) is equal to 0.93, globally. For each hedonic category, namely "I like very much", "I like 387 

moderately and "I don't like", the classification accuracy is equal to 0.98, 0.90 and 0.89, respectively. 388 

 389 

As stated above, the valency scores can be used to set up a preference mapping of the products. 390 

For this effect, we considered the data table whose rows are the products and whose columns are 391 

the various respondents. The entries of this data table are the valency scores associated with the 392 

comments provided by each respondent to describe each product. The resulting table was submitted 393 

to a non-standardized Principal Components Analysis. Figure 3 shows the simultaneous 394 

representations of the products and the respondents.  395 

 396 

 397 

 398 

 399 

 400 

Figure 2: Boxplots representing the valency scores, obtained by means of RF classifier, according 

to the hedonic categories 
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 401 

 402 

 403 

 404 

 405 

 406 

 407 

 408 

 409 

 410 

 411 

 412 

 413 

 414 

 415 

 416 

 417 

 418 

 419 

 420 

 421 

 422 

 423 

 424 

A segmentation of the respondents by means of the Clustering of variables around Latent 425 

Components, CLV, method (Vigneau et al., 2015; Vigneau & Qannari, 2003) was also performed, and 426 

the different clusters of respondents are highlighted in the biplot (Figure 3). 427 

Regarding the product configuration, we can notice that, on the one hand, both the Cantal (C and 428 

CR) are close to each other and close to the Beaufort (B) and the Morbier (M). On the other hand, the 429 

Emmental (E) and the Comté (CE) seem to be close, as well as the Saint-Nectaire (S) and the 430 

Reblochon (R).  431 

The segmentation of the respondents reveals three clusters composed of 15, 30 and 32 432 

respondents, respectively. The respondents that belong to each of them seem to have described a 433 

particular set of products in a similar way. The respondents in the first cluster have their arrows 434 

directed towards the Emmental (E) and the Comté (CE) cheeses. This reflects the fact that they like 435 

these cheeses and, by opposition, dislike the Reblochon (R). The respondents in the second cluster 436 

tend to appreciate more the Saint-Nectaire (S), the Reblochon (R) and the Beaufort (B) cheeses. The 437 

respondents in the third cluster appreciate more the Cantal (C and CR) and the Morbier (M) cheeses. 438 

 439 

3.2. Analysis at the word level 440 

 441 

The LIME algorithm is applied to each Free JAR comment in order to assign a weight to each of 442 

the words present in the Free JAR comment. For each cluster of respondents highlighted in section 443 

3.1. and for each product, the mean weight of each word and its number of occurrences were 444 

computed. As mentioned above, these quantities are depicted by means of a graphical display 445 

showing the mean weights of the words versus their number of occurrences. We have chosen to 446 

represent only the words cited by more than 5% of the panel size, which corresponds to the words 447 

whose number of occurrences is larger than 4. For the sake of saving space, we show herein the 448 

Figure 3: Biplot resulting from a PCA on the valency scores from the Free JAR comments. 

Clusters of respondents highlighted by means of a CLV procedure are indicated. 
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results for products C, CR and S, namely the Cantal cheese, its replicate and the Saint-Nectaire 449 

cheese. Drivers of liking and disliking for each of these three products resulting from this analysis are 450 

displayed in Figure 4, according to the clusters of respondents. 451 

 452 

 453 

 454 

 455 
 456 

 457 

 458 

 459 

 460 

 461 

 462 

 463 

 464 

 465 

 466 

 467 

 468 

 469 

 470 

 471 

 472 

 473 

 474 

 475 

 476 

 477 

 478 

 479 

 480 

 481 

 482 
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 483 

 484 

 485 

 486 

 487 

 488 

 489 

 490 

 491 

 492 

 493 

 494 

 495 

 496 

 497 

 498 

It is noteworthy that the sparseness among respondents' assessments entails that different 499 

findings can be drawn depending on which cluster is considered. In particular, the analysis of the 500 

comments relative to the Cantal (C and CR) cheeses shows that respondents in cluster 2 are the only 501 

ones that highlight disliking drivers for these products. In particular, the Cantal is perceived as too 502 

salty for them. Overall, comparing the results for product C and CR in Figure 4 reveals that the 503 

respondents appear consistent in their assessments, despite their small number. These findings are 504 

also consistent with the biplot shown in Figure 3 as the Cantal (C and CR) cheeses are close to each 505 

other and opposed to other products that are preferred by respondents in cluster 2. 506 

Similarly, the analysis of the comments related to the Saint-Nectaire (S) cheese mainly reveals 507 

liking drivers from respondents in cluster 1 and 2. It also reveals a clear disliking driver from 508 

respondents in cluster 3. Considering the mean weights of the drivers and their number of 509 

occurrences, we can state that the Saint-Nectaire (S) cheese appears to be just right in terms of 510 

texture for the respondents in the three clusters, but tends to be perceived as not tasty enough for 511 

the respondents in cluster 3. This finding is consistent with the biplot shown in Figure 3 as the Saint-512 

Nectaire (S) is opposed to products preferred by respondents in cluster 3.  513 

 514 

4. Discussion and concluding remarks 515 

 516 

The findings from the approach developed in this paper are in line with the inherent properties 517 

of the products and with the findings from a previous study on the same set of products (Luc et al., 518 

2021). By comparison to this latter study, the approach adopted herein is much less time consuming 519 

since it relies on easier treatments of the textual data. The machine learning approach applied to 520 

Free JAR data allows us to take advantage of the link between the hedonic categorization and the 521 

textual description of the products, in order to interpret the comment of interest. By implementing 522 

Figure 4: Drivers of liking (weight > 0) and disliking (weight < 0) highlighted for the Cantal (C and CR) and the Saint-Nectaire 

(S) cheeses, through an interpretability procedure based on the LIME algorithm. Only words cited more than 4 times (more 

than 5% of the panel size) are shown. 
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an RF classifier, a valency score was obtained for each comment, reflecting its positive or negative 523 

overtone. These quantitative scores allow us to broaden the scope of the analyses to be performed 524 

on the textual data. An example of such analyses is the internal preference mapping, as illustrated in 525 

the present paper. It is also noteworthy that this approach can be performed on data from any 526 

language, since the classifier is only based on the link between word presence or absence and 527 

hedonic categories. This is another clear advantage of using a machine learning approach over a 528 

lexical approach as developed in Luc et al. (2020). 529 

Of paramount interest is the concept of interpretability and the LIME algorithm. By applying this 530 

algorithm to Free JAR data and taking into account the heterogeneity of the panel of respondents, 531 

we were able to highlight drivers of liking and disliking for the various products. It took us around 6 532 

minutes to run this algorithm and extract all the word weights on our whole dataset composed of 533 

616 comments. The results regarding the eight products are available as supplementary material, 534 

and their analysis allowed us to state that, for instance, both the Cantal (C and CR) cheeses are 535 

perceived as too salty for some respondents, while the Beaufort (B) and the Morbier (M) cheeses are 536 

perceived as too strong for others. The Reblochon (R), the Saint-Nectaire (S), and the Emmental (E) 537 

cheeses are perceived as not tasty enough for some respondents, while the Comté (CE) cheese is 538 

perceived as both too bland for some respondents, and just right in terms of taste for others. Thus, 539 

LIME appears to be a reliable way to obtain drivers of liking and disliking from labeled textual data. 540 

It is clear that the number of occurrences of each word is an important parameter. However, 541 

since the respondents use their own words spontaneously, the number of unique words or words 542 

with relatively small frequency is likely to be large. In the present case study, we chose not to 543 

perform heavy data pre-processing such as grouping attributes according to their meanings, and we 544 

made the choice to represent only the words that have been used more than four times. 545 

The choice of RF as a classifier was grounded on the fact that it is very popular in text mining. 546 

However, by way of comparing results, we also applied an SVM classifier. It turned out that RF 547 

outperformed SVM as reflected by the performance indices, namely correlation ratio (0.92 vs 0.68) 548 

and accuracy (0.93 vs 0.56).  549 

It is noteworthy that the classifier performance depends on the textual preprocessing step. In 550 

fact, less involving preprocessing was also tested by simply removing the primers and stopwords. It 551 

turned out that the performance in terms of correlation ratio and accuracy was less satisfactory. This 552 

demonstrates the importance of the combination of data preprocessing and machine learning 553 

algorithms to improve the performance of the overall approach. This is particularly the case in the 554 

field of sensory analysis where the amount of data collected is not generally large enough to perform 555 

robust analyses based on machine learning techniques.  556 

 557 

As a general conclusion, this study shows the range of possibilities offered by combining hedonic 558 

categorization and textual description in a free comment procedure, such as in the Free JAR 559 

procedure. Whereas some steps of the procedure developed in this paper are clearly specific to the 560 

analysis of Free JAR data (e.g., the synonymous grouping of JAR terms and the highlighting of drivers 561 

of liking and disliking), we believe that the proposed procedure could be applied to any labeled 562 

textual data.  563 

Further studies should be undertaken to confirm the value of this strategy of analysis on labeled 564 

data pertaining to other products, and to better understand its limitations and find ways to cope with 565 

them. Automating the various tasks, especially during the preprocessing phase, is of paramount 566 

interest both to save time and cost and to improve the model performance. Currently, major 567 

advances are being made in machine learning and text mining, and this will certainly enable us to 568 

further improve the general strategy of analysis proposed herein. 569 
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