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This article demonstrates the Gaussian process regression model’s applicability combined
with a nonlinear autoregressive exogenous (NARX) framework using experimental data
measured with PZTs’ patches bonded in a composite aeronautical structure for concerning
a novel structural health monitoring (SHM) strategy. A stiffened carbon-epoxy plate regard-
ing a healthy condition and simulated damage on the center of the bottom part of the stif-
fener is utilized. Comparing the performance in terms of simulation errors is made to
observe if the identified models can represent and predict the waveform with confidence
bounds considering the confounding effect produced by noise or possible temperature var-
iations assuming a dataset preprocessed using principal component analysis. The results of
the GP-NARX identified model have attested correct classification with a reduced number of
false alarms, even with model uncertainties propagation regarding healthy and damaged
conditions. [DOI: 10.1115/1.4052956]
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1 Introduction

The Gaussian process (GP) regression models, also denominated
as kriging metamodels, combined with nonlinear autoregressive
with eXogenous inputs (NARX) framework, are consolidated in
the machine learning community, and numerous applications in
nonlinear structural dynamics identification have been demon-
strated [1-4]. Some advantages have explained this broad applica-
tion in comparison with other nonlinear framework models. One
of them is that the GP-NARX model is approximately nonparamet-
ric; i.e., there are fewer issues in choosing the order and structure of
the nonlinear model to be used. When compared to the classical
NARX models, GP-NARX does not necessitate the previous infor-
mation or estimation about the nonlinear correlation between the
regressors. However, the most significant benefit is related to the
Bayesian framework of the GP-NARX formulation, where the con-
fidence intervals are estimated naturally once an inference proce-
dure identifies a covariance matrix of the estimation. Conversely,
structural health monitoring (SHM) methods have found many
issues to succeed when the structures operate in the nonlinear
regime of motion and data uncertainties are manifested [5].
Among them, the confounding effects produced by the nonlinear
phenomena and variability are practical deficiencies that can grow
the number of false alarms [6].

Various procedures have been applied to make SHM robust in
these situations, e. g., stochastic Volterra models [7], probabilistic
tools [8], probabilistic model selection approaches [9], Bayesian
approach based on a Markov-Chain Monte Carlo (MCMC)
method [10], reliability assessment of measurement accuracy for
FBG sensors [11], neural networks into deep learning procedures
[12], and so on. Nonetheless, no robust application of the
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GP-NARX models for SHM purposes is known by the authors.
The advantage of this approach provides information about the
model uncertainties in the output estimation. This feature of
GP-NARX models provides exploring the statistical confidence
bands estimated by the metamodel in a robust SHM scheme with
some benefits contrasting with the other current methods. One of
them is that in an SHM’s hierarchy, e. g., quantification and prog-
nosis, it is also imperative to hold a mathematical model based on
past data to interrogate the existence and evolution of damage.
These models demand to combine knowledge about the damage
behavior in its dynamics to obtain information about the monitored
structure. Unfortunately, numerical models, for example, using
finite element models, require much time and have a high cost for
a real-time SHM system [13]. Another restriction is that the
damage evolution, mainly in composite structures, usually is trou-
blesome to be modeled in a real-world application due to a range
of effects that can appear coincidentally with particular confound-
ing aspects, like noise, uncertainties, and temperature fluctuations,
including nonstationarity, nonlinear wave interactions, etc. The
application of GP-NARX models aims to overcome these several
shortcomings. Creating an interval of confidence through the
GP-NARX model is plausible to accommodate these changes occa-
sioned by noise or temperature fluctuations.

The use of autoregressive family models of Lamb waves was
already broadly used in the literature for SHM in composites struc-
tures [13—15]. However, the benefits of GP-NARX to earn a better
prediction model of composite structures and, mainly, to process the
uncertainties regularly are not commonly practiced for SHM. For
the authors’ knowledge, this is the first article to assume this
more complicated situation. Thus, a challenging application to
demonstrate these issues is discussed in the present article concern-
ing an aeronautical stiffened carbon-epoxy plate with a network of
bonded PZTs acting as actuators and sensors to propagate Lamb
waves [16]. The effect of reflections and wave interactions caused
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by the stiffener and damage is an actual challenge to be captured by
a robust model. A set of GP-NARX models is obtained to identity
the model-predicted output (MPO) with infinite step-ahead assum-
ing temperature effects and different outlines of healthy and
damaged states, where there is a real debonding in the center of
the plate. In all cases, the uncertainties are propagated by MC simu-
lations in the GP-NARX estimated models’ feedback to make the
results realistic and consider the uncertainties related to the esti-
mated model [3]. Two damage indices are tested, one utilizing the
prediction errors and another one counting the outliers outside of
the uncertainty boundaries provided by the GP-NARX metamodel
with MC simulations in healthy conditions, assuming several varia-
tions of temperature to observe the robustness of the procedure.
Principal component analysis (PCA) is already broadly used to
extract features for damage detection with insensitivity to tempera-
ture effects [17,18]. Here, the central idea is to perform a previous
condensation of the wave signals assuming a known gradient of
temperatures using PCA to train the healthy GP-NARX models
and accommodate this change in the variance the metamodel.

This article is organized as follows. A survival and overview of
GP-NARX models are primarily presented to explain and adapt
its characteristics to SHM. Next, an experimental setup case involv-
ing a stiffened carbon-epoxy coupon and the robust identification is
handled to capture the dynamics using the measured data. A damage
assessment procedure using the prediction errors is examined,
assuming the fluctuations caused by temperature effects. Based on
this first result, an enhanced version of the Kriging metamodel is
obtained by applying a principal component analysis by analyzing
a different set of temperatures in the procedure’s training step. With
this novelty proposal, another damage index is implemented con-
cerning the model predictions’ outliers. Finally, the conclusions
are addressed, and future directions are recommended.

2 An Overview of Model-Predicted Output by
GP-NARX

In this formulation, it is assumed that the output signal y; € R
measured by a PZT patch can be described by a nonlinear regression
[19]:

yi=f@) +e,

where f(-) is an unknown nonlinear function, x; € RP is the model’s
input, and & is a zero mean Gaussian noise defined by

i=1,2,..., N instants (€))]

&l ~ N[0, 02) @

where af is the variance of the process. Considering the NARX
structure to represent the output signal y;, the model’s input x; is

formed by the regressors of the excitation and output signals

ui—n“+l] (3)

where u; € R is an excitation signal, n,, and n,, are the number of
regressors in the output and excitation signals, respectively. Thus,
a training dataset D is assumed for different time-instants

Xi= [yi—l Yi-n, Ui

D= (xiy)i, =X V) “

RY*P is the regression matrix, and ) € R" is the output

where X €

vector.
Considering the GP-NARX model structure, the nonlinear

function f(-) is assumed as a zero mean multivariate Gaussian

prior [20]:
f=AX) ~ Mf£I0, K) (5)

where K € RV is the covariance matrix with K;; = k(x;, x;), and

k(-,-) is the kernel function, also named by covariance function.
The zero mean is assumed for simplicity, considering the flexibility

of the GP-NARX model [19].

In this sense, the output is calculated considering a Bayesian
inference over functions, using the multivariate Gaussian prior,
the training data set, and the covariance function, represented by
the kernel function. The kernel function can assume different
forms depending on the problem at hand, and it may significantly
influence the system’s dynamical behavior. In this study, an expo-
nential and isotropic kernel is used:

1 D
k(x;, x)) = exp|:—2W2 D bria - x,ﬂ} ©)
d=1

where w? is the hyperparameter that drives the model’s covariance
function. This choice is due to the smooth trend observed in the
output signals. Considering a Gaussian likelihood

KV =N(VIf. 5} )

where Z € R¥ is the identity matrix, and the Bayesian inference
is used in the calculation of the unknown output as a consequence of
a new input x,

AV, X, x) = N(filu,., 02) ®)
-1
u, =koy (/c + agz) Y ©)

-1
0 =k — ke (K +2T) kv, (10)
where k= [k(x+, x1), ..., k(x«, Xn], kns =ka, ks = k(x4, x4). A
predictive distribution of y, is similar to f;, but with the addition

T
of the variance of. The hyperparameters @ = [(7%, wz] are deter-
mined through an optimization procedure considering the likeli-

hood of the log-marginal and a set of training data:
1
log {V| X, ©) = —Elog‘lc + agz‘

-1
- %yT(/c +0’T) V- glog(Zﬂ) (11)
An extensive sensitivity is observed depending on the training
data, the kernel function assumed, and the regression order. In addi-
tion, considering infinity step-ahead prediction, the next step predic-
tion is a function of the measured excitation signal and the output
previously estimated by the model. However, the output of the
model in each time instant has a Gaussian distribution defined by
a mean u(y;) and a variance of 62(y,-). So, Monte Carlo simulations
are used to back-propagate the model output uncertainties into the
model, considering all the uncertainties in the response estimation
process [3]. Finally, the GP-NARX estimated can be used concom-
itantly with MC simulations to predict the structure’s expected
output.

3 Experimental Setup Case: A Stiffened Carbon-Epoxy
Plate

Figure 1 shows a monolithic carbon-epoxy composite stiffened
plate with 400 mm x 300 mm of width and height, respectively,
with a stiffener and a multilayered structure consisting of 4-plies
oriented along [0 deg/45 deg/ —45 deg/0 deg]. A network of six
PZTs elements has been bonded to the stiffened plate’s surface at
specific positions, as shown in Fig. 1. In this arrangement, each
PZT is used sequentially as an actuator, excited with a five cycles
burst signal with a central frequency of 200 kHz and amplitude
of 10 V. This choice of the signal is made based on the previous
study to find the best parameter to excite the plate adequately to
observe all dynamics effects and the possible interaction between
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Fig. 1 Experimental setup with the 6 PZTs adapted from
Mechbal and Rébillat [16]: (a) view of the stiffened carbon-epoxy
plate and (b) damage position and example of a wave path

the stiffeners and the existence of damage [16]. Generally speaking, a
narrow band frequency excitation is preferred to avoid dispersion-
related undesirable effects. However, we also have to deal with
the finite nature of the specimen under study leading to boundary
reflections. To limit the impact of those reflections, the input signal
should be band limited. Consequently, five cycles of tone bursts
windowed by a cosine or Hanning window appear as the kind of
signals that best suits both aspects and the choice that has been
made here. In contrast, the other PZTs are used as sensors, record-
ing simultaneously the PZTs outputs for 1000 data points sampled
at 1 MHz. A combination of 36 paths can be utilized to calculate
damage-sensitive index features with several operating conditions.
All experiments were conducted inside of a temperature chamber
to control the environmental variability, analyzing six different
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Fit (%)
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temperatures of 0°C, 15°C, 30°C, 45°C, 60°C, and 75°C in
both healthy and damaged situations. In each state, ten repetitions
were realized to insert some variability in the experimental realiza-
tions. Each time histories are normalized to have zero mean and
standard deviation of one. Delamination is simulated in the stiffen-
er’s foot by adding a small Teflon insert before the curing process.
This prevents bonding the stiffener and the plate at the insert posi-
tion, as discussed in Ref. [16].

3.1 Identification of Guided Wave Propagation Using
GP-NARX Models. The first step is to determine the number of
regressors n, and n, necessary for each path. A simple metric can
be established to help decide this based on the computation of the
following expression of fit (%):

_ ’y(nyv ) _yexp|) (12)

Fit(n,, n,) = 100{ 1
(o) =100(1 D2 2
where y is the mean of model-predicted output by GP-NARX in
function of order-lag n, and n,, y.., is the experimental output,
and y,,, is the mean of the experimental output. With a focus in
model-predicted output for the PZT path 2—4, illustrated in Fig. 2,
is observed that n,=120 and n,=100 warrant >85% of fit. All
paths warranty a similar fit for these lag-orders.

To illustrate the procedure of identification, only a reference tem-
perature of 30 °C was considered, with regression order of n, =120
and n, =100. The mean of the input and output signals of the ten
training healthy condition data was employed to fit a GP-NARX
metamodel. An exponential covariance kernel was chosen, and
the model’s hyperparameters were estimated using a gradient opti-
mization method. Figure 3 presents the model-predicted output for
GP-NARX healthy model for some PZTs paths comparing the mean
of the metamodel obtained with an experimental observation mea-
sured in a randomly testing condition, where the confidence bounds
were computed with 3¢ for each sample. The results manifest that
the uncertain confidence bands can well accommodate the experi-
mental data even in the wave reflections region. A considerable
uncertainty before the first wave packet’s arrival is discerned due
to the wave propagation delay among the excitation and output
measured, generating an uncertain zone.

A backpropagation of uncertainties demands to be performed to
consider all the uncertainties associated with the model, as sug-
gested by Ref. [3]. Thus, the output y; was sampled from a Gaussian
distribution using the estimated mean and variance computed
through the GP-NARX model in each instant. A Monte Carlo

20

Fig. 2 Order selection with focus in model-predicted output for the PZT path 2—4

at30°C
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Fig. 3 Model-predicted output for GP-NARX healthy model of
different PZTs paths, where —, GP-NARX metamodel; - - -, exper-
imental observation; |, 3o uncertainty bounds: (a) path 2 -1
with fit of 85.7%, (b) path 2 — 4 with fit of 86.6%, (c) path 2—-5
with fit of 82.2%, and (d) path 2 — 6 with fit of 88.2%

simulation with 100 realizations was run. Now a more pragmatic
interval of uncertainty is captured, as shown in Fig. 4, where the
mean and variance of the Monte Carlo realizations are used to
compute the 3¢ confidence bounds. The increase of the confidence
bands is a direct consequence of the uncertainties backpropagation,
reducing the efficacy of the prediction, mainly close to the reflec-
tions caused by the stiffener (see Figs. 4(b)-4(d)), where the confi-
dence interval is more significant. As addressed in the following
sections, this is a confounding factor when assuming temperature
effect and damage condition that can render a false alarm if we
use simple damage feature indices.

3.2 Damage Assessment Using GP-NARX Model. A simple
damage index DZ can be computed by

[y =yew|
Yexp - yexp

DI = 13)

where y is the mean of healthy MPO by GP-NARX framework, y,,
is the experimental output in unknown condition, and y,,, is the
mean of the experimental output.

0 50 100 150 200 250 300 350 400
Time [us]

450 500

=)

PZT 4
[CEE=T RN

0 50 100 150 200 250 300 350 400 450 500
Time [ps]

PZT 5

0 50 100 150 200 250 300 350 400 450 500
Time [ps]

WN, il
OTirrzlio[ps] 0 o0 w0 0 .

PZT 6

o

50 100 150 20

Fig.4 Monte Carlo prediction for GP-NARX healthy model of dif-
ferent paths, where —, mean of the GP-NARX metamodel; ---,
experimental observation; | |, 36 uncertainty bounds: (a) path 2
—1, (b) path 2 - 4, (c) path 2 - 5, and (d) path 2> 6

Figure 5 illustrates the box plot to observe the median, quartiles,
and outliers of the distributions of this DZ in Eq. (13) for some
paths considering PZT 2 as an actuator for healthy and damaged
states by propagating uncertainties into predictions of the
GP-NARX model using Monte Carlo simulation with 100 runs.
In each case, ten experimental tests were performed to inject
some intrinsic variability after propagated by Monte Carlo simula-
tions using the mean and variance estimated by the GP-NARX
model. It is also worth observing that the GP-NARX model is
obtained by randomly choosing only one of the time-series in the
healthy states in the ten realizations. Thus, the reference model is
representative of all situations in a healthy condition.

Consequently, all these situations are correctly assigned to
the actual structural condition showing that this DZ is sensitive
to the presence of damage for all paths even by backpropagation
of the uncertainties performed in the MPO of the GP-NARX
model. Any simple classifier can indeed separate the two states. A
more significant difference between the damage indices between
the two clusters (healthy and damage conditions) is observed
looking at the pathway 2—4, once for this scenario resembles the
direction where the damage is located. Thus, only this path will
be illustrated in the subsequent analyses without loss of generaliza-
tion and simplicity. Figure 6 proves the performance of this damage
index DZ using the receiver operating characteristics (ROC) curve
for the path 2—4.
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3.3 Effects of Temperature Changes. Unfortunately, the last
scenario is unreal because it was assumed only a trained GP-NARX
model analyzing the temperature reference of 30 °C. If it is mea-
sured the same situations regarding a range of six different tem-
perature’s changes defined by 0°C, 15°C, 30°C, 45°C, 60°C,
and 75 °C, a phase shift occurs, as shown in Fig. 7 considering
the PZT’s path 2—4 and the undamaged situation. The temperature
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Fig. 6 ROC curve of the mean of DZ for the path 2 -4
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Fig. 7 Temperature effect in one realization of healthy state
signals: 0°C, 15°C, 30°C, 45°C, 60 °C, and 75°C

effects cause some changes in the phase due to the coupling piezo-
electric effect. Typically, in the literature, several approaches can be
applied to compensate using some classical procedures. It is
expected a mistaken classification if there is no attention to the tem-
perature effect in the analysis. This problem is worse yet when
assuming the backpropagation of the uncertainties using the mean
and the variance estimative of the reference GP-NARX model in
the computation of the damage indices attempting a robust
classification.

Figure 8 illustrates 120 different conditions in two groups of
healthy and damaged situations, assuming temperature changes
for the path 2—4. The reference state is again chosen randomly,
assuming the temperature of 30 °C, dataset in magenta in Fig. 8.
In each case, the states are feed by propagating uncertainties
through Monte Carlo simulation with 100 runs. This damage
index computed using the GP-NARX model without counting the
temperature variations fails to recognize the actual states with
robustness, as shown in Fig. 8. Figure 9 confirms these results by
analyzing the ROC curve to detect damage against the reference
condition regarding the mean of the DZ in each condition. There
is an overlap between the healthy and damaged boxplot, making
it more difficult to distinguish the structural state when temperature
changes and uncertainties are assumed.

Of course, if a range of more training data assuming the tempera-
ture changes is taken in a supervised mode, the classification is
more suitable. However, the damage index is shown in Eq. (13)
uses the difference between the mean of one reference GP-NARX
model in a healthy condition; even if there is a possible difference
among them, if it is inside the limit confidence interval indicates that
there is any significant alteration to be correlated with damage. One
point here should be to use multiple models. However, how it will
be discussed next section, a more simple form can be used to detect
the damage in this scenario, with a robust classifier, if the variance
of the GP-NARX is applied combined with principal component
(PC) compression of signals to identify virtual GP-NARX models
robust to all temperature conditions in the healthy state. The key
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Fig. 8 BoxPlot of the DZ for ] healthy versus [JJ damaged
assuming temperature changes for the PZT path 2—4. The refer-
ence model is identified using the temperature of 30°C using
the training data described by [
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idea is applying an uncomplicated metric to count the outliers, the
number of points outside the limit of the uncertainty interval.

4 Robust Damage Detection Using Kriging Metamodel

Temperature compensation is typically used to mitigate the influ-
ence of temperature variations in the computation of the damage
indices features for SHM [21]. In the present article, the temperature
is modeled in the reference GP-NARX in the training step using a
data fusion to generate a virtual signal to represent all variations
of temperature examined. Thus, a new MPO healthy GP-NARX
model assumes the PCs of the dataset with this range of temperature
variations.

A matrix Y; of the time-series corresponding PZTs output to m
temperature variations and sampled at / time interval is formed at
a given temperature i

Yi=[n@ 0 ]

A mxm covariance matrix £ among temperature variations
summed over all time samples is computed by [22]:

]
Q=>"Y,Y]
i=1

If an eigenvalue problem is calculated using the covariance matrix,
the eigenvalue «; and the eigenvector v; can be used to reduce the
m — dimensional vector into a d —dimensional vector with d<m.
Thus, a virtual signal z could be used by summing the contributions
of each eigenvector by

(14)

15)

zi=[vi Vd]TYi (16)

Figure 10 illustrates the PC of the dataset, assuming again the PZT
patch 2 — 4 for the covariance of the output signal. d =4 principal
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Fig. 10 PCA of the output covariance matrix for the PZT path
24
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Fig. 11 Monte Carlo prediction for GP-NARX model obtained by
the virtual signal for healthy condition where — is mean of the
GP-NARX metamodel, --- is experimental observation in a ran-
domly temperature test, and | is 3o uncertainty bounds

components are utilized, and the virtual signal applied for training
the GP-NARX is assumed by summing all four components.

The same regressor order and parameters used before are
repeated to compute the reference GP-NARX model using the
virtual signal. Figure 11 illustrates the Monte Carlo simulations
with 100 runs compared to an experimental observation chosen ran-
domly. It is worth noting that all potential temperature variations are
now adequately contained inside the confidence interval of this new
model. As pointed out earlier, the region of reflections continues to
be the more uncertain region of wave propagation.

Once this reference model is suitable to MPO in the healthy state,
the central idea to propose here is to count the number of outliers,
named here by y, that is outside of the confidence interval estimated
by the variance of GP-NARX. This is a more efficient way to dis-
tinguish with robustness against the reference some potential
damage state because the confidence interval contained the uncer-
tainties and possible alterations associated with temperature fluctu-
ations if the training step is adequate. If the number of outliers is
increased, an alert of damage may be triggered. Figure 12 exhibits
the box plot of this index using the outliers for the testing path, dem-
onstrating that a better performance is reached.

Figure 13 presents the ROC curve of the number of outliers y to
reinforce a more reliable performance of this damage-sensitive
index concerning the outliers outside the uncertainty bound
limits. Minor performance may happen in a real scenario once typi-
cally simultaneous damages appear. A ROC curve with less area is
expected; however, the different paths tested can help decide the
structural state if multiple GP-NARX models are estimated for all
PZTs. The results found in the present article proves an outstanding
use of this Bayesian model for SHM or dynamic analysis purpose.

It is worth remarking that the feature used in this article is
extracted from a time-domain procedure involving the variance of
the prediction error computed by the GP-NARX model. Combining
other elements calculated in the frequency domain can include addi-
tional information to understand the damage state better. However,
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Fig. 12 Box plot of the index y (outliers) for [] healthy versus [Jj
damaged assuming temperature changes to the PZT path 2-4.
The reference model is identified using a virtual signal com-
pressed by PC.
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Fig. 13 ROC of curve of the damage index y considering tem-
perature effect

it is essential to assume the low information possible without a con-
siderable post-processing to evaluate the structural condition.

5 Conclusions

This article demonstrated the practical utilization of a GP-NARX
framework for modeling wave propagation in composite coupons
with stiffeners. An MPO with an infinite horizon is obtained and
used to simulate the composite structure’s operation, assuming
healthy conditions. A combined Monte Carlo simulation using the
estimated mean and variance in each time sample using a network
of the PZTs bounds enables us to hold comprehensive information
about the structural state.

Besides the efficiency of modeling aiming simulation purposes,
structural health monitoring is also discussed, adopting a damage
index involving prediction errors. Some tests are performed assum-
ing a damaged condition caused by debonding, and adequate perfor-
mance to classify the structural state is reached. However, the
temperature influence can generate fluctuations, and the method
can be improved by assuming a broad range of temperature
changes in the training step. The major weakness of manipulating
only some temperatures to train a single GP-NARX model for
testing other temperature conditions is that this type of model
cannot extrapolate situations different from those that are not
trained. So, we hold a remarkable ability to train in various tempera-
tures and test some cases inside this array of temperatures.
However, if we decide to treat temperatures outside this scope,
the model decreases the performance, and the uncertainty intervals
could expand. In that sense, a virtual sensing signal compressed by
principal components of a matrix of temperature variations is used
to train a new GP-NARX surrogate model that enables the modeling
in the healthy state, including the temperature changes and the other
uncertainties not associated with damage. A more assertive classifi-
cation is obtained with this model. Estimating the variance of a
GP-NARX model is also beneficial for introducing a new and
straightforward damage index by counting the number of outliers
outside the uncertain-bound limits. The results have shown that
simple classifiers and hypothesis tests could be used to detect the
structural state’s reliability.

This method’s significant benefit is to offer an MPO estimate of
the wave propagation in the healthy state and a robust detector to
uncertainties and temperature effect using the natural variance esti-
mated by the GP-NARX model. Another meaningful advantage is
the possibility of quickly modeling, aiming to simulate any
complex geometry in any physical system using a low-cost and
black-box method. If the stiffener is altered or the position of the
damage is modified, the effects in the signal networks will be differ-
ent. Consequently, for the success of this approach, it is necessary to
identify an adequate GP-NARX prediction model. This is an advan-
tage of this class of identification model because this includes infor-
mation about the model’s uncertainty. In addition, the Bayesian

framework allows direct adaptation of the baseline model to differ-
ent conditions based on a low number of measured signals. If this
metamodel is not enough to fit the possible variance of the
signals in the confidence interval, the procedure can fail to detect
damages. If the model’s uncertainty is large enough to mask the
damage’s effect, the methodology can also fail. Due to these
reasons, the approach is appreciated for utilization in aeronautical
components manufactured by composite materials since uncertain-
ties and complexity are inherent and sine qua non assumptions.
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