
HAL Id: hal-03675277
https://hal.science/hal-03675277

Submitted on 23 May 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Bending waves focusing in arbitrary shaped plate-like
structures: Study of temperature effects, development of
a digital twin and of an associated neural-network based

compensation procedure
Nassim Benbara, Guillaume Martin, Marc Rébillat, Nazih Mechbal

To cite this version:
Nassim Benbara, Guillaume Martin, Marc Rébillat, Nazih Mechbal. Bending waves focusing in arbi-
trary shaped plate-like structures: Study of temperature effects, development of a digital twin and of
an associated neural-network based compensation procedure. Journal of Sound and Vibration, 2022,
526, pp.116747. �10.1016/j.jsv.2022.116747�. �hal-03675277�

https://hal.science/hal-03675277
https://hal.archives-ouvertes.fr


Bending waves focusing in arbitrary shaped plate-like structures:
Study of temperature effects, development of a digital twin and of
an associated neural-network based compensation procedure
Nassim Benbara a,∗, Guillaume Martin b, Marc Rébillat a, Nazih Mechbal a

a Processes and Engineering in Mechanics and Materials laboratory (PIMM) ENSAM, CNRS, CNAM, HESAM Université, 151 Boulevard de
l’Hôpital, 75013 Paris, France
b SDTools, 44 Rue Vergniaud, 75013, Paris, France

A B S T R A C T

Advanced automotive audio applications are more and more demanding with respect to the
visual impact of loudspeakers while still requiring more and more channels for high quality
spatial audio rendering. Removing classical heavy and large electrodynamic loudspeakers and
using car interior plate-like structures driven by state of the art spatial sound algorithms
appear as a promising solution to tackle both issues. However, to meet spatial audio rendering
constraints, the bending waves generated within car interior plate-like structures must be
focused at a given position and to a certain extent within the host structure. Theoretically,
this means being able to invert in a robust manner the spatio-temporal wave propagation
operator for the generated bending waves to fit a given target shape. The propagation operator
inversion method considered here is the spatio-temporal inverse filtering (STIF) method based
on the knowledge of the propagation operator on a regular spatial grid over the structure at
a given temperature. However, in a car interior a high temperature variations exist and can
adversely impact the performances of the STIF method, mainly because dynamical properties
of the host structure (built up with polypropylene in most cases) largely vary within this
temperature range. Even if the STIF method has already been adapted and assessed in the
context of automotive audio reproduction, no study dealing with the effects of temperature
on the STIF method and providing potential mitigation procedures avoiding experimental
measurements at each temperature has been reported. To address that issue, the influence
of temperature on the behavior of a polypropylene plate is first experimentally quantified.
A model updating method is used to build a finite-element model of the plate taking into
account temperature effects. This digital twin of the host-structure is then used to assess
the influence of the temperature on the STIF method. A neural network based controller is
finally trained and validated on the digital twin in order to compensate for the effects of
temperature on STIF filters. Obtained results demonstrate that this procedure successfully allows
to compensate for temperature effects on the STIF method applied to polypropylene plate with
very limited experimental needs, thus paving the way through an industrial development of such
approaches.
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1. Introduction

Advanced automotive audio applications are more and more demanding with respect to the visual impact of loudspeakers while
still requiring more and more channels for high quality spatial sound rendering. Removing classical heavy and large electrodynamic
loudspeakers and using car interior plate-like structures driven by state of the art spatial sound rendering algorithms appear as
an adequate solution to tackle both issues. Indeed, spatial sound rendering will allow to alert directionally the driver from several
dangers and to provide passengers with higher quality spatial audio. This approach can also potentially decrease weight by replacing
large and heavy electrodynamical loudspeakers with lighter piezoelectric elements or audio exciters. It can furthermore release some
of the actual design constraints (electrodynamical loudspeakers placed at fixed positions and covered with grids for example) and
provide car interior designers with new degrees of freedom. As a consequence, using spatial sound rendering coupled with flat panel
loudspeaker appears as very appealing, particularly in the automotive industry.

The main idea behind the concept of spatial sound rendering algorithms is to calibrate each loudspeaker of the array to reproduce
with high fidelity the physics and the acoustics of the primary source [1]. Historically, spatial rendering methods such as stereophony
(virtual based amplitude panning: VBAP), binaural rendering or holophony (ambisonic or Wave Field Synthesis: WFS) have been
achieved by means of electromagnetic loudspeakers. There are many constraints imposed by such methods for them to work properly:
the setup must consist of several loudspeakers behaving like omnidirectional monopoles and with a flat and omnidirectional response
that are spatially evenly distributed over the whole restitution area [2]. Even if electrodynamical loudspeakers have mainly been
used for spatial audio rendering purposes, several alternative loudspeaker technologies have been proposed and among them planar
loudspeakers. The idea behind planar loudspeakers is to produce sound waves by exciting the bending waves of a sufficiently
thin and stiff plate through electrodynamical or piezoelectric actuators. A first attempt in that direction was the Distributed Mode
Loudspeakers (DML) technology [3]. As DML were suffering from a poor response in the low frequency range, alternate technologies
relying on multiple actuators (Multi-Actuator Panels [MAP]) or on much larger plates (Large Multi-Actuator Panels [LaMAP]) have
been designed [4]. It consists in driving several audio exciters bonded on the MAP with different audio signals. Such technologies
have been successfully used in the context of WFS [5,6] and thus have shown their ability to provide satisfying results for spatial
audio rendering purposes. However, it still suffer from the modal behavior of the plate and the cross talk cancellation of the audio
exciters. More recently, some references as [7,8] have studied the passive control of plates to improve their sound radiation.

In order to cope with spatial audio rendering algorithms constraints (omnidirectional loudspeakers with a flat frequency response)
and to improve existing planar loudspeaker technologies, the idea of focusing bending waves on arbitrary plate-like structure to
create independent sound sources appears as promising. This can allow to create an array of audio sources that can be used in a
second time for spatial sound rendering. In the literature, there are various methods that allow to focus bending waves in a media.
The first method called modal control (MC) is based on the modal superposition principle. It allows focusing an audio source on
a rectangular plate by computing a set of 3 coefficient FIR filters [9]. The second method available in the literature is based on
the time reversal (TR) principle, initially described by Fink et al. [10]. It allows to focus a wave at a specific point in the space
by learning only the waves received at the actuator positions and initiated at the focusing point. The third method allowing to
focus bending waves, and the one retained here, is the spatio-temporal inverse filtering (STIF), initially presented by [11] and [12]
to find a solution to the lack of robustness of the time reversal method. The STIF method consists in experimentally learning the
bending waves propagation operator in the whole media, and then to inverse it in order to design adequate focusing filters for each
actuator. This method has been used in [13–15] with a plate actuated by exciters at the periphery to generate bending waves in
the middle of the plate allowing to radiate a uniform sound field. The same authors also used this method to create a piston on a
vehicle’s roof for a narrow bass frequency band [16]. In [17], a study comparing the performances of the three previously mentioned
bending wave focusing methods when varying several key parameters (such as geometrical complexity, host structure thickness and
damping, number and location of actuators, and position and extent of the focusing area) has been conducted in order bridge the
gap between previous academic studies and practical implementations of bending wave focusing algorithms.

As previously stated, automotive applications are targeted here and the temperature in a car interior can in practice vary over
an extremely wide range (depending on the geographical area and the season) which can result in a wide effect on the material
properties (stiffness, damping, etc...) of the host structure. The material used here is the polypropylene, because widely used in the
automotive industry for garnishments. It has multiple advantages such as good recycling and durability properties. However, it is
fragile at low temperatures and sensitive to UV radiations. Several articles demonstrated large variations of polypropylene [18,19],
poly(butylene terephthalate) [20] and polymer [21] material properties with temperature. Consequently, performances of bending
wave focusing algorithms are impacted by these large temperature changes as wave propagation within the host structure will be
impacted by varying material properties. The effect of temperature on the host structure material properties (mainly polypropylene
in car industry) and on the bending wave focusing algorithms must thus be understood and compensated for an effective and
robust deployment of these solutions in the automotive context. In areas different from sound rendering but still involving
propagating waves, several studies have been conducted to analyze the effect of temperature on structural dynamics in order to
be able to compensate for these effects. In structural health monitoring of composite aeronautic structures, where Lamb waves are
used to monitor potential damages in a structure, several temperature compensation methods have been proposed. In [22], the
authors compensate the temperature effects through dynamic warping and stretch-based methods. Another approach assuming a
compensation of a phase shift and amplitude factor induced by the temperature is proposed in [23]. Besides, the real time inspection
of bridges in civil engineering is another important part of studies dealing with temperature compensation. The main issue is to
establish a link between the structure eigenfrequencies and temperature for getting rid of the thermal, wind or moisture effects.
Several methods use linear regressions [24], multilinear regression models (MLR) [25] and autoregressive model (ARMA) [26].



Fig. 1. Schematic of the overall process for understanding and compensating temperature effects on the STIF method. The right column represents the
determination of the parameters dependency with the temperature. The center column illustrates the ‘‘off-line’’ process, allowing to calculate a set of 𝑁𝑇𝑃
FIR filters thanks to the digital twin parameterized in temperature, and the training of an interpolation function (AN). Finally, the left column represents the
‘‘on-line’’ process, with the ANN allowing to compensate for the temperature in real time.

In [27,28], the authors compared several models such as auto-regressive (ARX) dynamic model, static linear, bi-linear, quadratic,
third and fourth order polynomials, and the latter gives the best reproduction capabilities. Other studies use machine learning, such
as Support Vector Machines (SVM) in [29] and Artificial Neural NetWorks (ANN) in [30–32]. More recent studies as [33] propose a
comparison between MLR, SVM and ANN for non uniform temperatures distribution in the cross-section of structures and show that
in this case the SVM is the fastest regression method. Moreover, Jang et al. [34], compared MLR, Random Forest, ANN and SVM,
on a numerical model of bridge heated by temperature models such as the one presented in [35]. Finally a bayesian framework
able to link the modal properties with the damage parameter and temperature is proposed in [36]. Temperature compensation
approaches in those neighboring areas thus largely rely on machine learning algorithms to discover the nonlinear relationship
between temperature and functions to be compensated. For the case of bending wave focusing algorithms, no studies related with
the effects of temperature and associated mitigation procedures allowing to compensate for it have however been reported in the
literature to the knowledge of the authors.

Therefore, we propose here to study the effects of temperature on a bending wave localization method (the STIF method [11,12])
applied to materials representative of the automotive industry (polypropylene) and to develop an associated mitigation procedure
based on machine learning to compensate for them. In the specific context of audio reproduction for automotive applications, the
requirements associated with the STIF method and the associated temperature compensation method are the following one:

• The bending wave focusing should be precise in terms of spatial focusing and signal phase reproduction regardless of
temperature,

• The proposed compensation method must be robust and inexpensive in terms of computational resources because embedded
in a car calculator,

• The learning phase must be achieved with the minimum of input data, because of the difficulties to perform several in situ
experiments allowing to learn the dynamics for various temperatures.

Consequently, the scientific objectives of the present study are (see Fig. 1):

1. To set up a process based on mode tracking and identification that will allow for the characterization of the temperature effects
on the dynamics of a vibrating polypropylene plate representative of automotive applications, and to extract the temperature
dependency of its material parameters, namely the Young’s modulus, the loss factor, the Poisson’s ratio and the mass density,

2. to use these temperature dependency laws to quantify the influence of the temperature on the bending wave focusing method
(STIF method) by using a digital twin driven by these temperature dependency laws,

3. and finally to compensate for those effects by setting up an artificial neural network controller trained on the digital twin
parameterized in temperature and able to predict the adequate STIF filters for any arbitrary working temperature.

The paper is organized as follows. Firstly, in Section 2, the spatio-temporal inverse filtering (STIF) method will be presented
and applied on a numerical example (called here the digital twin) for demonstration purposes and called digital twin. Secondly, in



Fig. 2. Arbitrary shaped-like structure with piezoelectric actuators and localized audio sources.

Section 3, a procedure based on experimental mode tracking is set up to study the influence of the temperature on the dynamic of
a polypropylene plate sample. Thirdly, in Section 4, a model updating strategy is adopted to extract the temperature dependency
law of the material properties. The objective is to precisely know how the material parameters of the polypropylene vary with
temperature to be able to build a physically realistic digital twin. Finally, in Section 5, a temperature compensation strategy based
on an artificial neural network trained by the digital twin parameterized in temperature is used to compensate for the effects of
temperature.

2. Bending wave focalization

As stated in Section 1, several methods able to invert the spatiotemporal propagation operator exist in the literature. The methods
differ depending on the available knowledge of wave propagation in the plate they rely on. The Modal Control (MC) approach relies
on a theoretical knowledge, the second method, referred as Time Reversal (TR) relies on partial spatial knowledge, and the last one
named Spatio-Temporal Inverse Filter (STIF) is based on a full spatial knowledge of the propagation operator. In this section, only the
STIF will be presented and studied here, because it presents superior performances in the current context, as already demonstrated
in [17].

2.1. Problem statement

Let 𝑆 denote a plate-like structure of arbitrary shape and with arbitrary boundary conditions. Assuming that this structure lies
in the (𝑥, 𝑦) plane, the positions of the 𝑁 actuators (piezoelectric or audio exciter) bonded on S are given by

{

(𝑥𝑛, 𝑦𝑛)
}

𝑛∈[1,𝑁] and
the out-of-plane displacement of the plate at the temperature 𝑇 is denoted as 𝑢(𝑥, 𝑦, 𝑡, 𝑇 ) (see Fig. 2).

The objective is now, for any input audio signal 𝑎(𝑡) and actual temperature 𝑇 , to focus the bending wave field 𝑢(𝑥, 𝑦, 𝑡, 𝑇 ) to
fit a given target shape 𝜙(𝑥, 𝑦) using the 𝑁 actuators through 𝑁 FIR filters 𝑟𝑛(𝑡, 𝑇 ) applied to the audio input. Mathematically, this
means that we would like to achieve:

∀𝑡, 𝑇 𝑢(𝑥, 𝑦, 𝑡, 𝑇 ) = 𝜙(𝑥, 𝑦)𝑎(𝑡). (1)

Or equivalently in the frequency domain, with 𝑈 (𝑥, 𝑦, 𝑓 , 𝑇 ) and 𝐴(𝑓 ) the Fourier transforms of the displacement and the audio
signal respectively:

∀𝑓, 𝑇 𝑈 (𝑥, 𝑦, 𝑓 , 𝑇 ) = 𝜙(𝑥, 𝑦)𝐴(𝑓 ). (2)

Assuming the system is globally linear (the path between an actuator and a sensor is considered as linear), the contributions
𝑢𝑛(𝑥, 𝑦, 𝑡, 𝑇 ) of all the 𝑁 actuators generating the field 𝑢(𝑥, 𝑦, 𝑡, 𝑇 ) sum up and can be written as:

∀𝑡, 𝑇 𝑢(𝑥, 𝑦, 𝑡, 𝑇 ) =
𝑁
∑

𝑛=1
𝑢𝑛(𝑥, 𝑦, 𝑡, 𝑇 ) =

𝑁
∑

𝑛=1
ℎ𝑛(𝑥, 𝑦, 𝑡, 𝑇 ) ∗ 𝑟𝑛(𝑡, 𝑇 ) ∗ 𝑎(𝑡), (3)

where ‘‘∗’’ stands for the convolution product and ℎ𝑛(𝑥, 𝑦, 𝑡, 𝑇 ) is the spatio-temporal impulse response of the 𝑛th actuator. Or
equivalently in the frequency domain:

∀𝑓 𝑈 (𝑥, 𝑦, 𝑓 , 𝑇 ) =
𝑁
∑

𝑛=1
𝑈𝑛(𝑥, 𝑦, 𝑓 , 𝑇 ) =

𝑁
∑

𝑛=1
𝐻𝑛(𝑥, 𝑦, 𝑓 , 𝑇 )𝑅𝑛(𝑓, 𝑇 )𝐴(𝑓 ). (4)

By combining both expressions (2) and (4) of 𝑈 (𝑥, 𝑦, 𝑓 , 𝑇 ), the objective to achieve is then expressed in the frequency domain
independently of the input signal 𝑎(𝑡) as:

Find {𝑅𝑛(𝑓, 𝑇 )}𝑛∈[1,𝑁] such that ∀𝑓, 𝑇 , 𝜙(𝑥, 𝑦) =
𝑁
∑

𝑛=1
𝐻𝑛(𝑥, 𝑦, 𝑓 , 𝑇 )𝑅𝑛(𝑓, 𝑇 ). (5)



Fig. 3. (a) Dimensions of the plate and (b) meshes of the studied plate.

This means that the spatio-temporal propagation operators 𝐻𝑛(𝑥, 𝑦, 𝑓 , 𝑇 ) associated with the 𝑁 actuators and at a given
temperature 𝑇 needs to be inverted to design the 𝑁 FIR filters 𝑅𝑛(𝑓, 𝑇 ) able to focus the bending wave field on the target shape
𝜙(𝑥, 𝑦) whatever the frequencies 𝑓 contained within the input audio signal 𝑎(𝑡). In practice, focusing the bending waves thus consists
in finding for each frequency and temperature the adequate phases and amplitudes to drive coherently each actuator bonded on
the structure at the temperature 𝑇 .

2.2. Spatio-temporal inverse filtering formalism

In this section, an effective method able to invert the spatiotemporal propagation operator 𝐻𝑛(𝑥, 𝑦, 𝑓 , 𝑇 ) is presented. This method
is based on a full spatial knowledge of the operator and is named Spatio-Temporal Inverse Filter (STIF). Let assume that a complete
spatial knowledge of the propagation operator is available for temperature 𝑇 . More precisely, it is assumed here that the spatio-
temporal operator is known for any actuator 𝑛 ∈ [1, 𝑁] and that measurements are performed over a complete grid of 𝐾 points on
the structure for positions

{

(𝑥𝑘, 𝑦𝑘)
}

𝑘∈[1,𝐾] at a given temperature 𝑇 . Mathematically, what is known in the frequency domain is
{

𝐻𝑛(𝑥𝑘, 𝑦𝑘, 𝑓 , 𝑇 )
}

𝑛∈[1∶𝑁],𝑘∈[1,𝐾].
The problem to be solved can then be rewritten on the measurement spatial grid as:

𝜙(𝑥𝑘, 𝑦𝑘) =
𝑁
∑

𝑛=1
𝐻𝑛(𝑥𝑘, 𝑦𝑘, 𝑓 , 𝑇 )𝑅𝑛(𝑓, 𝑇 ). (6)

Thus, in the matrix form:

𝜱 = H(𝑓, 𝑇 )R(𝑓, 𝑇 ). (7)

The resulting matrix can first be directly pseudo-inversed in the frequency range of interest by keeping only large enough
eigenvalues. This leads directly to the FIR filters 𝑅𝑛(𝑓, 𝑇 ):

R(𝑓, 𝑇 ) = H(𝑓, 𝑇 )+𝛷, (8)

where ‘‘+’’ denotes the pseudo-inversion operator.
It is important to note that the pseudo-inversion step is sensitive to noise. Hence, during the pseudo-inversion step, the lowest

singular values are canceled to deal with those matrix conditioning issues. More details are available in [37].
This method offers several advantages. Firstly, the method is robust because it allows acquiring information about the wave

propagation in the whole media. Moreover, the filters are computed by working on raw transfers directly instead of modeling the
structure analytically or doing modal identification procedures. This allows to choose the filter size by sub-sampling in the frequency
domain the transfers. Finally, this method is very interesting for its ease of implementation. Nevertheless, the points evoked above
are also sources of drawbacks. Indeed, it is necessary to realize several experiments between all the points of the structure and the
actuators and for several working temperatures, this complicates numerically the method. Moreover, the method is sensitive to the
noise, mainly during the pseudo-inversion step. Thus, it could need a regularization step which is numerically heavy.

2.3. Illustrative numerical application

2.3.1. Structure under study
This subsection allows to illustrate the STIF method on a test case studied in a precedent article [17] for illustration purpose.

The material used is polypropylene, with a Young modulus of 𝐸 = 1.1 GPa, a Poisson’s ratio of 𝜈 = 0.33 and a density of 𝜌 = 990
kg∕m3 (Fig. 3a). The studied plate is relatively damped with a damping ratio of 3%, and therefore different from the most frequently
handled cases in the literature related with spatiotemporal inverse filtering which involve very low damped structures such as metal
plates [9] or smartphone glasses [38].

The plate is modeled with shell elements and presented in Fig. 3b with the position of the actuators. The number of actuators
and their positions are chosen to excite the 6 first modes in the frequency band of interest which is [100 Hz; 500 Hz]. The target



Fig. 4. (a) Contrast and (b) spot error for the simple plate.

shape is also shown in Fig. 3b, and consists in a rectangle of size (0.25𝐿𝑥, 0.3𝐿𝑦) and centered at (0.3𝐿𝑥, 0.55𝐿𝑦). The targeted
displacement is 1 inside the target shape and 0 outside. The audio signal to be reconstructed is a sweep sine with a duration of 2 s,
spanning frequencies from 100 Hz to 800 Hz, sampled at 44.1 kHz. The chosen frequency range allows to excite the 6 first modes.
Modal properties of the structures are computed thanks to a finite element model implemented on the software SDT (SDTools©,
Structural Dynamics Toolbox [39]). The STIF algorithm is developed and implemented in Matlab with SDT software jointly.

This model will be called the digital twin at a working temperature throughout this paper. It will be used as a virtual mean to
experiment the effect of temperature on the STIF method and will thus allow to provide all the necessary data for transfers and FIR
estimations. It will replace real work measurements for the purpose of this manuscript.

2.3.2. Key performance indicators
Two key performance indicators (KPI) will be used in order to assess the STIF method performances at various temperatures 𝑇

comprised between 0 ◦C and 60 ◦C. Keep in mind that 𝑢(𝑥, 𝑦, 𝑡, 𝑇 ) is the out-of-plane displacement of the plate and 𝑈 (𝑥, 𝑦, 𝑓 , 𝑇 ) its
Fourier transform.

Spot error: given a reconstructed target shape, the first criterion is the measurement between the center of the target shape and
the maximum amplitude of the reconstructed shape. Thus, the lower the distance, the greater the spatial localization accuracy.

Spatial contrast: the second criterion is the computation of the contrast between the energy in the reconstructed area (𝑆𝑅) and
energy of the total area (𝑆𝑇 = 𝐿𝑥 × 𝐿𝑦), so that:

𝐶(𝑓, 𝑇 ) =
∫𝑆𝑅

|𝑈 (𝑥, 𝑦, 𝑓 , 𝑇 )|2d𝑆

∫𝑆𝑇
|𝑈 (𝑥, 𝑦, 𝑓 , 𝑇 )|2d𝑆

. (9)

If 𝐶(𝑓, 𝑇 ) = 1, then all the energy is present in the target shape and nothing outside, and if 𝐶(𝑓, 𝑇 ) = 0, then all the energy is
outside the target shape.

2.3.3. Results
In this subsection, an example is detailed in order to illustrate the performances of the STIF algorithm. To that end, the results

provided by the STIF algorithm are compared to the ones provided by the MC and TR algorithms and a no control case, where
only the nearest actuator to the target shape is actuated, to be used as a reference. The MC consists in deriving analytically the
FIR filters, while the TR is based on the time reversal concept. For more details regarding MC and TR methods implementation,
the reader is referred to [17]. The spot error and the contrast in the frequency band [100 Hz; 800 Hz] for each method are plotted
in Fig. 4. We can observe that the STIF method allows achieving a very high localization performance, in comparison with others.
Indeed, it shows a contrast around 0.9 until 540 Hz. Moreover, it shows a very low spot error, which is around 12 % of the total
length in the [100 Hz; 220 Hz] region, and lower than 10 % above 220 Hz approximately until 540 Hz. This can be explained by the
fact that there are 6 modes until 540 Hz, so that 6 actuators are not sufficient to address and control more modes in the frequency
band [100 Hz; 800 Hz]. The dips in the contrast curve and the peaks in the spot error curve correspond to the modal frequencies of
the host structure. More details are provided in [17], and this section is to introduce the reader with the STIF method.

Now that the STIF method has been introduced, a methodology to study the effect of the temperature on a material representative
of automotive applications will be presented in Sections 3 & 4, and the compensation for those effects on the STIF algorithm
previously described will be presented in Section 5.



Fig. 5. (a) Physical plate in the oven and equipped with two piezoelectric elements and (b) its associated digital twin (multiphysical FE model).

Fig. 6. Schematic summarizing the experimental protocol.

3. Experimental study of the influence of temperature on a polypropylene plate representative of automotive applications

3.1. Experimental setup and associated FE model

A rectangular polypropylene plate of size 24 cm × 19 cm × 3 mm representative of automotive applications will be used to study
the effect of temperature on the material properties of polypropylene. This plate is assumed to be homogeneous and isotropic. The
experimental setup consists in a plate equipped with two piezoelectric actuators Noliac NCE51 [40] glued with a cyanoacrylate
adhesive and put in an oven, as shown in Fig. 5a. Moreover, an associated multi-physics finite element model is presented in Fig. 5b
for validation purpose. The plate and the PZTs are modeled by shell elements with Matlab and SDT (SDTools©, Structural Dynamics
Toolbox [39]). The main idea here is to extract the temperature dependency laws of the material parameters of polypropylene
through the variations of the modal properties of the plate.

As shown in Fig. 5a, the plate under study is put in a temperature regulated oven, allowing to apply controlled temperature
variation on the plate. It is important to note that the plate is thin and assumed isotropic and homogeneous so that there is no
temperature gradient during the heating process. The plate is subjected to a temperature cycle during 3 h, varying from 0 ◦C to
60 ◦C, with a slope of 0.4◦/min during which the temperature inside the oven is acquired in real time. This temperature program
is assumed to be slow enough to consider that the plate temperature is the same as the oven temperature. Moreover, the plate is
equipped with two piezoelectric elements (PZT), the upper right one allowing to excite it dynamically and the lower left to acquire
the deformation corresponding to the waves propagating within the plate. The piezoelectric elements were disposed this way to
maximize the modal observability and controlability [41]. Finally, the plate is suspended on the grid of the oven by nylon strings.
This type of string is damped and allows to come as close as possible to the ‘‘free–free’’ boundary conditions by reducing the coupling
with the oven.

The experiment consists in sending a sine sweep of frequency varying from 100 Hz to 1500 Hz, sampled at 8500 Hz, through the
upper right PZT, and acquiring the plate response using the second PZT. The acquisition hardware is composed of a NI-cDAQ-9178
rack, enabling to trig the signal, and a NI-9234 acquisition card mounted on it to acquire the input and output signals each 2 ◦C.
The schematic summarizing the experimental protocol is provided in Fig. 6.



It is important to notice that according to the used NCE51 PZT actuator datasheet,1 the Curie temperature of the PZT elements is
360 ◦C. Moreover, relative variations of the permittivity and coupling factors are lower than 10% in the studied temperature range
0 ◦C–60 ◦C. Finally, as the quantities measured and representing the dynamical behavior of the plate are its modal frequencies and
damping, they are not sensitive to the effect of temperature on PZT, which is small as stated before. In conclusion, the major effect
of temperature here is to induce variation of the mechanical properties of the polypropylene.

3.2. Results

The experimental results, corresponding to the voltage output of the PZT as a function of time and temperature, are given in
Fig. 7a. Moreover, the Fig. 7b shows the amplitude and the phase of the frequency response functions (FRF), computed thanks to
the estimator �̂�1(𝑓 ) = �̂�𝑦𝑢(𝑓 )�̂�𝑢𝑢(𝑓 )−1. Where �̂�𝑦𝑢(𝑓 ) represents the interspectrum of the input 𝑢 and the output 𝑦, �̂�𝑢𝑢(𝑓 ) represents
the autospectrum of the input 𝑢 [42].

In the working frequency band [100 Hz; 1500 Hz], one can notice a significant eigenfrequency shift. Indeed, there is a high
decrease of the frequencies when the temperature increases. For example, the mode at around 900 Hz at 10.1 ◦C decreases to
approximately 700 Hz at 40 ◦C. Furthermore, the amplitude peak decreases until 22.5 ◦C, and increases from this temperature,
forming a kind of ‘‘U curve’’. Moreover, the mode width is getting larger and then thinner again. All these results show a significant
effect of temperature on the dynamics of the plate which are related to an evolution of its material properties: the higher the
temperature, the softer the material becomes.

4. Construction of an updated FE model taking into account the temperature effects

4.1. Procedure overview

The schematic summarizing the approach being adopted in the following of this study to build an updated FE model representing
the dynamical behavior of the polypropylene plate with the temperature is shown in Fig. 8. This part will also present the post-
processing of the previously acquired experimental data. The first step is the extraction of the modal parameters of the structure,
such as the experimental modal frequencies 𝑓𝑝(𝑇 ) and the damping ratios 𝜁𝑝(𝑇 ), by fitting the frequency response functions (FRFs)
thanks to a modal identification procedure referred to in the literature as Experimental Modal Analysis (EMA). During the second
step, a multiphysical FE model is built containing the plate modeled as shell elements and the PZTs glued on it (see Section 3.1).
This model will allow for the computation of the transfer functions between the PZTs for several sets of parameters (𝐸(𝑇 ), 𝜈(𝑇 ), 𝜁(𝑇 )).
Finally, an objective function is defined, based on the minimization of the relative error between the experimental identified and the
numerical updated FRFs. The main objective is thus to get the temperature dependency of the polypropylene material properties.

4.2. Extraction of the modal parameters

Several estimation methods for modal identification are available in the literature. The idea is to find a model fitting the
experimental data to get the associated modal parameters. The identification method used here is based on local peak-picking mode
identification and large band estimation using the pole/residue model. After identifying a set of poles, an non-linear optimization of
poles and residues is done in the frequency band of interest according to [43]. More details regarding this methods and the related
procedures are provided in [43–45].

Starting from the classical second order mechanical state space model with real coefficients, it can be shown [43] that the relation
between inputs and outputs can be expressed in the form :

[𝐻𝑖𝑑 (𝑠)] =
∑

𝑗∈𝑖𝑑𝑒𝑛𝑡𝑖𝑓 𝑖𝑒𝑑

(

[𝑅𝑗 ]
𝑠 − 𝜆𝑗

+
[𝑅𝑗 ]

𝑠 − 𝜆𝑗

)

+ [𝐹 ]
𝑠2

+ [𝐸], (10)

this parameterization is called the pole/residue model with 𝑠 = 𝑖𝜔, 𝜔 being the circular frequency and 𝜆𝑗 is the 𝑗th pole. The
residue is written as [𝑅𝑗 ] = {𝑐𝜙𝑗}{𝜙𝑇

𝑗 𝑏}, namely the product of a column vector {𝑐𝜙𝑗} (modal observability at sensors) and a row
vector {𝜙𝑇

𝑗 𝑏} (modal controlability at loads). Note that in the literature, {𝑐𝜙𝑗} is also referred to as mode shape {𝜙𝑗} and {𝜙𝑇
𝑗 𝑏} as

participation factor {𝐿𝑗}.
Because identification only focuses on specific frequency bands, the sum (10) is truncated. The term 𝐸(𝑠) called flexibility takes

into account the contribution of higher frequency modes (constant asymptotic term for displacement/force) and 𝐹 (𝑠) called inertia
takes into account the contribution of lower frequency modes such as rigid body modes (1∕𝑠2 asymptotic term).

As stated previously, an initialization step is firstly performed. Indeed, a local peak-picking identification is done for each
resonances separately using the pole/residue model, followed by a large band estimation, and so forth. This is done until having a
number of modes consistent with the FE model. From this initialization of the set of poles, the next step is to perform a non-linear

1 Datasheet link here.

http://www.noliac.com/products/materials/nce51/


Fig. 7. (a) Evolution of the response of the lower left PZT in the time domain and (b) frequency response function between the two PZT, for several temperatures.

optimization of the 𝜆𝑗 parameters to reach the minimum of the cost function leading to an optimized set of poles and associated
residues:

𝐽 (𝑅𝑗 (𝜆𝑗 ), 𝐸, 𝐹 ) =
|

|

|

|

|

|

[𝐻(𝑠)]𝑡𝑒𝑠𝑡 −
𝑁𝑀
∑

𝑗=1

(

[𝑅𝑗 ]
𝑠 − 𝜆𝑗

+
[𝑅𝑗 ]

𝑠 − 𝜆𝑗

)

+ [𝐹 ]
𝑠2

+ [𝐸]
|

|

|

|

|

|

2

, (11)

where [𝐻(𝑠)]𝑡𝑒𝑠𝑡 is the experimental FRF compared to the ‘‘pole/residue’’ model. The whole procedure is achieved thanks to the
Matlab toolbox SDT (SDTools©, Structural Dynamics Toolbox [39]).

The Fig. 9, presents an example of an identification using the SDT modal identification: in blue the experimental FRF is shown
and in red the synthesized transfer from identified poles and residues. This procedure is performed for each temperature, and the
identified poles are stored. It can be seen that the peaks are very broad leading to modal coupling between closed modes and making
the identification quite tricky for polypropylene material.

The eight modal frequencies extracted span the band [307 Hz, 715 Hz] at 0 ◦C and [182 Hz, 416 Hz] at 60 ◦C. Furthermore,
the identification results are plotted in Fig. 10 which shows the absolute damping 𝜁 (𝑇 ) and relative frequency evolution (𝑓 (𝑇𝑖) −
𝑓 (𝑇𝑟𝑒𝑓 ))∕𝑓𝑟𝑒𝑓 with the temperature (𝑇𝑟𝑒𝑓 = 25.4 ◦C). It can be seen that the frequency is highly decreasing with the temperature,
with a similar evolution for the eight modes. The relative frequency is about 30% higher at 0 ◦C and approximately 20% lower
at 60 ◦C than the value taken at the reference temperature 𝑇𝑟𝑒𝑓 = 25.4 ◦C. We note moreover that the evolution of the modes is
very similar, which is expected since the material can be considered as isotropic and that we therefore have a dependence on the
evolution of the Young’s modulus 𝐸(𝑇 ) which impacts all modes in an equivalent way. The small deviations can be explained by a



Fig. 8. Schematic summarizing the approach for model updating of the plate.

Fig. 9. Example of modal identification.

possible degree of anisotropy, a temperature gradient in the plate or an identification bias. Moreover, the damping ratios increase
from 2%–2.5% until 3.5%—5% at around 20 ◦C, and then decrease under 2%. Hence, there is a relation between the damping
and frequency evolution, so that the damping ratio maximum coincides with the sharpest slope point of the frequency curve. This
behavior is characteristic of the material transition from a glass state to a rubber state, and the middle temperature of this transition
zone is around 𝑇𝑔 = 20 ◦C. These observations are classical in the analysis of material parameters evolution with temperature, see
the Refs. [20,46].

These results will be used in the following subsection to create an updated numerical model taking into account these temperature
effects.

4.3. Model updating procedure

After building a FE model, it is crucial to ensure its fidelity with respect to experimental data. To that end, the test-analysis
correlation allows to update the model parameters. More details about dynamical model updating procedures are available in [47].



Fig. 10. Evolution of damping ratios and natural frequencies for the first eight modes as a function of the temperature, from the modal identification.

There are several objective functions to be used for comparing experimental and numerical data: (i) the quadratic norm on frequency
errors, and/or the shape correlation error with the MAC (Modal Assurance Criterion [48]) ; (ii) the energy error ; (iii) the comparison
between the experimental and numerical FRFs. This last approach will be used here. It has several benefits, such as the ability to
process highly damped models and high modal density (by working directly on the measured raw data).

The retained assumptions for this study are a simple plate with an homogeneous and isotropic material. Consequently, there are
four material parameters to tune: the density 𝜌, the complex Young’s modulus 𝐸(1 + 𝑗𝜂), and the Poisson’s ratio 𝜈. Firstly, knowing
the dimension of the plate (24 cm × 19 cm × 3 mm) and the mass after weighing it (130 g), the material density is deduced as
𝜌 = 950 kg∕m3. Secondly, only the real part 𝐸 of the complex young modulus is to be updated. Indeed, in the case of isotropic and
homogeneous materials, there is a direct relationship between the modal damping 𝜁 and the loss factor 𝜂 = 2𝜁 . The viscous damping
𝜁 is chosen as the mean of the damping corresponding to the eight first identified modes.

Thus, the two remaining parameters 𝐸 and 𝜈 will be chosen such that the following error will be minimized:

{𝐸(𝑇 ), 𝜈(𝑇 )} = arg min
∫ 𝑓𝑚𝑎𝑥
𝑓𝑚𝑖𝑛

|𝐻𝑁𝑈𝑀 (𝑓, 𝑇 , 𝐸(𝑇 ), 𝜈(𝑇 )) −𝐻𝑋𝑃 (𝑓, 𝑇 )|
2𝑑𝑓

∫ 𝑓𝑚𝑎𝑥
𝑓𝑚𝑖𝑛

|𝐻𝑋𝑃 (𝑓, 𝑇 )|
2𝑑𝑓

, (12)

with 𝐻𝑁𝑈𝑀 (𝑓, 𝑇 , 𝐸(𝑇 ), 𝜈(𝑇 )) the numerical FRF depending on temperature, frequency, Young modulus and Poisson’s ratio.
𝐻𝑋𝑃 (𝑓, 𝑇 ) denotes the experimental FRF and depends on the temperature and frequency. It is not common to update the Poisson’s
ratio in the literature, but on this test case, it has a very high impact on modes. It will be analyzed in the following sections.

4.4. Model updating results

The model updating results for two temperatures are given in Fig. 11 for 𝑇 = 5.7 ◦C and 𝑇 = 33.4 ◦C, and are superposed with
the corresponding experimental FRF. Model updated results are very similar to the experimental ones, both in terms of amplitude
and phase. It shows also that the polypropylene material composing the plate is very damped, causing very broad peaks and modes
almost combined together.



Fig. 11. Superposition of experimental and numerical updated model for (a) 𝑇 = 5.7 ◦C and (b) 𝑇 = 33.4 ◦C.

Fig. 12. Results of the model updating, for (a) damping ratio and Young Modulus, and (b) for Poisson’s ratio according to the temperature.

The loss factor 𝜂 and the Young’s modulus 𝐸 are presented in Fig. 12a and the Poisson’s ratio in Fig. 12b. It can be seen that
the Young’s modulus varies strongly with temperature. Indeed, the polypropylene becomes softer with temperature, leading to a
decrease in stiffness from 3.25 Gpa at 0 ◦C to 1 Gpa at 60 ◦C. The loss factor is maximal in the interval [10 ◦C, 20 ◦C] with a value
of 8.5%. It decreases outside, with a value of 4.8% at 0 ◦C and about 3.5% at 60 ◦C. These values are very high due to the material,
which makes identification and updating more difficult as previously mentioned. Moreover, the Young’s modulus pattern follows
the modal frequencies evolution. As discussed in Section 4.2, this behavior is typical to glass transition in this temperature range.

As previously stated, it is not common in the literature to update the Poisson’s ratio. As a reminder, this coefficient represents the
deformation of a material in a perpendicular direction to the loading direction. However, in order to get a good agreement between
the experimental and numerical FRFs, the tuning of this parameter was crucial in this study. It was found here that it increases from
the common value 0.34 to approximately 0.475, showing that the material is in a phase transition and is tending to its rubber state
(as stated in Section 4.2). Hence, the variations of this parameter are very important and should be taken into account. It is worth
mentioning the study [20], where the variation of the Poisson’s ratio with temperature of poly(butylene terephthalate) is studied in
an experimental way thanks to a biaxial contact extensometer. The presented results are consistent with the ones obtained here in
terms of Young modulus and Poisson’s ratio range variation and order of magnitude.

Finally, the excellent agreement between the experimental data and the numerical model will allow to predict with a good
precision the effect of the temperature on the bending wave focalization algorithm. This is the subject of the following section.

5. Temperature influence on the STIF method and associated compensation procedure

As explained previously in Section 2, the STIF method requires a learning phase where the dynamics of the structure must be
learned for several temperatures. Thus, if we take as an example a car door panel, for a given number of temperatures 𝑁𝑇𝑃 ranging
from 0 ◦C to 60 ◦C, we will have to perform and process 𝑁𝑇𝑃 × 𝑁𝑠𝑒𝑛𝑠𝑜𝑟𝑠 × 𝑁𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟𝑠 laser vibrometer measurements. To overcome



Table 1
Material properties for the PP plate at 20 ◦C.

Temperature E (GPa) 𝜈 𝜂 (%) 𝜌 (kg/m3)

20 ◦C 2.26 0.37 8.2 950

Fig. 13. (a) Contrast and (b) spot error without temperature compensation of the STIF method.

these limitations, the main idea here is to replace the 𝑁𝑇 experiments by a smaller number, and to find a non-linear function to
determine a filter associated with any temperature in the interval [0 ◦C, 60 ◦C]. In our case, the real conditions are replaced by
numerical experiments using the updated digital twin defined at Section 2, and parameterized by the temperature dependency laws
of the material properties determined in Section 4.

5.1. Bending wave focusing before temperature compensation

To begin with, it is important to evaluate the performances of the STIF algorithm without taking into account the influence
of temperature. The digital twin described in Section 2 and parameterized in temperature with the dependence laws of the
polypropylene will be used to achieve this goal.

To do so, a unique FIR filter is built at a temperature of 20 ◦C (for the 6 actuators), using the parameters previously identified,
available at Table 1.

Then, the bending wave focalization procedure is performed using the FIR coefficients at 20 ◦C on the digital twin for several
temperatures from 0 ◦C to 60 ◦C each 5 ◦C. The results and performances of the algorithm are shown in Fig. 13 using the two key
performance indexes defined in Section 2, namely the contrast and the spot error, for 0 ◦C, 20 ◦C, 40 ◦C, and 60 ◦C.

It can be seen that the STIF method provides only satisfying focalization abilities for the learning temperature a T = 20 ◦C.
Otherwise, the performances are highly degraded, mostly when the operating temperature is far from the learning one. For that
reason, the next section will present a simple method based on an artificial neural network (ANN) to learn the nonlinear relations
between the temperature and the FIR coefficients of the STIF method, in order to be able to adapt them to the actual temperature.

5.2. Presentation of the compensation strategy

This subsection discusses a compensation strategy to take into account the influence of temperature. FIR filters are computed for
different temperatures, using the temperature-parameterized digital twin. From a practical point of view, it is possible to compute
each FIR associated to a temperature every 𝑁𝑇

◦C between 0 ◦C and 60 ◦C, and then to train a neural network which will allow
to determine the FIR filter for any temperature included in this interval. These filters can be obtained by experiments on a real
structure, or in our case by a digital twin updated and parameterized in temperature. This neural network will be stored in the
computer of the car for example. Thus, when the temperature sensor detects a temperature variation, the FIR set corresponding to
this temperature is automatically determined by the neural network and loaded.

The chosen compensation strategy is therefore based on the use of artificial neural networks (ANNs). ANNs are well suited to
our context because they allow us to design an output estimation function for a non-linear multiple input–output system, using
nodes or (neurons) interconnected in a structure made of several layers. The input data is divided into three groups, namely
training, validation and testing. The training group is used for learning, the validation for estimating generalization abilities. The test
group then provides an overview of the performance without influencing the learning. The method is based on the optimization of
coefficients called biases b and weights W that minimize a performance function based on the training dataset [49]. This performance
function is defined as the error between the ANN outputs and the corresponding target outputs. In the case of a small amount of
data and noisy datasets, and to avoid the problem of over learning, a method based on Bayesian regularization [50] will be used.



Fig. 14. Neural Network schematic from Matlab.

Fig. 15. Prediction error regarding the FIR coefficients of the STIF method for several temperatures for the 6 ANNs corresponding to the 6 actuators.

The neural network is constituted by one input layer corresponding to the temperatures
{

𝑇 ◦

1 ,… , 𝑇 ◦

𝑁𝑇𝑃

}

. In our case, the hidden
layer is made by 10 nodes, and the influence of the number of retained nodes is analyzed thanks to a parametric study thereafter.
Moreover, the output layer is composed by the 512 FIR coefficients corresponding to each input temperature. Those FIR are
computed for a given actuator 𝑛 by the digital twin parameterized in temperature,

{

𝑟𝑛(𝑇
◦

1 , 𝑡),… , 𝑟𝑛(𝑇
◦

𝑁𝑇𝑃
, 𝑡)

}

. The temperature inputs
and the corresponding FIR outputs are chosen every 5 ◦C. The activation function of the hidden layer is a tan-sigmoid function and
the output layer one is a linear function. In this present study, the ANN is trained thanks to the Matlab’s toolbox ‘‘Artificial Neural
Network’’ with the Bayesian regularization training algorithm. The scheme of the ANN used is available Fig. 14.

Furthermore, the relative error between the real FIR and the reconstructed FIR for a temperature 𝑇 and for an actuator 𝑛 is given
by :

𝑅𝐸(𝑇 ) = 100 ×
∫ 𝑡
0 (𝑟

𝑁𝑁
𝑛 (𝑡, 𝑇 ) − 𝑟𝑟𝑒𝑎𝑙𝑛 (𝑡, 𝑇 ))2𝑑𝑡

∫ 𝑡
0 (𝑟𝑟𝑒𝑎𝑙𝑛 (𝑡, 𝑇 ))2𝑑𝑡

. (13)

This will allow to quantify the performance and reproduction abilities of the trained ANN on a validation dataset.

5.3. Results for the trained ANN

In order to verify the generalization ability of the trained ANNs and to choose the best number of nodes, a set of FIR filters
corresponding to temperatures ranging from 0 ◦C to 60 ◦C every 0.25 ◦C are computed via the digital twin.

First, as an illustration, the relative error Eq. (13) is plotted in Fig. 15 for each 0.25 ◦C for the FIR filters corresponding to the 6
actuators, and for an hidden layer of 10 nodes. First, the relative error is always lower than 0.9% for each temperature and for the
6 actuators, which is overall a very small error. Second, we can see that the error is minimal at the training temperatures, except for
some temperatures used by the optimization algorithm for testing. As for example at 20 ◦C for actuator 4 or at 50 ◦C for actuator
3. We can conclude that the trained ANNs allow to reproduce very precisely all the FIR coefficients for a given input temperature.

Consequently, the evolution of the FIR coefficients with temperature in 3D is shown in Fig. 16 illustrating the nonlinear nature
of the FIRs evolution with temperature and thus the difficulty in finding a function linking the inputs/outputs without machine
learning.

5.4. Bending wave focusing performances after temperature compensation

The Fig. 17 shows the contrast and spot error after temperature compensation, by using the ANNs trained previously. It can be
seen that for each temperature, the contrast and spot error are recovered and the performances are maximum and comparable to



Fig. 16. Reconstructed FIR coefficients by the neural network according to the temperature, for the 6 actuators.

Fig. 17. (a) Contrast and (b) spot error after temperature compensation.

the ones shown in Section 2. Moreover, we notice that the restitution frequency band is variable. Indeed, the identification part
showed that there is a shift of the eigenfrequencies with respect to the reference temperature (𝑇𝑟𝑒𝑓 = 25.4 ◦C), which explains that
due to the inherent properties of the material, there is a physical limitation to the contrast restitution.

5.5. Discussion about the choice of the parameters for the training phase

In the following, we present a parametric study to optimize the learning step, in terms of trade-off between the amount of input
data and the desired performance.



Fig. 18. MSE of the validation data trained with 6 to 16 hidden nodes.

Fig. 19. MSE for a 14 nodes ANN and for three temperature spacing used for learning (2 ◦C, 5 ◦C, 8 ◦C).

To evaluate the overall generalization capability of ANNs as a function of the number of nodes, we compute the mean square of
the relative error (RE) defined by the Eq. (13) on the validation temperatures (0 ◦C: 0.25 ◦C: 60 ◦C), for 6 to 16 nodes. The results
are available in Fig. 18. It shows that for 9 nodes, the mean for each actuator is under 1%, and after 10 nodes it is less than 0.1%.
This validates our choice of retaining ten nodes. Indeed, the computation time varies greatly, from 1 h for 10 nodes to 7–9 h for 16
nodes. During the training stage, the training data, validation and test are chosen randomly by the bayesian inference algorithm.
Thus, depending on the initial choice, the error will converge more or less quickly and more or less accurately.

In addition, the number of learning temperatures is crucial to guarantee a good generalization capacity. The smaller the interval
between learning temperatures, the better the generalization ability. Thus, three learning steps were performed for datasets with
temperatures spaced every 2 ◦C, 5 ◦C, and 8 ◦C respectively, for each actuator and for 14 nodes. The Fig. 19 shows the mean square
on the validation temperatures for these three different datasets. This spacing of 5 ◦C between each learning temperature is a good
compromise between the cost of the experimental procedure, the cost of training the ANN and the accuracy of the ANN.

More than that, the number of FIR coefficients used to reproduce the target shape is also crucial. The number of 512 coefficients
is chosen because it effectively reproduces the contrast and is low enough for real-time implementation. By taking less than 512
coefficients, the ANNs are trained faster but the contrast is poorly reproduced. On the other hand, the higher the number of
coefficients, the more expensive the training will be in terms of computation and memory capacity. Indeed, it takes about 7–9 h
for 16 nodes, with 512 coefficients, depending on the initial conditions (the computation time can be more or less high).2 As these
calculations are carried out in ‘‘off-line’’, there will be no consequences for the use in operational condition.

2 The type of processor used : Intel(R) Xeon(R) Gold 6138 CPU.



6. Conclusion

In conclusion, the effects of temperature on a bending wave focusing method of a polypropylene plate have been studied, and
a compensation procedure based on a digital twin have been validated. The first step is the realization of a qualitative study of
the influence of temperature on a real test plate made of the target material. Thus, this plate was placed in an oven and uniformly
subjected to different temperatures ranging from 0 ◦C to 60 ◦C. A modal identification based on the pole/residue parameterization
allowed to extract the modal parameters as a function of the temperature. Then, a model update strategy is performed to extract
the temperature dependency of the material parameters. The objective is to precisely know how the material parameters of the
polypropylene vary with temperature to be able to build a physically realistic digital twin. This temperature dependency of the
material is then injected into a digital twin plate which is modeled at Section 2 to simulate the measurements and so to study the
focusing of the bending waves.

The digital twin studied in Section 2 and parameterized in temperature, is then used to study the influence of the temperature
on the STIF algorithm. Indeed, the FIR filters computed for T = 20 ◦C on this numerical model and applied to other temperatures
shows that the STIF algorithm works only for the temperature used during the training. Thus, ANNs were designed to establish a
function between the temperatures and the associated FIR filters, allowing to load and use the appropriate filters for the current
temperature of the car’s trim. Indeed, the ANN training depends on the size of the FIR filters and the amount of training data. Thus,
for 512 coefficients, the generalization ability is verified with training data spaced with an interval of 5 ◦C. This interval is a good
compromise between accuracy, computational cost and the effort required for the experimental realization.

Nevertheless, some limitations must be underlined. First of all, the future work and perspectives is the test of the bending
waves focusing with temperature compensation on a real experimental plate and then on a car door panel, in order to verify the
radiated sound quality. For practical experimental reasons, this was not possible in this work. In particular, the ability to perform
laser vibrometer tests while varying the temperature accurately. Moreover, the temperature variation is assumed homogeneous and
static, thus it would be judicious to study the impact of a temperature gradient and the effect of a rapid evolution. Finally, it would
also be necessary to take into account the other parameters that are difficult to control (coupling evolution, fatigue of the structural
elements of the car, . . . ), with piezoelectric elements allowing to monitor the health of the structure in question for example.
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