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A B S T R A C T

Assessing corrosion is crucial in the petrochemical and marine industries. Usual ultrasonic methods based on
pulse-echo and guided waves to detect corrosion lack of precision and struggle in structures with a complex
shape. In this paper, a complementary and sensitive ultrasonic method based on coda wave interferometry is
presented to detect and quantify thickness loss caused by saltwater corrosion of a steel sample. The method
consists in exciting the sample and measuring periodically the scattered coda signal. Correlation of the coda
signal with a reference taken for the sample initial state permits the monitoring of corrosion spread with a
high accuracy. A laboratory experiment is conducted with two steel samples immersed in saltwater with coda
and temperature measured simultaneously. One of the samples is protected from corrosion and is used as
a control sample to determine the influence of temperature on the coda signals. It is shown that the coda
signals on the corroded sample can be temperature-corrected using the temperature measurement only. A
control sample is not needed. A good correlation is found between a parameter quantifying the stretching of
the coda over time and the corrosion surface, which is monitored with a camera. Finally, a simple theoretical
model of coda signal is proposed to quantify the real-time average corrosion rate during the experiment with
a sub-micrometric precision. The estimated final average corrosion depth is validated by independent depth
profile measurements. The uncertainties and sensitivity of the presented method are investigated.
1. Introduction

Corrosion can significantly reduce the lifetime of metallic structures
and cause their failure. Efficiently monitoring the rate of corrosion is
a major safety, financial and environmental issue in the petrochemical
and marine industries. Numerous complementary Non Destructive Test-
ing (NDT) methods exist to quantify the corrosion [e.g. with ultrasound,
electromagnetic or optical fiber sensors, see Refs. 1,2, for review]. The
corrosion chemical reaction can be directly measured, with e.g. elec-
trochemical sensors, but most of the NDT methods are indirect and
monitor the mass or thickness loss of the investigated metallic structure.
The simplest method consists in having a coupon composed of the same
material and in the same corrosive conditions as the tested structure
and to regularly retrieve this sample to measure its mass. However,
this method is unpractical and does not permit a real time monitoring
of the corrosion rate.

Ultrasonic approaches are popular because they are relatively
cheap, can be used remotely and are able to detect corrosion beneath
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a protection coating without needing the sensor to be embedded in
the structure. There are two main ultrasonic approaches to measure
corrosion in the literature. The first one, pulse-echo, consists in sending
a pulse with a piezoelectric sensor and measure its echoes off the
opposite walls of the tested sample [3–6]. The time between the arrivals
of the two echoes is proportional to the sample thickness and de-
creases as corrosion progresses because the average thickness decreases
(Fig. 1a). Interestingly, Zou and Cegla [5] showed that ultrasonic
signals do not capture the loose corrosion deposits that accumulate
at the surface but are only sensitive to the thickness loss. The second
main ultrasonic approach (pitch-catch) consists in exciting selected
guided waves which are sensitive to surface roughness and record how
these eigenmodes are modified because of the scattering, reflections or
mode conversions caused by surface corrosion [7–11]. Guided wave
techniques are usually more sensitive than pulse-echo to track changes
in wall thickness and are particularly useful to inspect large areas
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Fig. 1. (a) Schematic of the principle of the acoustic methods to detect the average thickness loss caused by corrosion. (b) Schematic and picture of the experimental setup. (c)
Schematic of the process to record coda signals.
which are difficult to access with other NDT methods. In addition to
these two main ultrasonic approaches, some authors conducted passive
corrosion monitoring by tracking the ultrasonic acoustic emissions
caused by bubble break-up or rupture of the passive film at the surface
of austenitic stainless steel samples but the acoustic emission amplitude
is so low that this method is compromised by environmental noise in
field applications [12,13]. Finally, Hogg et al. [14] applied nonlinear
ultrasonic resonant spectroscopy to detect stress corrosion cracking on
a stainless steel rod. They excited a resonance of the rod and observed
that its amplitude and the shift in its frequency as the excitation
amplitude increases is more important when the rod has been exposed
for a longer time to a corrosive environment.

In this paper, an alternative and complementary ultrasonic corro-
sion monitoring method based on coda wave interferometry (CWI) is
presented. CWI was initially introduced by Snieder at al. [15] as a
seismic method to evaluate local variations in wave velocities in the
ground. When a structure is excited with a pulse and its response is
measured, the coda signal consists of the waves reflected multiple times
off the structure boundaries and heterogeneities. This signal is very
reproducible as long as no changes occur in the elastic properties or ge-
ometry of the tested structure. However, if any heterogeneity appears,
such as corrosion roughness, small delays are introduced on the wave
paths and will accumulate over the multiple reflections. As a result,
the coda signal is sensitive to damage that would remain undetectable
by first arrival waves. The principle of CWI is to compare e.g., with
correlation, the state of the coda at a given time with that of a reference
coda signal measured for the structure initial state. CWI is often used
to track local wave velocity, stress and temperature anisotropies or
water front progression in the ground or in concrete [16,17] [see 18,
for review]. Chen et al. [19] showed that CWI can track the real time
cleaning of a biofilm (wax layer) at the surface of a stainless steel
plate. In their experiment, a piezoelectric emitter/receiver transducer
2

is glued to the plate, on the face opposite to the wax layer. At different
times, the transducer excites the structure with an ultrasonic pulse and
measures the coda signal scattered in the plate and the wax layer. As the
wax layer is cleaned over time with a hot water flow, the correlation co-
efficient of the coda signal with respect to its initial shape decreases and
stabilizes when the wax layer is completely cleaned off. The authors
also detected fouling formation using the same technique [20]. In the
present paper, the same approach as Chen et al. [19] is applied to track
the thickness thinning of a steel sample in saltwater. To the authors’
best knowledge, CWI has never been used to monitor corrosion. The
diffuse coda is potentially more sensitive to changes in wall thickness
than the pulse-echo and pitch-catch techniques, which are based on the
first arrival waves that interact only once with the corroded surface
during their propagation. Moreover, CWI performs well in structures
with a small size, a complex shape or an heterogeneous composition,
i.e. where guided waves methods struggle, because more reflections
imply a longer coda signal. More importantly, since it is based on com-
parison with a reference, CWI does not rely on the a priori knowledge
of the corroding structure geometry.

It is worth noting that the coda signal is not only sensitive to the
apparition of damage but is also extremely sensitive to any environ-
mental changes that affect wave velocities in the structure such as
temperature variations [21]. Therefore, it is important to measure these
environmental parameters or work in conditions where they do not
change to be able to track changes caused by corrosion only. In this
paper, high frequencies (between 5 MHz to 15 MHz) are investigated
to excite longitudinal waves reflecting off the opposite faces of a steel
plate-like sample (Fig. 1a). Doing so, the measured coda is not sensitive
to boundary conditions along the sides of the sample, but only to
thickness loss caused by corrosion and to the temperature.

The objective of this research work is to show that observed changes
in the coda signal measured on a corroding steel sample can be used
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as a real-time and precise indicator of the corrosion onset and spread-
ing. The experimental setup is described in Section 2. In Section 3.1,
the parameters to quantify the evolution of the coda signal during
a corrosion experiment are presented and the influence of tempera-
ture on the coda signal is determined. Then, a corrosion experiment
is conducted in saltwater with simultaneous coda and temperature
measurements. The evolution of the coda signal is compared with the
corrosion surface measured using a camera. Finally, in Section 4.1,
a simple theoretical model of coda signal is presented to interpret
the experimental results and quantify the time-varying corrosion rate
during the experiment. The estimated final corroded depth is compared
with depth measurements conducted after the corrosion experiment.

2. Experimental setup

The paper is devoted to observe how the coda signal measured on a
steel sample is related to the average thickness loss caused by corrosion
over time. To do so, an emitter/receiver piezoelectric transducer (of
diameter 2 cm) is glued onto a 4-by-4 cm2, 2 mm thick steel plate
(Fig. 1b). In order to protect the transducer from saltwater, the sample
surface with the transducer is casted into epoxy resin. A thermocouple
is also casted into epoxy resin beside the transducer to measure the
sample temperature. The exposed face of the sample, opposite to the
transducer, is ground with fine sandpaper to make it more vulnerable
to corrosion. In order to correct the measured coda signal from the
temperature bias, a second sample is prepared. This ‘control sample’
is cut from the same plate and has same dimensions as the first sample
(‘test sample’) but its exposed surface is protected from corrosion with
an anti-corrosion varnish. The idea is to use the coda signal variations
caused by temperature on the control sample to compensate those
variations on the test sample and therefore observe the influence of
corrosion only on the coda signal of the test sample. This method was
introduced by Zhang et al. [17] to correct the coda signal measured on
a concrete pillar subjected to a tensile test from the temperature bias.
Temperature compensation of the coda signal is detailed in the next
section.

The two prepared samples are set vertically on a 3D-printed stand
inside a water tank (Fig. 1b). The mechanical stresses applied on the
samples do not vary during the experiments so that the measured
coda signal is only affected by corrosion and temperature. A camera
regularly takes pictures of the exposed surface of the test sample.
Temperature measurement and picture capture are performed with a
Raspberry Pi 4B board and python programming language. A LED panel
ensures a constant lighting of the sample throughout the experiment.
The tank and the LED panel are installed in an opaque box so that
the captured pictures are not affected by daily light changes. The tank
is filled with saltwater with 3% NaCl. Constant temperature (±1 ◦C)
and water cleanness are maintained using a heater set at 30 ◦C and
a water pump and filter. A high water temperature implies a higher
corrosion rate than can be observed in the sea and thus allow to reduce
the duration of the experiment.

The coda is the part of the sample impulse response ℎ(𝑡) after the
first wave arrivals. To measure ℎ(𝑡), a frequency-modulated (chirp)
signal 𝑐(𝑡) of duration 1 ms with frequency varying linearly with
time from 5 MHz to 15 MHz is generated by an arbitrary waveform
generator (DG4162, Rigol) and excites the piezoelectric transducer. The
induced vibration response 𝑟(𝑡) of the sample is recorded by the receiver
with an acquisition board (14-bit, PicoScope 5444D, Pico Technology)
at sampling frequency 125 MS s−1. The sample response is 𝑟(𝑡) =
ℎ(𝑡) ∗ 𝑐(𝑡) where ∗ is the convolution product (Fig. 1c). Finally, the
impulse response ℎ(𝑡) of the sample is retrieved by convoluting the
measured response by the conjugate of the emitted chirp: 𝑟(𝑡) ∗ 𝑐(−𝑡) =
ℎ(𝑡) ∗ 𝑐(𝑡) ∗ 𝑐(−𝑡) ≃ ℎ(𝑡), assuming that the chirp autocorrelation
𝑐(𝑡) ∗ 𝑐(−𝑡) approximates to the delta distribution 𝛿(𝑡) (Fig. 2a). ℎ(𝑡) is
averaged over 20 measurements to minimize background noise in the
3

coda signal, without any amplification of the excitation signal needed. a
Fig. 2. (a) Impulse response measured on a steel sample immersed in saltwater. (b)
Logarithm impulse response.

Signal emission, acquisition and processing are performed using python
and the picosdk library to communicate with the PicoScope. In the
following, 𝑡𝑒𝑥𝑝 refers to the time of acquisition of the coda signal and
temperature and 𝑡 refers to the time within a coda signal.

The frequency range of excitation from 5 MHz to 15 MHz was
chosen to excite longitudinal waves propagating in the sample thickness
and reflecting multiple times off the sample opposite faces. These waves
are not very sensitive to side boundary conditions but are sensitive to
the changes occurring in front of the piezoelectric transducer such as
variations of the sample thickness caused by corrosion. The amplitude
of a diffuse coda typically decays with time 𝑡 as exp(−𝑡∕𝜏) with 𝜏, the
characteristic attenuation duration (Fig. 2b). In the tested steel samples
immersed in saltwater, the coda is observed between 𝑡 ≃ 5 μs and
𝑡 ≃ 30 μs. Before 𝑡 ≃ 5 μs, the wave field is not diffuse yet and after
𝑡 ≃ 30 μs, the background noise level is reached. In the following,
‘early coda’ refers to the coda signal when the signal amplitude starts
to decay exponentially and ‘late coda’ refers to the signal just before
reaching noise level. The attenuation time 𝜏 is estimated to be about
7 μs by fitting a linear law to the logarithm envelope amplitude. The
characteristic attenuation time 𝜏 is about 10 times longer than the
approximate time-of-flight duration of waves reflected off the sample
opposite faces 𝛥𝑡 = 2𝑒

𝑣𝐿
≃ 0.66 μs, with 𝑒 = 2 mm, the thickness and

𝐿 ≃ 6020 m s−1, the longitudinal wave velocity. Considering that
noise level is reached after about 𝑡 ≃ 4𝜏, the variations in the sample
thickness have been probed about 40 times in the late coda.

3. Experimental results

3.1. Quantification of the coda signal variation

A way to quantify how much the coda evolves over time due
to corrosion or temperature is to measure the correlation coefficient
between a section of the coda at a given time 𝑡𝑒𝑥𝑝 since the start of
the experiment and the same coda section at a reference time 𝑡𝑒𝑥𝑝 = 0
corresponding to the sample initial state. Practically, the decorrelation
of coda sections 𝑠1(𝑡) and 𝑠2(𝑡) in the time window 𝑡 ∈ [𝑡1, 𝑡2] i.e., 𝐷 =
− 𝐶, with 𝐶, the correlation coefficient, is

= 1 −
𝑠1(𝑡)𝑠2(𝑡)

√

∫ 𝑡2
𝑡1

𝑠1(𝑡)2d𝑡 ∫
𝑡2
𝑡1

𝑠2(𝑡)2d𝑡
. (1)

he decorrelation coefficient 𝐷 varies between 𝐷 = 0, corresponding
o identical signals, and 𝐷 = 2, corresponding to signals with opposite
hases. A decorrelation 𝐷 = 1 means that the signals are completely
ncorrelated (𝐶 = 0). The duration of the correlation windows is

rbitrarily chosen to be about ten periods of waves at the average
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Fig. 3. (a) Variation of temperature 𝑇 with respect to its value at the start of the experiment 𝑇 (𝑡𝑒𝑥𝑝 = 0) for two 4-by-4 cm2, 2 mm thick steel plates in air during 24 h. (b) and
(c) Decorrelation curves of the (b) test and (c) control samples for different starting times of the correlation window, normalized by the characteristic attenuation time 𝜏 ≃ 37 μs
different colors). The correlation window duration is 1 μs. (d) Coda stretching factor 𝛼 of the two samples. (e) Coda stretching factor 𝛼 as a function of the temperature variation
− 𝑇 (𝑡𝑒𝑥𝑝 = 0). A linear fit is given (full line).
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requency of the coda signal i.e. here 𝑡2 − 𝑡1 ≃ 1 μs. The late coda
ignals are more sensitive to damage apparition but they are also
ore sensitive to the noise level. Decorrelation windows can typically

e observed before 𝑡 ∼ 4𝜏 ≃ 25 μs, after which the signal-to-noise
atio is too low and the decorrelation coefficient 𝐷 rapidly diverges,
ndependently of corrosion.

Coda variations over time can also be quantified using a single
arameter representing the stretching of the coda signal. Assuming con-
tant velocity variations and a homogeneous media, the time shift (pos-
tive or negative) between the measured and reference codas increases
inearly with time 𝑡 in the coda [21]. Consequently, the waveform
fter the perturbation appears stretched with respect to the reference
aveform ℎ0(𝑡) as ℎ0(𝑡(1 + 𝛼)) with 𝛼, a real coefficient that quantifies

he coda stretching with respect to the reference coda, and also repre-
ents the relative change in wave velocity in the sample 𝛼 = 𝛥𝑣∕𝑣0 [17].
emperature can also cause the sample to dilate when temperature

ncreases but Rommetveit et al. [3] showed that changes on wave
4

o

elocities caused by temperature affects ultrasonic signals significantly
ore than sample dilatation. To estimate the factor 𝛼 for a given
easurement time 𝑡𝑒𝑥𝑝, stretched signals ℎ0(𝑡(1+𝑎)) are computed using

he reference coda signal ℎ0(𝑡) for a range of factors 𝑎 ∈ [−0.5, 0.5] %.
hen, all ℎ0(𝑡(1 + 𝑎)) signals are correlated with the coda signal ℎ(𝑡)
easured at time 𝑡𝑒𝑥𝑝. The maximum of correlation is for 𝑎 = 𝛼.

.2. Influence of temperature on coda signal

As temperature increases, the wave velocity 𝑣 decreases and the
oda appears elongated with respect to a reference for a lower tem-
erature [17,21,22]. In other words, the stretching factor 𝛼 = 𝛥𝑣∕𝑣0

decreases. To correct the coda signals on the tested sample from the
temperature bias, the procedure of Zhang et al. [17] is followed. At
each measurement time 𝑡𝑒𝑥𝑝, the coda stretching factors are measured
n the tested and control samples (𝛼 and 𝛼 , respectively) and are
𝑡𝑒𝑠𝑡 𝑐𝑜𝑛𝑡𝑟𝑜𝑙
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Fig. 4. (a) and (b) Decorrelation curves of the test sample in air obtained after de-stretching the coda signals using factor 𝛼 deduced (a) from control sample coda signals and
(b) from temperature 𝑇 − 𝑇 (0), using the linear law found in Fig. 3e. The different colors represent different starting times of the 1 μs-long correlation window, normalized by the
characteristic attenuation time 𝜏 ≃ 37 μs.
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ifferentiated to obtain the coda stretching factor 𝛼𝑐𝑜𝑟𝑟 = 𝛼𝑡𝑒𝑠𝑡 − 𝛼𝑐𝑜𝑛𝑡𝑟𝑜𝑙
orresponding to corrosion only.

First, the relation between 𝛼 and the temperature is evaluated on the
teel samples. To do so, the coda decorrelation is measured every two
inutes on the two dry samples exposed to the room temperature for
4 hours (h). The results are presented in Fig. 3. During the experiment,
emperature first decreases constantly, then decreases more sharply
t 𝑡𝑒𝑥𝑝 ≃ 16 h and finally increases after 𝑡𝑒𝑥𝑝 ≃ 17 h (Fig. 3a). The
ecorrelation curves follow well the temperature on both samples, with
he reference coda signal taken at 𝑡𝑒𝑥𝑝 = 0 (Fig. 3b and 3c). The
ecorrelation returns to 0 around 𝑡𝑒𝑥𝑝 ≃ 23 h when the temperature
eaches its initial value. It is clear that the later coda time windows are
ore affected by temperature than the earlier ones. The coda stretching

actor 𝛼 quantifying how much the coda is stretched with respect to its
eference at 𝑡𝑒𝑥𝑝 = 0 also shows a similar variation as the decorrelation
urves (Fig. 3d). Note that 𝛼 is very similar on both samples, which
onfirms that the temperature influence on the coda signal on the
ontrol sample is representative to that observed on the test sample. As
xpected, the coda stretching factor 𝛼 is inversely proportional to the
emperature variation 𝑇 − 𝑇 (𝑡𝑒𝑥𝑝 = 0) (Fig. 3e). The best fit to the data
s 𝛼 ≃ −0.0124(𝑇 − 𝑇 (𝑡𝑒𝑥𝑝 = 0)) (in %). This law depends a priori only
n the sample constituting material and not on its dimensions because
represents the wave velocity variation within the plate thickness in

he investigated frequency range from 5 MHz to 15 MHz.
The factor 𝛼𝑐𝑜𝑛𝑡𝑟𝑜𝑙 measured on the control sample can be used to

orrect the stretching caused by temperature variations on the test
ample by ‘de-stretching’ each coda signal ℎ(𝑡) at measurement time
𝑒𝑥𝑝 as ℎ(𝑡∕(1 + 𝛼𝑐𝑜𝑛𝑡𝑟𝑜𝑙(𝑡𝑒𝑥𝑝))). The decorrelation curves obtained from
orrected coda signals on the test sample are shown in Fig. 4a. The
ecorrelation caused by the temperature variations is well compensated
𝐷 < 0.002). There is no residual decorrelation because the samples did
ot corrode and the influence on the coda of the other environmental
arameters (e.g. pressure, humidity) is negligible. The coda signals on
he test sample can also be de-stretched using the factor 𝛼𝑇 deduced
rom the temperature variation (Fig. 4b). Consequently, a temperature
easurement seems sufficient to correct decorrelation curves from

emperature variations. This is confirmed in the following corrosion
xperiment.

.3. Influence of saltwater corrosion on coda signal

A corrosion experiment is now conducted in saltwater as described
n Section 2. The test sample can corrode but the control sample is
5

rotected from corrosion and is dedicated to show the coda stretching
aused by temperature variations. Coda is measured every two minutes
or 60 h and the reference coda is chosen at the moment when the
amples are immersed. The results of this experiment are presented
n Fig. 5. During the experiment, the temperature varies with a saw-
ike pattern caused by the fact that the water heater successively turns
n and off to maintain water temperature around 30 ◦C (Fig. 5a).

Note that the temperature was not measured between 𝑡𝑒𝑥𝑝 = 5 h and
𝑡𝑒𝑥𝑝 = 6.5 h due to a Raspberry Pi failure. The temperature variation
is clearly visible in the decorrelation curves of both samples (compare
Fig. 5a with 5b and 5c). On the test sample, the decorrelation 𝐷 reaches
almost 2 in the late coda (𝑡 > 2𝜏) and then decreases (Fig. 5b). In
ontrast, on the control sample, all decorrelation curves stay lower than
= 0.1 for the whole experiment (Fig. 5c). The coda stretching factor

𝑡𝑒𝑠𝑡 increases up to 0.4% on the corroded sample (Fig. 5d). On the con-
rol sample, 𝛼𝑐𝑜𝑛𝑡𝑟𝑜𝑙 follows closely the one deduced from temperature
ariation (𝛼𝑇 ) using the scaling law from Fig. 5e. The coda stretching
actor 𝛼𝑐𝑜𝑟𝑟 caused by corrosion only can be deduced by subtracting
he factor measured on the test sample with that measured on the
ontrol sample (𝛼𝑡𝑒𝑠𝑡 − 𝛼𝑐𝑜𝑛𝑡𝑟𝑜𝑙) or with that deduced from temperature
𝛼𝑡𝑒𝑠𝑡 − 𝛼𝑇 ). Both are close to each other and the temperature-related
aw-like variations are not visible any more. This confirms that a
ontrol sample is not needed to correct the coda from temperature
ias but only an independent temperature measurement. The fact that
he stretching caused by corrosion increases during the experiment can
e explained as follows. As the sample thickness decreases, the time-
f-flight duration of waves in the thickness decreases. Consequently,
ave fronts arrive slightly earlier at the transducer and the coda signal
ppears compressed with respect to its initial state reference, as if the
ave velocity increased. Therefore, 𝛼 = 𝛥𝑣

𝑣0
increases.

Similarly as in Section 3.2, the decorrelation curves are corrected
to remove the effect of temperature (Fig. 6). The corrected curves
are similar for both methods of estimating the 𝛼 due to temperature
variations (with the control sample or with the temperature, Fig. 6a
and 6b). By de-stretching each coda signal ℎ(𝑡) at measurement time
𝑡𝑒𝑥𝑝 on the test sample as ℎ(𝑡∕(1+ 𝛼𝑡𝑒𝑠𝑡(𝑡𝑒𝑥𝑝))) using factor the stretching
factor 𝛼𝑡𝑒𝑠𝑡 measured on the same sample, all the decorrelation caused
by phase shifting can be removed (Fig. 6c). The residual decorrelation is
caused by amplitude variations in the coda only but stays below 𝐷 = 0.1
i.e., much lower than the decorrelation caused by coda stretching. One
can therefore assume that the presence of corrosion mostly stretches
the coda signal with respect to the initial state reference, at least at
high frequencies.

The pictures of the exposed face of the sample throughout the
experiment reveal that corrosion spreads rapidly after the start of the
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Fig. 5. Two 4-by-4 cm2, 2 mm thick steel samples are immersed in saltwater during 60 h. (a) Temperature measured on each sample with respect to the temperature at the start
f the experiment. (b) and (c) Decorrelation curves on the (b) test and (c) control samples for different starting times of the correlation window, normalized by the characteristic
ttenuation time 𝜏 ≃ 7 μs (different colors). (d) Coda stretching factor 𝛼 of the two samples and 𝛼𝑇 deduced from temperature variation on the test sample, using the scaling law

of Fig. 3e. (e) Coda stretching factor caused by corrosion 𝛼𝑐𝑜𝑟𝑟.
experiment, with most of the final corroded surface reached before
𝑡𝑒𝑥𝑝 = 5 h (Fig. 7a). After 𝑡𝑒𝑥𝑝 = 5 h, the corroded surface does
not grow much any more but the corrosion patch slightly changes of
color. In order to verify whether the measured coda stretching (Fig. 7b)
is representative of the corrosion spreading, it is compared with an
independent parameter related to corrosion: the average pixel value of
the pictures of the sample surface (Fig. 7c). Both the stretching factor
𝛼𝑐𝑜𝑟𝑟 and the average pixel value strongly increase at the start of the
experiment, up to about 𝑡𝑒𝑥𝑝 ≃ 15 h and 𝑡𝑒𝑥𝑝 ≃ 7 h, respectively. After
𝑡𝑒𝑥𝑝 ≃ 15 h, the stretching factor continues to increase linearly with
ime until the end of the experiment while the average pixel value
tabilizes and saturates to its final value after 𝑡𝑒𝑥𝑝 ≃ 35 h. An excellent
orrelation is observed between the coda stretching factor 𝛼 and the
6

𝑐𝑜𝑟𝑟
average pixel value until 𝑡𝑒𝑥𝑝 ≃ 5 h. Therefore, the parameter 𝛼𝑐𝑜𝑟𝑟 is
a good indicator of corrosion onset. After 𝑡𝑒𝑥𝑝 ≃ 7 h, 𝛼𝑐𝑜𝑟𝑟 continues
to increases while the pixel value stabilizes, possibly indicating that
corrosion continues to occur below the apparent brown patch. In the
next section, the average corrosion depth in the present experiment is
quantified using a simple model.

4. Discussion

4.1. A simple model to quantify corrosion depth from coda signal

A simple theoretical model of synthetic coda signals in a sample of
varying thickness is proposed in order to estimate the average corroded
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Fig. 6. (a) and (b) Decorrelation curves of the test sample in saltwater obtained after de-stretching the coda signals using factor 𝛼 due to temperature deduced from (a) the control
sample coda signal, (b) temperature variation (using the linear law found in Fig. 3e). (c) Decorrelation curves of the test sample obtained after complete de-stretching of the coda
signals. The different colors represent different starting times of the 1 μs-long correlation window, normalized by the characteristic attenuation time 𝜏 ≃ 7 μs.

Fig. 7. (a) Pictures of the corrosion of the test sample during the 60 h experiment in saltwater. (b) Coda stretching factor caused by corrosion 𝛼𝑐𝑜𝑟𝑟 and (c) Normalized mean
pixel value in the pictures of the experiment. (d) Coda stretching factor 𝛼𝑐𝑜𝑟𝑟 as a function of the normalized pixel value. The data of the first 5 h of the experiment are fitted
with a linear law. The times of the pictures in (a) are indicated with vertical red lines in (b) and (c) and with red dots in (d).
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Fig. 8. (a) Schematic of the physical model to describe wave propagation at high frequencies in plates. (b) Theoretical coda signal obtained by summing impulses arriving at
multiples of 𝛥𝑡. (c) Early and (d) Late coda signal in the physical model at 10 MHz for different average corrosion depths. (e) and (f) Normalized amplitude spectrum of (e) the
ntact plate in the 10 MHz physical model and (f) measured at the beginning of the 60 h corrosion experiment in saltwater for both samples. In panel (e), dashed lines show the
ormalized amplitude spectrum of one impulse.
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epth from the experimental results. At 10 MHz, the wavelength of
ompressional waves is about 𝜆 ≃ 0.6 mm. In the experiment, the
nvestigated samples are plate-like structures of thickness 𝑒 = 2 mm
≃ 3.3𝜆. In this context, it is assumed that the recorded impulse response
is composed of the multiple reflections of the original emitted pulse
off the plate opposite faces, each reflection arriving at multiples of the
time-of-flight duration 𝛥𝑡 = 2𝑒∕𝑣𝐿 (Fig. 8a). A synthetic coda signal
is computed by summing pulses consisting of a period of a 10 MHz
sine wave every multiples of 𝛥𝑡 (Fig. 8b). The signal is multiplied by
exp(−𝑡∕𝜏), with 𝜏 = 7 μs, the characteristic attenuation time measured
during the experiment in saltwater, and filtered between 5 and 15 MHz,
to reproduce the characteristics of the experimental signals. The ampli-
tude spectrum of this signal is a comb of pulses separated by frequency
1∕𝛥𝑡 ≃ 1.5 MHz and modulated by the amplitude spectrum of a single
10 MHz sine period (Fig. 8e). A similar amplitude spectrum is observed
in the laboratory experiment, when exciting the 2 mm thick samples
in the frequency range from 5 MHz to 15 MHz (Fig. 8f). Synthetic
coda signals are computed for different average corroded depths 𝑑𝑐 ,
i.e. for thicknesses 𝑒 = 2𝑚𝑚− 𝑑𝑐 . The early coda is similar for all tested
hicknesses (Fig. 8c). However, as the corrosion depth 𝑑𝑐 increases,

the time-of-flight duration 𝛥𝑡 is slightly shorter and the time shifts
ccumulate over the multiple wave reflections, so that the pulses arrive
8

lightly earlier in the late coda (Fig. 8d). f
Similarly as in the laboratory experiments, the coda stretching
factor 𝛼 is computed for these synthetic coda signals. As expected, 𝛼 is
bserved to be proportional to the average corrosion depth 𝑑𝑐 (Fig. 9a).
his linear scaling is used with the factor 𝛼𝑐𝑜𝑟𝑟 measured during the 60 h

experiment in saltwater (Fig. 5e) to deduce the instantaneous average
corrosion depth during the experiment (Fig. 9b). This curve is time-
derivated to get the average corrosion rate (Fig. 9c). The corrosion
rate is initially around 25 μm per day and rapidly decays to reach
a constant rate of about 1 μm after 𝑡 = 20 h. This evolution is in
greement with early corrosion rates of steel coupons in saltwater
stimated by Melchers and Jeffrey [23] by periodically weighting the
oupons. A chemical explanation of why the corrosion rate is initially
igh and then decays to finally stabilize is given by the authors. In
he present experiment, the final average corrosion depth of the test
ample is estimated to be about 8 μm. This depth is validated by surface
cans of the test sample performed with a profilometer (Alpha Step IQ,
CIENTEC with 50 μm s−1 scan speed): the final corroded depth varies
etween 0 and 16 μm (±20 nm) and its average is very close to the depth
f 8 μm estimated from 𝛼𝑐𝑜𝑟𝑟 (Fig. 10).

Finally, theoretical coda decorrelation curves are computed using
he synthetic coda signals corresponding to the coda stretching factor
𝑐𝑜𝑟𝑟 measured during the experiment (Fig. 5e). The modeled decorrela-
ion curves are quantitatively very close to the measured ones corrected

rom temperature variations, although slightly lower (Fig. 9d and 9e).
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Fig. 9. (a) Coda stretching factor 𝛼 of synthetic coda signals for different plate thicknesses (corrosion depths). (b) Average corrosion depth during the 60 h experiment in saltwater
estimated using the coda stretching factor 𝛼𝑐𝑜𝑟𝑟 from Fig. 7b and the scaling low of panel (a). (c) Corrosion rate as a function of time. (d) and (e) Temperature-corrected decorrelation
curves from Fig. 6ab (full lines) and decorrelation curves computed from synthetic coda signals (dashed lines). The different colors represent different starting times of the 1 μs-long
correlation window, normalized by the characteristic attenuation time 𝜏 ≃ 7 μs.
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The slight discrepancy might come from the fact that the surface
of the sample was partially corroded in the experiment, contrary as
assumed in the model (Fig. 7a). Indeed, only the thickness of the
sample intervenes in the model, which supposes that the sample is
corroded uniformly over its whole surface. That said, the simple model
of longitudinal waves reflected off the opposite sample faces seems
to accurately describe the laboratory observations and quantifies the
instantaneous sub-micrometric average corrosion depth from the coda
stretching factor 𝛼𝑐𝑜𝑟𝑟. The computation of the average corrosion depth
could be implemented in real time during a corrosion experiment if
both the coda stretching factor and the temperature are measured with
the same apparatus.

4.2. Uncertainty on the corrosion depth estimate

The uncertainty on the corrosion depth estimated with the CWI
method is evaluated. Some uncertainty arises from the determination
of the coda stretching factor 𝛼. As described in Section 3.1, to estimate
9

s

the value of 𝛼 at a given time 𝑡𝑒𝑥𝑝, the reference coda signal ℎ0(𝑡) is
tretched as ℎ0(𝑡(1+𝑎)), for a range of factors 𝑎 and the stretched signals
0(𝑡(1 + 𝑎)) are then correlated with the coda signal ℎ(𝑡) measured at
ime 𝑡𝑒𝑥𝑝. The maximum of correlation corresponds to 𝑎 = 𝛼. Since the
orrelation coefficient as a function of 𝑎 can be noisy, this function
s fitted with a gaussian law and the maximum of the gaussian is
hosen as the maximum of correlation. Sometimes, the maximum of
he correlation coefficient and the maximum of the fitted gaussian may
ot exactly match, which implies a slight uncertainty on the value of
and therefore on the corrosion depth. The resulting precision on the

orrosion depth is estimated to be about 0.07 μm. Another source of
ncertainty on the corrosion depth comes from the computation of
he stretching factor 𝛼𝑐𝑜𝑟𝑟 caused by corrosion by differentiating the
tretching factor 𝛼𝑡𝑒𝑠𝑡 measured on the test sample either with that
easured on the control sample (𝛼𝑡𝑒𝑠𝑡 − 𝛼𝑐𝑜𝑛𝑡𝑟𝑜𝑙) or with that deduced

from temperature (𝛼𝑡𝑒𝑠𝑡 − 𝛼𝑇 ) (Fig. 5). The precision on 𝛼𝑐𝑜𝑟𝑟 resulting
rom using one or the other approaches is in average about 0.005%,
.e. about 0.1 μm on the corrosion depth. Consequently, the total preci-
ion on the corrosion depth evaluated with the CWI method presented
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Fig. 10. Six profiles of depth scanned at the surface of the corroded sample at the end of the experiment in saltwater. Depth of 0 μm corresponds to the uncorroded part of the
sample. The expected average depth of 8 μm is indicated by a dashed line and the measured average corroded depth is indicated by a dotted line.
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Fig. 11. Comparison of the final average corrosion depth measured with a profilometer
ith that estimated with the method presented in this paper for five corrosion

xperiments of 2 mm thick steel samples in salted water.

n this paper is approximately 0.2 μm. For the final corrosion depth of
μm obtained in the above experiment, the uncertainty is 2.5%.

.3. Repeatability

To verify whether the method is robust, four additional corrosion
xperiments of 2 mm thick steel samples in salted water have been
onducted and the final average corrosion depth estimated with CWI is
ompared with that measured with the profilometer (Fig. 11). A good
greement is observed. Note that the uncertainty of the profilometer
easurement is high (more than ±1 μm) because the corrosion depth

s heterogeneous and is estimated from a few millimeter long profiles
cf Fig. 10). In contrast, CWI gives an estimate of the sample corrosion
epth averaged over the surface of the piezoelectric transducer.

.4. Sensitivity range

One of the assumption of the coda model proposed in Section 4.1 is
hat the lateral dimensions of the sample do not affect the measurement
10

o

of the corrosion depth because, at high frequency from 5 MHz to
15 MHz, the piezoelectric transducer is mainly sensitive to the reflec-
tions of longitudinal waves in the sample thickness. This assumption is
verified with an experiment on a 10-by-4 cm2, 2 mm thick steel plate
with three piezoelectric transducers side-by-side (Fig. 12a). The plate
is left in air for an hour and the decorrelation of the coda is measured
on all three transducers (Figs. 12a-c). At 𝑡𝑒𝑥𝑝 = 30 min, a drop of
water is deposited in front of one transducer (at position 𝑥 = 0). The
observed decorrelation 𝐷 is respectively 10 and 20 times smaller for
the transducers at 𝑥 = 2.7 cm (𝐷 < 0.02) and 𝑥 = 5.4 cm (𝐷 < 0.01)
rom the drop than for the transducer at 𝑥 = 0 (𝐷 < 0.2). Therefore,
t is reasonable to assume that the transducer is mostly sensitive to
erturbations (e.g. corrosion) occurring in front of it and that the lateral
imensions of the sample (and thus wave reflections from the sides) will
ot affect its measurement.

. Conclusions

A technique based on coda wave interferometry was proposed to
uantify the thickness loss caused by saltwater corrosion on a steel
ample. The method consists in measuring the coda stretching and the
emperature as a function of time on the corroding sample, with respect
o a reference chosen for the sample initial state. The stretching of
he coda caused by temperature variations can easily be compensated
n the corroding sample using either a control sample protected from
orrosion or a relation between coda stretching and temperature. The
emperature-corrected coda stretching factor is observed to correlate
ith an independent corrosion parameter computed from pictures of

he onset of corrosion on the sample during a 60 h experiment in
altwater. A simple physical model of coda signals composed of lon-
itudinal waves reflected off the sample opposite faces reveals that the
oda stretching factor is proportional to the average corrosion depth.
his relation was used to deduce the instantaneous average corrosion
epth and corrosion rate during the experiment. The estimated av-
rage corrosion depth is validated by depth profiles measured after
he experiment. As a result, the ultrasonic coda provides a precise
eal time local indicator of corrosion onset and development at the
urface of a steel sample. This technique is potentially more precise
han the other ultrasonic methods which are based on first arrival wave
ronts that probe the thickness loss only once during their propagation.
uture work include conducting chemical experiments with imposed
orrosion rates to verify whether the method presented in this paper
an quantitatively track the corrosion speed in real time. Additionally,
he measurement setup will be deployed in situ to monitor corrosion of

ffshore and onshore metallic structures.
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Fig. 12. (a) Schematic of the experiment with a 10-by-4 cm2, 2 mm thick steel plate with three piezoelectric transducers side-by-side and a drop of water deposited in front on
a transducer. (b), (c) and (d) Decorrelation curves recorded on the transducer at distances (b) 𝑥 = 0 cm, (c) 𝑥 = 2.7 cm and (d) 𝑥 = 5.4 cm from the drop. The different colors
represent different starting times of the 1 μs-long correlation window, normalized by the characteristic attenuation time 𝜏 ≃ 8 μs.
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