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Abstract. In this paper we provide a full characterization of cyclic composition operators
defined on the d-dimensional Fock space F(Cd) in terms of their symbol. Also, we study the
supercyclicity and convex-cyclicity of this type of operators. We end this work by computing
the approximation numbers of compact composition operators defined on F(Cd).

1. Introduction

Let Cd be the d-dimensional complex Euclidean space with d ≥ 1. The classical Fock space
on Cd is defined by

F(Cd) :=

{
f ∈ H(Cd) : ‖f‖2 := 1

(2π)d

∫

Cd

|f(z)|2e− |z|2

2 dA(z) <∞
}
,

where dA stands for the Lebesgue measure on Cd, |z| =
√
〈z, z〉 and 〈z, w〉 =

∑d
j=1 zjwj.

The space F(Cd) is a separable Hilbert space equipped with the inner product

〈f, g〉 := 1

(2π)d

∫

Cd

f(z)g(z)e−
|z|2

2 dA(z).

Observe that we do not distinguish between the inner products of Cd and F(Cd). The space
F(Cd) is also a reproducing kernel Hilbert space. It is well-know that the reproducing kernel
function is given by

kw : z ∈ Cd 7→ kw(z) = exp

(〈z, w〉
2

)
,

which has norm ‖kw‖ = exp
(

|w|2

4

)
. Also, the set of polynomials {zα : α ∈ Nd} forms an

orthogonal basis of F(Cd) and

‖zα‖2 = 2|α|
d∏

j=1

αj !.

In this paper, we are interested in composition operators on F(Cd). Let ϕ : Cd → Cd be a
holomorphic function. The composition operator with symbol ϕ is defined by

f ∈ H(Cd) 7→ Cϕ(f) := f ◦ ϕ.
Carswell et al [5] have characterized when Cϕ defines a bounded composition operator on

F(Cd): this holds if and only if ϕ(z) = Az + b where A ∈ Cd×d, with ‖A‖ ≤ 1 and b ∈ Cd

which satisfy 〈Av, b〉 = 0 for all v ∈ Cd with |Av| = |v|. Moreover, Cϕ is compact if and only

Date: May 20, 2022.
1
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if ‖A‖ < 1. Since then, many works have been done to characterize properties of Cϕ in terms
of the properties of the symbol ϕ, sometimes only when d = 1: see for instance [8, 9, 10, 11].
In this paper we are concerned in the dynamical properties of composition operators defined

on F(Cd). Let us recall the relevant definitions. Let X be a separable Banach space, let
T ∈ L(X) be a bounded linear operator defined on X and let x ∈ X . The orbit of x under
the action of T is the set orb(T, x) := {T nx : n ∈ N}. The operator T ∈ L(X) is said cyclic
if there is x ∈ X such that span(orb(T, x)) is dense in X . In this case, we say that x is a
cyclic vector for T . Similarly, we say that T is supercyclic or hypercyclic if there is x ∈ X
such that C · orb(T, x) or orb(T, x) is dense in X respectively.
There is a rich literature concerning cyclicity, supercyclicity or hypercyclicity of composi-

tion operators defined on the Hardy space, Bergman space, Dirichlet space; see for instance
[1, 3, 7, 18].

Regarding Fock spaces, the cyclic composition operators on the Fock space of C have been
characterized in [10, Theorem 4.2].

Theorem A. Let a, b ∈ C be such that Caz+b induces a bounded composition operator on
F(C). Then, Caz+b is cyclic on F(C) if and only a 6= 0 and a is not a root of unity.

In higher dimensions, cyclicity has only been characterized in the very particular case
where A is diagonal and unitary (note that this implies b = 0).

Theorem B. [11, Theorem 5.3] Let A = diag(eiθ1 , ..., eiθd) ∈ Cd×d. The composition operator
CAz is cyclic on F(Cd) if and only if the set {π, θ1, ..., θn} is Q-linearly independent.

Our main result, which extends both Theorem A and Theorem B, solves the problem of
cyclicity in full generality.

Theorem 1.1. Let A ∈ Cd×d, b ∈ Cd and ϕ(z) = Az + b be such that Cϕ induces a bounded
composition operator on F(Cd). Then, Cϕ is cyclic if and only if the following conditions are
satisfied :

• A is invertible;
• A is diagonalizable or its canonical Jordan form admits at most one Jordan block,
whose size is exactly 2;

• if λ := (λj)
d̂
j=1 denotes the sequence of eigenvalues of A, repeated by geometric multi-

plicity (therefore d̂ = d or d− 1), then for any α ∈ Zd̂ \ {0}d̂, λα 6= 1.

Observe that the third condition may be rewritten by saying that if λ := (λj)
d̂
j=1 denotes

the sequence of eigenvalues of A, repeated by geometric multiplicity (therefore d̂ = d or

d− 1), then for any α ∈ Zd̂ \ {0}d̂ such that λα = exp(iθ) for some θ ∈ R, the pair {π, θ} is
Q-linearly independent.

Example 1.2. • Let A =

(
eiθ1
2

0

0 eiθ2
3

)
. Then CAz is cyclic on F(C2) for all values of

θ1, θ2.
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• Let A =

(
eiθ1
2

0

0 eiθ2
4

)
. Then CAz is cyclic on F(C2) if and only if θ2 − 2θ1 /∈ πQ.

• Let (ρj)
d
j=1 ⊂ (−∞, 0) be Q-linearly independent, let A = diag(exp(ρ1), ..., exp(ρd))

and let b ∈ Cd. Then CAz+b is cyclic on F(Cd).

The proof of Theorem 1.1 will be rather long. We will start in Section 2 by studying two
simple cases which are significant enough to point out the main ideas behind the proof. In
the same section, we will also expose several lemmas. In Section 3 we prove the sufficient
condition of Theorem 1.1 whereas the necessary condition of Theorem 1.1 will be presented
in Section 4. In Section 5 we characterize the set of cyclic vectors for compact composition
operators on F(Cd). The remainder of the paper is devoted to solve several problems on
composition operators on F(Cd) where the techniques introduced to prove Theorem 1.1 are
useful. In Section 6 we show that bounded composition operators on F(Cd) are never super-
cyclic with respect the pointwise convergence topology (and thus neither weakly-supercyclic)
nor convex-cyclic. In Section 7 we compute the approximation numbers of compact compo-
sition operators on F(Cd).

Notation. For z ∈ C \ {0}, we denote by arg(z) ∈ [0, 2π) the number such that z =
|z| exp(i arg(z)). For a matrix A ∈ Cd×d, its norm is defined by ‖A‖ := sup{|Av| : |v| = 1},
its transpose is denoted AT and its Hermitian transpose is denoted by A∗. For (xj)

d
j=1 ⊂ C,

we denote by diag(x1, ..., xd) the diagonal matrix with entries (xj)
d
j=1. For any α ∈ Zd, we

denote the length of α by |α| :=∑d
i=1 |αi| and for any vector λ ∈ Cd we write λα :=

∏d
i=1 λi

αi.
We also consider the partial order ≤ on Nd defined as follows: α ≤ β if and only if αj ≤ βj for
all j = 1, ..., d. By D,D and T we respectively denote the open complex unit disc, its closure
and its boundary. Finally, when dealing with the adjoint of composition operators, we will
require to introduce weighted composition operators: for ϕ : Cd → Cd and ψ : Cd → C, the
weighted composition operator with symbols (ψ, ϕ) is defined by

f ∈ H(Cd) 7→ Wψ,ϕ(f) := ψ · f ◦ ϕ.
Further information about weighted composition operators defined on F(C) can be found in
[4, 13, 14, 15] and references therein.

2. Preliminaries

2.1. Two particular cases. This subsection is purely expository. It aims to point out the
main difference between Jordan blocks of size 2 and of size 3. Denote for d ≥ 1 and N ≥ 0
by Phom(N, d) the set of all homogeneous polynomials of degree N in d variables, namely

Phom(N, d) = span(zα1
1 · · · zαd

d : α1 + · · ·+ αd = N).

Let us recall that dim(Phom(N, d)) =
(
N+d−1
d−1

)
. Let PN,d be the the orthogonal projection on

Phom(N, d) in F(Cd). Let us also denote

A1 =

(
1/2 a
0 1/2

)
A2 =



1/2 a 0
0 1/2 a
0 0 1/2
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where a ∈ C\{0} is so that CA1z and CA2z are bounded operators on F(C2) and F(C3)
respectively. We are going to show that

(a) for any N large enough, for any f ∈ F(C3), span(PN,3(C
j
A2z

f) : j ≥ 0) is not dense in
Phom(N, 3), which prevents f to be a cyclic vector for CA2z;

(b) for any N ≥ 0, there exists f ∈ F(C2) such that span(Cj
A1z

f : j ≥ 0) is equal to
Phom(N, 2).

Let us start with (a) and write f =
∑

α cαz
α. Computing Aj2, we easily get that, for all j ≥ 0,

Cj
A2z

f =
∑

α∈N3

cα
2j|α|

(z1 + 2jaz2 + 2j(j − 1)a2z3)
α1(z2 + 2jaz3)

α2zα3
3

so that, expanding the product,

PN,3(C
j
A2z

f) =
1

2jN

2N∑

k=0

jkLk

where L0, . . . , L2N are fixed polynomials in Phom(N, 3). Therefore

dim(span(PN,3(C
j
A2z

f) : j ≥ 0)) ≤ 2N + 1 < dim(Phom(N, 3))

provided N is large enough.
Regarding (b), let f =

∑
|α|=N z

α =
∑N

k=0 z
k
1z

N−k
2 . Then, for all j ≥ 0,

Cj
A1z

(f) =

N∑

k=0

1

2Nj
(z1 + 2jaz2)

kzN−k
2

=
1

2Nj

N∑

k=0

jkLk

where (L0, . . . , LN) is a basis of Phom(N, 2). Now,

2NjCj
A1z

(f)

jN
→ LN ∈ span(Cj

A1z
f : j ≥ 0).

Hence,

2NjCj
A1z

(f)− jNLN

jN−1
→ LN−1 ∈ span(Cj

A1z
f : j ≥ 0)

and iterating we get that span(Cj
A1z

f : j ≥ 0) = Phom(N, 2).

The proof of Theorem 1.1 will rely on the two ideas exposed above. We will also need
a supplementary argument, based on Kronecker’s theorem, to handle different eigenvalues.
Working with matrices which are maybe not unitarily equivalent to their Jordan form and
with affine maps instead of linear ones will cause some extra troubles which require the
introduction of the tools which are described in the remaining part of this section.
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2.2. Useful lemmas. In this section we collect some facts which will help us in the forth-
coming proof of Theorem 1.1.

Proposition 2.1. Let f, g ∈ F(Cd) be two functions. Assume that there are two disjoint
sets If , Ig ⊂ {1, · · · , d} such that f(z) = f((zi)i∈If ) and g(z) = g((zi)i∈Ig). Then the function

defined by z 7→ h(z) := f(z)g(z) belongs to F(Cd).

Proof. It follows from the definition of the norm on F(Cd). Indeed ‖h‖ = ‖f‖ · ‖g‖. �

Proposition 2.2. Let ϕ(z) := Az+b be such that Cϕ induces a bounded composition operator
on F(Cd). Then, there are S ∈ Cd×d and v ∈ Cd such that Cϕ is similar to CSz+v and

S =

(
T 0
0 U

)
,

where T ∈ Cp×p is an upper triangular matrix such that its diagonal contains all the eigen-
values of A of modulus lower than 1 and U ∈ C(d−p)×(d−p) is a diagonal matrix containing all
the eigenvalues of A of modulus 1. Moreover v ∈ Cp × {0}d−p.
Proof. Let P, S ∈ Cd×d be an orthogonal matrix and an upper triangular matrix obtained by
the Schur decomposition of A, that is, A = PSP ∗. Further, assume that in the first p entries
of the diagonal of S we find all the eigenvalues of A of modulus strictly lower than 1.
Since ‖P‖ = ‖P ∗‖ = 1 and P−1 = P ∗, we have that CPz, CP ∗z are invertible elements of

L(F(Cd)), with CPzCP ∗z = Id, and that

CSz+P ∗b = CPzCϕCP ∗z ∈ L(F(Cd)).

Now, noticing that S is an upper triangular matrix, ‖S‖ ≤ 1 and the last d− p entries of
its diagonal have modulus equal to one, we get

S =

(
T 0
0 U

)

where T ∈ Cp×p is an upper triangular matrix such that its diagonal contains all the eigenval-
ues of A of modulus lower than 1 and U ∈ C(d−p)×(d−p) is a unitary diagonal matrix. Finally,
since CSz+P ∗b is bounded, v := P ∗b ∈ Cp × {0}d−p.

�

Lemma 2.3. Let ϕ(z) := Az+ b be such that Cϕ induces a bounded composition operator on
F(Cd). Then b ∈ Ran(I − A).

Proof. By [11, Lemma 5.2], b ∈ ker(I −A∗)⊥ = Ran(I − A). �

For the sake of completeness, we state the following two results which are taken from [3]
and [5] respectively.

Proposition 2.4. [3, Proposition 2.7] Let H be a Hilbert space and let T ∈ L(H). If there
is λ ∈ C such that dim(ker(T ∗ − λI)) ≥ 2, then T is not cyclic.

Proposition 2.5. [5, Lemma 2] Let ϕ(z) := Az + b be such that Cϕ induces a bounded
composition operator on F(Cd). Then C∗

ϕ = Wkb,ϕ̂, that is, the weighted composition operator
with symbols kb and ϕ̂(z) := A∗z.
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Albeit simple, the following proposition will help us in the forthcoming computations. We
recall that the symbol ϕ of a bounded composition operator Cϕ on F(Cd) always has a fixed
point, [11, Lemma 5.2].

Proposition 2.6. Let ϕ(z) := Az+b be such that Cϕ induces a bounded composition operator
on F(Cd). Let λ = (λj)

d
j=1 be the eigenvalues of A repeated by algebraic multiplicity . Let

(vj)
d
j=1 ⊂ (Cd)∗ be a basis of generalized eigenvectors of AT associated to λ such that, for all

j = 1, . . . , d, either ATvj = λjvj or ATvj = λvj + vj−1. Let ξ ∈ Cd be a fixed point of ϕ.
Then there is L = (Lj)

d
j=1 a basis of span(zk − ξk : k = 1, . . . , d) such that

ATvj = λjvj (or = λjvj + vj−1) ⇒ CϕLj = λjLj (resp. = λjLj + Lj−1),

for all j = 1, . . . , d.

Proof. Observe that each vj , as a linear form on Cd, can also be seen as an element of
F(Cd) and that CAz(vj) = ATvj . Now, noticing that ϕ(z) = A(z − ξ) + ξ, we get that the
polynomial Lj := vj(· − ξj) satisfies CϕLj ∈ {λjLj , λjLj + Lj−1} and that (Lj)

d
j=1 is a basis

of span(zk − ξk : k = 1, . . . , d). �

Remark 2.7. Observe that {Lα : α ∈ Nd} is a basis of the space of all polynomials in d
variables.

We will also need the following combinatorial lemma (the partial order of Np that we
consider has been defined at the end of the introduction).

Lemma 2.8. Let p ≥ 1 and E ⊂ Np. There exists a finite partition {Di : i ∈ I} of E such
that, for all i ∈ I, there exists α(i) ∈ Di satisfying α ≥ α(i) for all α ∈ Di.

Proof. We shall proceed by induction on p, the case p = 1 being trivial. Let p ≥ 2 and
assume that the result has been proven up to p − 1. Consider any β ∈ E and split E into
the finite partition E0, . . . , Ep with

E0 = {α ∈ E : α ≥ β}
Ej = {α ∈ E : αj < βj}\(E1 ∪ · · · ∪ Ej−1), j = 1, . . . , p.

For each j = 1, . . . , p, we can decompose Ej into the finite partition Ej,0, · · · , Ej,βj−1 where

Ej,k = {α ∈ Ej : αj = k}.
Since one coordinate of each element of Ej,k is fixed, one can apply the induction hypothesis
to Ej,k to find a finite partition {Dj,k,i : i ∈ Ij,k} of Ej,k such that, for all (j, k, i), there exists
α(j, k, i) ∈ Dj,k,i satisfying

(1) ∀α ∈ Dj,k,i, αl ≥ α(j, k, i)l for l ∈ {1, . . . , p}\{j}.
Now since for α ∈ Dj,k, αj = α(j, k, i)j = k, (1) is true for all l = 1, . . . , p, namely α ≥
α(j, k, i) for all α ∈ Dj,k,i. Therefore, E0∪{Dj,k,i : j = 1, . . . , p, k = 0, . . . , βj−1, i ∈ I(j, k)}
is the partition we are looking for. �

We will finally require the invertibility of a Vandermonde-like matrix.
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Lemma 2.9. Let N ≥ 1. Let {α(n) : n = 1, ..., N} ⊂ Zd, where α(n) = α(m) only if n = m.
Then, there is {w(n) : n = 1, ..., N} ⊂ Td such that the matrix (w(i)α(j))i,j=1,...,N ∈ CN×N is
invertible.

Proof. Let us proceed by induction on N . If N = 1, the result is clear and we assume that
Lemma 2.9 holds true for some N ≥ 1. Let us choose {w(i) : i = 1, ..., N} ⊂ Td such that
the matrix M := (w(i)α(j))i,j=1,...,N ∈ CN×N is invertible. Therefore, det(M) 6= 0. Now, let
us consider the function

z ∈ Td 7→ f(z) := det
(
(w(i)α(j))i,j=1,...,N+1

)
,

where w(N+1) = z. Developing the determinant that defines f(z) using the last row, thanks
to the induction hypothesis and the fact that α(N +1) 6= α(n) for n = 1, . . . , N , we get that
f is a trigonometric polynomial with at least one non-zero coefficient. Therefore, there is
z ∈ Td such that f(z) 6= 0. �

3. Cyclic composition operators

In order to provide the proof of Theorem 1.1, we need the following auxiliary results.

Proposition 3.1. Let Cϕ be a bounded composition operator on F(Cd). Let p ≥ 1 and
λ ∈ Dp, where λp−1 = λp. Assume that there is L := (Li)

p
i=1 ⊂ F(Cd) a finite sequence of

polynomials such that CϕLi = λiLi for all i = 1, ..., p− 1 and CϕLp = λp−1Lp + Lp−1. Then,
there is J ∈ N such that for any j ≥ J , for any n ∈ N and for any D ⊂ {α ∈ Np : |α| = n},
we have

Cj
ϕ

(
∑

α∈D

Lα

)
=
∑

α∈Np

|α|=n

c(α,D, j)Lα, for all i = 1, ..., p

where |c(α,D, j)| ≤ 1.

Proof. Let j ∈ N. We compute

Cj
ϕ

(
∑

α∈D

Lα

)
=
∑

α∈D

p∏

i=1

(
Cj
ϕ(Li)

)αi

=
∑

α∈D

(
p−1∏

i=1

λαij
i Lαi

i

)
(
λjp−1Lp + jλj−1

p−1Lp−1

)αp

=
∑

α∈D

λjα

(
p−1∏

i=1

Lαi

i

)
αp∑

β=0

(
αp
β

)
Lβp

(
j

λp−1

)αp−β

L
αp−β
p−1

=
∑

α∈Np

|α|=n

Lα

(
p−2∏

i=1

λjαi

i

)
λ
j(αp−1+αp)
p−1

∑

γ∈N2

|γ|=αp−1+αp

(α1,...,αp−2,γ)∈D
γ2≥αp

(
γ2
αp

)(
j

λp−1

)γ2−αp
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Now, let us fix α ∈ Np, with |α| = n and set N := αp + αp−1. Observe that

∣∣∣∣∣λ
jN
p−1

∑

γ∈N2, |γ|=N
(α1,...,αp−2,γ)∈D

γ2≥αp

(
γ2
αp

)(
j

λp−1

)γ2−αp

∣∣∣∣∣ ≤ |λp−1|jN
∑

γ∈N2

|γ|=N
γ2≥αp

(
|γ|

αp + γ1

)(
j

|λp−1|

)γ2−αp

≤ |λp−1|jN
(
1 +

j

|λp−1|

)N

= (|λp−1|j + j|λp−1|j−1)N .

Since λp−1 ∈ D, there is J ∈ N such that |λp−1|j + j|λp−1|j−1 ≤ 1 for all j ≥ J . Notice that
J does not depend on α. �

Lemma 3.2. Let 0 ≤ p ≤ d. Let (λ, µ) := (λj)
p
j=1 × (µj)

d
j=p+1 ∈ (D \ {0})p × Td−p. Let

f : Td−p → F(Cd) be a function. Let R ∈ (0, 1) and N := {α ∈ Np : |λα| = R}. Let
(xα)α∈N ⊂ F(Cd) be a sequence of linearly independent functions such that, for each α ∈ N
the function w ∈ Td−p 7→ f(w)xα ∈ F(Cd) is well defined and continuous. Assume that

there is no (α, β) ∈ Zp ×Zd−p \ {{0}d} such that λαµβ = 1.(H)

Then, for any fixed γ ∈ N , the closure of the linear space spanned by the accumulation points
in F(Cd) of the sequence

(
f(µnp+1, ..., µ

n
d)
∑

α∈N

(
λα

λγ

)n
xα

)

n

contains the set {f(w)xα : α ∈ N , w ∈ Td−p}.
Observe that hypothesis (H) is equivalent to:

{
π, arg

(
λαµβ

)}
is Q-linearly independent

for all (α, β) ∈ (Zp ×Zd−p) \ {{0}}d such that |λα| = 1.

Proof. If N = ∅, there is nothing to prove. So, we assume that N 6= ∅. First, let us write
λj = eρjeiθj for all j = 1, ..., p and µj = eiθj for all j = p + 1, ..., d, where (ρj)j, (θj)j ⊂ R.
Observe that, for any α ∈ Zp, |λα| = 1 if and only if

∑p
j=1 αjρj = 0. Let E := {α ∈

Qd :
∑p

j=1 αjρj = 0}. We extract from {ρ1, ..., ρp} a Q-linearly independent family of
maximal cardinality, namely {ρ1, ..., ρq} and we set (aj,k)j,k ⊂ Q such that

ρk = −
q∑

j=1

aj,kρj , for all k = q + 1, ..., p.

Then, it follows that

α ∈ E ⇐⇒ αj =

p∑

k=q+1

aj,kαk, for all j = 1, ..., q.(2)

Claim. The set {π} ∪ {θk +
∑q

j=1 aj,kθj : k = q + 1, ..., p} ∪ {θk : k = p + 1, ..., d} is
Q-linearly independent.
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Indeed, otherwise there are m, (rk)k ⊂ Z such that

0 = mπ +

p∑

k=q+1

rk
(
θk +

q∑

j=1

aj,kθj
)
+

d∑

k=p+1

rkθk

= mπ +

q∑

j=1

(
p∑

k=q+1

rkaj,k

)
θj +

d∑

k=q+1

rkθk.(3)

Let us define α ∈ Qd by

αj :=

{∑p
k=q+1 rkaj,k if j = 1, ..., q.

rj if j = q + 1, ..., d.

Thus, thanks to (2), α ∈ E. However, for some K ∈ N, Kα ∈ Zd ∩ E. Then (3) contradicts
assumption (H) and the claim is proved.
Let us fix γ ∈ N . Observe that (α− γ)× {0}d−p ∈ E for any α ∈ N , i.e.

(4) αj − γj =

p∑

k=q+1

aj,k(αk − γk), for all j = 1, ..., q.

Now, notice that

gn : = f(µnp+1, ..., µ
n
d)
∑

α∈N

(
λα

λγ

)n
xα

= f(einθp+1, ..., einθd)
∑

α∈N

xα

p∏

k=q+1

ein(θk+
∑q

j=1 aj,kθj)(αk−γk).

Therefore, thanks to the above claim and Kronecker’s Theorem, we conclude that, for any
w ∈ Td, there is a sequence of integers (n(l))l such that

gn(l) −−−→
l→∞

f(wp+1, ..., wd)
∑

α∈N

xα

p∏

k=q+1

wαk−γk
k .

Finally, Lemma 3.2 follows directly from Lemma 2.9 and the fact that the function α ∈
N 7→ (αk − γk)k=q+1,...,p is one-to-one by (4). �

Now we are ready to prove the first half of Theorem 1.1.

Proof of Theorem 1.1: Sufficient condition. Let ϕ(z) := Az + b be an affine map such that
Cϕ induces a bounded composition operator on F(Cd). Let us assume that the canonical
Jordan form of the invertible matrix A admits exactly one Jordan block of size 2 and d − 2
Jordan blocks of size 1. Also, we assume that the eigenvalues of A satisfy the hypothesis of
the statement of Theorem 1.1. If A is diagonalizable, the proof is completely similar (in fact,
simpler). The details of this case are left to the reader.
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By Proposition 2.2, we can (and shall) assume that A =

(
T 0
0 U

)
, where T ∈ Cp×p is an up-

per triangular matrix and U ∈ C(d−p)×(d−p) is a unitary diagonal matrix, and b ∈ Cp×{0}d−p.
Let us call λ ∈ Cp the diagonal of T , i.e. λ contains all the eigenvalues of A of modulus lower
than 1 and we further assume that λp−1 = λp.

Thanks to Proposition 2.6, there is L = (Li)
p
i=1 ⊂ F(Cd) a finite sequence of linearly

independent polynomials of degree 1 such that CϕLi(z) = λiLi(z) for all i = 1, ..., p− 1, and
CϕLp(z) = λp−1Lp + Lp−1. Observe that, for each i = 1, . . . , p, the polynomial Li depends
only on {z1, ..., zp}. Therefore, {Lα : α ∈ Np} is a basis of the vector space of polynomials
on (z1, . . . , zp).

In order to continue, we define ρ0 = 1 and for each k ∈ N, k ≥ 1:

ρk := 2−k

(
∑

α∈Np

|α|=k

‖Lα‖
)−1

∧ ρk−1.

Let us set w := {0}p × {1}d−p ∈ Cd. Observe that, since kw(z) = exp( 〈z,w〉
2

), kw depends
only on (zi)

d
i=p+1. Let us consider the function h defined by

z ∈ Cd 7→ h(z) := kw(z)

(
∑

α∈Np

dαL
α(z)

)
,

where dα = ρ|α| > 0 for all α ∈ Np. Observe that, thanks to Proposition 2.1 and the definition
of (ρk)k, the function h belongs to F(Cd), with ‖h‖ ≤ 2‖kw‖.

We claim that h is a cyclic vector for Cϕ. Let us denote H := span(Cj
ϕh : j ∈ N). In what

follows, we proceed by induction to prove that, for every α ∈ Np and every ŵ ∈ {0}p×Td−p,
kŵL

α ∈ H . A key point will be to understand how the multiindices α are ordered.
Let us consider a decreasing enumeration (R(n))n of the set {|λα| : α ∈ Np}. Also, for

n ∈ N, we define N (n) := {α ∈ Np : |λα| = R(n)}. Observe that R(0) = 1, N (0) = {{0}p},
that each N (n) is finite and that {N (n) : n ∈ N} is a partition of Np. At step n, we will
show that kŵL

α ∈ H for all α ∈ N (n) and all ŵ ∈ {0}p × Td−p.
As in Proposition 2.5, we write ϕ̂(z) = A∗z. This notation allows us to state the following

fact which will be used without special mention.

Fact. Cj
ϕkw = kϕ̂j(w) for all j ≥ 1. Indeed, using Proposition 2.5, for any f ∈ F(Cd) we

get

〈Cϕkw, f〉 = 〈(Wkb,ϕ̂)
∗kw, f〉 = 〈kw,Wkb,ϕ̂(f)〉

= 〈kw, kbf ◦ ϕ̂〉 = kb(w)f(ϕ̂(w))

= kb(w)〈kϕ̂(w), f〉.
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But kb(w) = exp(〈w, b〉/2) = 1, proving the fact for j = 1. Inductively, since 〈b, ϕ̂j(w)〉 = 0
for all j, we obtain that Cj

ϕkw = kϕ̂j(w) for all j ≥ 1. Here we use that

ϕ̂j(w) = {0}p × (U∗)j({1}d−p) ∈ {0}p × Td−p.

Initialization step. We prove that H contains the set {kŵ : ŵ ∈ {0}p × Td−p}. Let us
consider {Di : i = 1, ..., p} a partition of Nd \ {{0}d} such that, for all i ∈ {1, ..., p} and all
α ∈ Di, αi ≥ 1. Denote by e(i) ⊂ Nd the multi-index satisfying |e(i)| = 1 and e(i)i = 1 for
all i = 1, ..., d. For j ∈ N, we compute

Cj
ϕh = kϕ̂j(w)C

j
ϕ

(
d0 +

p∑

i=1

Li
∑

α∈Di

dαL
α−e(i)

)

= kϕ̂j(w)d0 + kϕ̂j(w)

p−1∑

i=1

λjiLiC
j
ϕ

(
∑

α∈Di

dαL
α−e(i)

)

+ kϕ̂j(w)(λ
j
p−1Lp + jλj−1

p−1Lp−1)C
j
ϕ


∑

α∈Dp

dαL
α−e(p)




We claim that the second and third summand of the last expression tend to 0 in F(Cd) as
j tends to +∞. Indeed, fix i ∈ {1, . . . , p} and let Di(n) = {α ∈ Di : |α| = n}. Then by
definition of dα and Proposition 3.1,

Cj
ϕ

(
∑

α∈Di

dαL
α−e(i)

)
=

+∞∑

n=1

ρnC
j
ϕ


 ∑

α∈Di(n)

Lα−e(i)




=

+∞∑

n=1

ρn
∑

α∈Np

|α|=n−1

c(α,Di(n), j)L
α

with |c(α,Di(n), j)| ≤ 1 for j bigger than some J , with J independent of i and n. Now,
∥∥∥∥∥∥
LiC

j
ϕ


 ∑

α∈Di(n)

Lα−e(i)



∥∥∥∥∥∥
≤

+∞∑

n=1

ρn
∑

|α|=n

‖Lα‖ ≤ 1.

Taking into account that

‖kϕ̂j(w)‖ = exp(|ϕ̂j(w))|2/4) = exp(|w|2/4),
and since λi ∈ D, Proposition 2.1 achieves the proof of the claim.

Therefore, the sequence (Cj
ϕh)j accumulates at the same points that the sequence (d0kϕ̂j(w))j

does. Observe that ϕ̂j(w) = {0}p × U∗j({1}d−p) where U∗ := diag(exp(iθp+1), ..., exp(iθd)).
Moreover, thanks to the hypothesis of the eigenvalues of A, the set {π, θp+1, ..., θd} is Q-
linearly independent. Hence, due to Kronecker’s Theorem, for any ŵ ∈ {0}p×Td−p, there is
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a sequence (j(l))l ⊂ N such that (d0kϕ̂j(l)(w))l converges to d0kŵ. This finishes the proof of
the initialization step.

Inductive step. Let n ≥ 1 and assume that kŵL
α ∈ H for all α ∈ ⋃{N (m) : m ≤ n−1}

and all ŵ ∈ {0}p×Td−p. We prove that kŵL
α ∈ H for all α ∈ N (n) and all ŵ ∈ {0}p×Td−p.

Let us fix α̂ ∈ N (n) such that α̂p−1 is maximum among αp−1, for α ∈ N (n). Also, let
{Di : i ∈ I} be a finite partition of Np \⋃{N (m) : m ≤ n}, given by Lemma 2.8, satisfying
the following condition: for each i ∈ I, there is α(i) ∈ Di such that for each α ∈ Di we have
α ≥ α(i). Let us define

g := h− kw

n−1∑

m=0

∑

α∈N (m)

dαL
α = kw

∞∑

m=n

∑

α∈N (m)

dαL
α.

and notice that, thanks to the induction hypothesis, g ∈ H . In order to simplify the notation,
let us set Λ = λα̂. Observe that |Λ| = R(n). Thus, for j ∈ N we have that

Cj
ϕg

Λjjα̂p−1
= kϕ̂j(w)


 ∑

α∈N (n)

dαC
j
ϕ(L

α)

Λjjα̂p−1
+
∑

i∈I

Cj
ϕ(L

α(i))

Λjjα̂p−1
Cj
ϕ

(
∑

α∈Di

dαL
α−α(i)

)
 ∈ H.(5)

Let us check that the second summand of (5) tends to 0 as j tends to infinity. Indeed, let
us fix i ∈ I. Then

Cj
ϕ(L

α(i))

Λjjα̂p−1
=

λjα(i)

Λjjα̂p−1

(
Lp +

j

λp−1

Lp−1

)α(i)p p−1∏

m=1

Lα(i)mm

=

(
λα(i)

Λ

)j
1

jα̂p−1

α(i)p∑

β=0

(
α(i)p
β

)(
j

λp−1

)α(i)p−β
L
α(i)p−β
p−1 Lβp

p−1∏

m=1

Lα(i)mm

=:

α(i)p∑

β=0

a(i, j, β)L
α(i)p−β
p−1 Lβp

p−1∏

m=1

Lα(i)mm ,

where (a(i, j, β))i,j,β are the respective coefficients. By definition of R(n) and N (n), we have
that |λα(i)| < R(n) = |Λ|. Therefore, all the coefficients a(i, j, β) of the above expression tend
to 0 as j tends to infinity, whatever the value of α̂p−1. It is now straightforward to modify
the proof of the initialization step to show that

kϕ̂j(w)

∑

i∈I

Cj
ϕ(L

α(i))

Λjjα̂p−1
Cj
ϕ

(
∑

α∈Di

dαL
α−α(i)

)
−−−→
j→∞

0.
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Thus, the sequence (Cj
ϕg/Λ

jjα̂p−1) accumulates at the same points as the first sum of (5).
Now, observe that

∑

α∈N (n)

dαC
j
ϕ(L

α) =
∑

α∈N (n)

dαλ
jα

(
Lp +

j

λp−1

Lp−1

)αp p−1∏

i=1

Lαi

i

=
∑

α∈N (n)

αp∑

β=0

dα

(
αp
β

)
λjα
(

j

λp−1

)αp−β

L
αp−1+αp−β
p−1 Lβp

p−2∏

i=1

Lαi

i .

Rearranging the last expression and recalling that dα = ρ|α|, we get

∑

α∈N (n)

dαC
j
ϕ(L

α) =
∑

α∈N (n)

dαλ
jαLα



αp−1+αp∑

β=αp

(
β
αp

)(
j

λp−1

)β−αp


 .

So, for all α ∈ N (n), the coefficient that multiplies Lα tends to 0 as the same rate as
R(n)jjαp−1 . Let us consider now

N (n,m) := {α ∈ N (n) : αp−1 = m}.
It follows that {N (n,m) : m = 0, ..., α̂p−1} is a partition of N (m). Also, the accumulation
points of the sequence (Cj

ϕg/Λ
jjα̂p−1) coincide with the accumulation points of the sequence


kϕ̂j(w)

∑

α∈N (n,α̂p−1)

dα

(
αp−1 + αp

αp

)(
λα

λα̂

)j
Lα



j

.

Thanks to the hypothesis of the eigenvalues of A and Lemma 3.2, we get that

{kŵLα : α ∈ N (n, α̂p−1), ŵ ∈ {0}p × Td−p} ⊂ H.

Inductively, we obtain that for all m = 0, . . . , α̂p−1,

{kŵLα : α ∈ N (n,m), ŵ ∈ {0}p × Td−p} ⊂ H.

Indeed, let us assume that the last inclusion holds true for m = M + 1, ..., α̂p−1. To show
that it also holds true for m =M , we proceed as above but considering the sequence

1

ΛjjM


Cj

ϕg −
α̂p−1∑

m=M+1

∑

α∈N (n,m)

dαλ
jαLα



αp−1+αp∑

β=αp

(
β
αp

)(
j

λp−1

)β−αp




 ∈ H, ∀j ≥ 1.

Conclusion. To conclude the proof, one only need to show that H = F(Cd). Since
{Lα : α ∈ Np} is a basis of the vector space of polynomials on (z1, ..., zp), we have proved
that

{zαkŵ : α ∈ Np × {0}d−p, ŵ ∈ {0}p × Td−p} ⊂ H.

Let f ∈ F(Cd) be such that 〈f, g〉 = 0 for all g ∈ H . Let us write f(z) :=
∑

α∈Nd aαz
α. We

know that, for any ŵ ∈ {0}p × Cd−p, we have

kŵ(z) =
∑

α∈{0}p×Cd−p

cαz
α,
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for some sequence (cα)α ⊂ C depending on ŵ. Let us fix β ∈ Np × {0}d−p and let P : Nd →
Np × {0}d−p be the canonical projection onto the first p coordinates. Also, let us consider
the function fβ ∈ H(Cd) defined by

∑

α∈Nd

P (α)=β

aαz
α = zβ

∑

α∈Nd

P (α)=β

aαz
α−β =: zβfβ(z).

Observe that fβ and kŵ only depend on (zp+1, ..., zd). Then, it follows from the orthogonality
of the monomials {zα : α ∈ Np} that

0 = 〈f, zβkŵ〉 = 〈zβfβ, zβkŵ〉 = ‖zβ‖2fβ(ŵ).
Thus, fβ vanishes on {0}p × Td−p. Since fβ is an entire function depending only on the last
d− p coordinates, we conclude that fβ ≡ 0. Therefore, aα = 0 for all P (α) = β, where β is
any arbitrary multi-index in Np × {0}d−p. This yields that f ≡ 0 and the proof of cyclicity
of Cϕ is complete. �

4. Non-cyclic composition operators

We split the proof of the necessary condition of Theorem 1.1 in the following four propo-
sitions.

Proposition 4.1. Let A ∈ Cd×d be a non-invertible matrix and let b ∈ Cd be such that CAz+b
induces a bounded composition operator on F(Cd). Then CAz+b is not cyclic.

Proof. Since cyclicity is stable under conjugacy, let us assume that A and b have the form
given by Proposition 2.2. We may even assume that the eigenvalue 0 is placed at the first
position of the diagonal of A. This implies that the first column of A only has 0’s. Therefore,
for any j ∈ N, with j ≥ 1, the vector ϕj(z) does not depends on z1. Thus, for any f ∈ F(Cd)
and j ≥ 1, the function Cj

ϕf depends only on (zi)
d
i=2. Hence, f cannot be cyclic for Cϕ. Since

f is arbitrary, Cϕ is not a cyclic operator.
�

Proposition 4.2. Let A ∈ Cd×d be an invertible matrix and let b ∈ Cd be such that CAz+b
induces a bounded composition operator on F(Cd). Let λ := (λ1, ..., λn) ∈ D

n
be the eigen-

values of A repeated by geometric multiplicity, 1 ≤ n ≤ d. If there is α ∈ Zn \ {0}n such that
λα = 1, then CAz+b is not cyclic.

Proof. By Proposition 2.6, let us consider L1, . . . , Ln be n linearly independent polynomials
of degree 1 such that Cϕ̂Lj = λjLj . Let c ∈ Cd be such that (I − A)c = b

2
(see Lemma 2.3).

Then for any α ∈ Nn, the function z 7→ Lαe〈z,c〉 (which belongs to F(Cd) as a product of an
exponential function with a polynomial) is an eigenvector of C∗

ϕ = MkbCϕ̂ associated to λ
α
.

Indeed,

C∗
ϕ(L

αe〈z,c〉) = kb(z)Cϕ̂(L
αe〈z,c〉) = e

〈z,b〉
2 λ

α
Lαe〈A

∗z,c〉 = λ
α
Lαe〈z,Ac+

b
2
〉 = λ

α
Lαe〈z,c〉.

Suppose now that α ∈ Zd\{0}d satisfy λα = 1. If α ∈ Nd, then the functions {Lnαe〈z,c〉 :
n ≥ 0} are linearly independent eigenvectors of C∗

ϕ associated to the eigenvalue 1. Thus

by Proposition 2.4, Cϕ is not cyclic. If α ∈ Zd\Nd, let α+ = (max(αj, 0))j and α− =
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(−min(αj , 0))j so that α+, α− ∈ Nd and λα
+

= λα
−
. Now, Lα

+
e〈z,c〉 and Lα

−
e〈z,c〉 are

two linearly independent eigenvectors of C∗
ϕ associated to the same eigenvalue λ

α+

. Again,
Proposition 2.4 provides the conclusion. �

In order to proceed with the remaining cases of non-cyclic composition operators on F(Cd),
we need the following proposition.

Proposition 4.3. Let ξ ∈ Cd and N ∈ N. Let PN := span{(z − ξ)α : α ∈ Nd, |α| = N}
and QN := span{(z − ξ)α : α ∈ Nd, |α| 6= N}. Then, the linear map PN , defined by

f ∈ F(Cd) 7→ PN (f)(z) :=
1

2π

∫ 2π

0

f(eiθ(z − ξ) + ξ)e−iNθdθ,

is a bounded projection onto PN parallel to QN . In particular, F(Cd) = PN ⊕QN .

Proof. Let us start showing that PN is bounded. Let p ∈ N and let f =
∑

α∈Nd cαz
α be such

that cα = 0 for all |α| > p. Recall that

‖f‖2 =
∑

|α|≤p

2|α||cα|2
d∏

j=1

αj !.

Now we compute

PN(f)(z) =
∑

|α|≤p

cα
2π

∫ 2π

0

e−iNθ
d∏

j=1

(eiθ(zj − ξj) + ξj)
αjdθ

=
∑

|α|≤p

cα
2π

∫ 2π

0

∑

β≤α

e−iNθeiθ|β|
d∏

j=1

(
αj
βj

)
(zj − ξj)

βjξ
αj−βj
j dθ

=
∑

|α|≤p

∑

|β|=N
β≤α

cα

d∏

j=1

(
αj
βj

)
(zj − ξj)

βjξ
αj−βj
j

=
∑

|β|=N

∑

α≥β

cα(z − ξ)βξα−β
d∏

j=1

(
αj
βj

)
.

Fix any β ∈ Nd such that |β| = N . Since there are finitely many d-tuples of size N , in order
to prove that PN is bounded we just need to find C ≥ 0 such that

∑

α≥β

|cα||ξα−β|
d∏

j=1

(
αj
βj

)
≤ C‖f‖.
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In fact, considering M = |ξ| and the Cauchy-Schwarz inequality, we have that

∑

α≥β

|cα||ξα−β|
d∏

j=1

(
αj
βj

)
≤
∑

α≥β

|cα|αβM |α|

≤
(
∑

α≥β

|cα|22|α|
d∏

j=1

αj !

)1/2(∑

α≥β

(
M2

2

)|α| d∏

j=1

α
2βj
j

αj !

)1/2

≤ C‖f‖,

where C <∞. Thus, PN is a bounded linear operator on F(Cd).

Now, by definition of PN , it easily follows that

PN((z − ξ)α) =

{
(z − ξ)α if |α| = N

0 if |α| 6= N.

Therefore PN ⊂ Ran(PN). In fact, there is equality. Indeed, let f ∈ F(Cd) and ε > 0.
Since (zα)α∈Nd is an orthogonal basis of F(Cd) and span{zα : |α| ≤ q} coincides with
span{(z − ξ)α : |α| ≤ q}, for all q ∈ N, we know that there is r ≥ N and (cα)|α|≤r such that

∥∥f −
∑

|α|≤r

cα(z − ξ)α
∥∥ ≤ ε

‖PN‖
.

Therefore,
∥∥PN(f)−

∑

|α|=N

cα(z − ξ)α
∥∥ < ε,

which implies that Ran(PN) ⊂ PN = PN since PN is finite dimensional.
Now, we show that QN = ker(PN). We already know that QN ⊂ ker(PN). Conversely, if

PN(f) = 0, approximating f by a polynomial
∑

|α|≤r cα(z − ξ)α as above, we know that

∥∥ ∑

|α|=N

cα(z − ξ)α
∥∥ ≤ ε,

which implies that
∥∥f −

∑

|α|≤r
|α|6=N

cα(z − ξ)α
∥∥ ≤ 2ε.

Hence, f ∈ QN . �

Proposition 4.4. Let ϕ(z) := Az+ b be such that Cϕ induces a bounded operator on F(Cd).
If the canonical Jordan form of A admits two Jordan blocks of size 2, then Cϕ is not cyclic.

Proof. Let us assume that the canonical Jordan form of A admits two Jordan blocks of size
2 associated to the eigenvalues λ1 and λ2. Let ξ ∈ Cd be a fixed point of ϕ. In particular,
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thanks to Proposition 2.6, there are four linearly independent polynomials of degree one
(Lj)

4
j=1 ⊂ F(Cd) such that, for j ∈ {1, 2},

CϕL2j−1 = λjL2j−1 + L2j

CϕL2j = λjL2j .

For N ≥ 0, consider PN , QN and PN as in Proposition 4.3 associated to ξ. Thanks to
Proposition 4.3, F(Cd) = PN ⊕QN .
Again thanks to Proposition 2.6, we fix (Lj)

d
j=5 ⊂ F(Cd) be linearly independent polyno-

mials of degree 1 such that {Lj : j = 1, ..., d} is a basis of P1 and, for each j = 5, ..., d, CϕLj
belongs to span(Lk : k = 5, . . . , d). Observe that {Lα : α ∈ Nd, |α| = N} is a basis of PN .

Let now n,m ≥ 2. Set N = n +m and define

Yn,m = span{Lk1Ln−k2 Ll3L
m−l
4 : k = 0, ..., n, l = 0, ..., m}

Zn,m = span{Lα : α ∈ Nd, |α| = N, Lα /∈ Yn,m}.
Fact. PN , QN , Yn,m and Zn,m are Cϕ-invariant subspaces.

Indeed, this easily follows from the values of CϕLj , for j = 1, ..., d.

Now, let Rn,m : PN → Yn,m be the linear projection associated to PN = Yn,m ⊕ Zn,m. Let
us check that the following expression holds true:

Rn,m ◦ PN ◦ Cϕ = Cϕ ◦Rn,m ◦ PN .(6)

Indeed, let f ∈ span(Lα : α ∈ Nd), namely, f =
∑

α∈Nd cαL
α, where there are only finitely

many cα different from 0. Then, thanks to the previous fact we get:

Rn,m ◦ PN ◦ Cϕ(f) = Rn,m

∑

|α|=N

cαCϕ(L
α)

=
∑

|α|=N
α1+α2=n
α3+α4=m

cαλ
n
1λ

m
2

(
L1 +

1

λ1
L2

)α1

Lα2
2

(
L3 +

1

λ2
L3

)α3

Lα4
4

= Cϕ ◦Rn,m ◦ PN(f).
We are now ready to prove that Cϕ is not cyclic. Pick any f ∈ F(Cd) and write it

f =
∑

|α|=N cαL
α + g with g ∈ QN . Let us call ck,l = c(k,n−k,l,m−l)×{0}d−4. Thanks to (6), for

any j ≥ 0, we have that

Rn,m ◦ PN ◦ Cj
ϕ(f) =

n∑

k=0

m∑

l=0

ck,lC
j
ϕ(L

k
1L

n−k
2 Ll3L

m−l
4 )

=
n∑

k=0

m∑

l=0

ck,lλ
jn
1 λ

jm
2 Ln−k2 Lm−l

4

(
L1 +

j

λ1
L2

)k (
L3 +

j

λ2
L4

)l

= (λn1λ
m
2 )

j

n+m∑

r=0

jrfr,



18 FRÉDÉRIC BAYART AND SEBASTIÁN TAPIA-GARCÍA

where (fr)r ⊂ Yn,m are some fixed polynomials that do not depend of j. Therefore, the
dimension of span{Rn,m ◦ PN ◦ Cj

ϕ(f) : j ≥ 0} is at most n +m+ 1. It cannot be dense in

Rn,m ◦PN(F(Cd)) = Yn,m which has dimension (n+1)(m+1), for instance if n = m = 2. �

Now, we proceed with the last case.

Proposition 4.5. Let ϕ(z) := Az+ b be such that Cϕ induces a bounded operator on F(Cd).
If the canonical Jordan form of A admits a Jordan block of size larger than or equal to 3,
then Cϕ is not cyclic.

Since we apply a technique that follows the lines of the proof of Proposition 4.4, we only
present a sketch of the proof of Proposition 4.5.

Proof. Let us assume that the canonical Jordan form of A admits a Jordan block of size p ≥ 3.
Let ξ ∈ Cd be a fixed point of ϕ. Let {Lj : j = 1, ..., d} ⊂ F(Cd) be a linearly independent
set of polynomials of degree 1 given by Proposition 2.6 such that CϕLj = λ1Lj +Lj+1 for all
j = 1, ..., p− 1 and CϕLp = λ1Lp.

Let N ∈ N and consider PN , QN and PN as in Proposition 4.3 associated to ξ. Let us now
define

YN = span
{ p∏

j=1

L
kj
j :

p∑

j=1

kj = N
}
,

ZN = span
{
Lα : |α| = N, Lα /∈ YN

}
.

It follows that PN , QN , YN and ZN are Cϕ-invariant. Let us define RN : PN → YN be the
linear bounded projection associated to PN = YN ⊕ ZN . Moreover, as in (6), we have that

RN ◦ PN ◦ Cϕ = Cϕ ◦RN ◦ PN .(7)

Now, let us prove that Cϕ is not cyclic. Indeed, pick any f ∈ F(Cd), with PN (f) =∑
|α|=N cαL

α and observe that, for any j ≥ p− 1, we have

RN ◦ PN ◦ Cj
ϕ(f) =

∑

α∈Np×{0}d−p

|α|=N

cαC
j
ϕ(L

α)

=
∑

α∈Np×{0}d−p

|α|=N

cαλ
jN
1

p∏

k=1

(
p∑

l=k

(
j

l − k

)
1

λk1
Ll

)αk

= λjN1

N(p−1)∑

m=0

jmfm,

where {fm : m = 0, ..., N(p− 1)} ⊂ YN are some fixed polynomials that do not depend of j.
Therefore, the dimension of span{RN ◦ PN ◦ Cj

ϕ(f) : j ≥ 0} is at most N(p− 1) + p− 1. It
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cannot be dense in RN ◦ PN(F(Cd)) = YN which has dimension

(
N + p− 1
p− 1

)
, for instance

if N = 3.
�

Proof of Theorem 1.1: Necessary condition. Let us proceed by a contrapositive argument.
Observe that Proposition 4.1, Proposition 4.2, Proposition 4.4 and Proposition 4.5 cover all
the possible cases of the necessary condition of Theorem 1.1. Thus, the proof of Theorem 1.1
is now complete. �

5. Cyclic vectors of compact composition operators

In this section we characterize the set of cyclic vectors for compact cyclic composition
operators defined on F(Cd). In order to state the main result of this section, we need to
fix some notations. Let us consider ϕ(z) := Az + b such that ‖A‖ < 1 and let ξ ∈ Cd

be a fixed point of ϕ. Also, for any N ∈ N, the subspace PN and the projection PN are
given by Proposition 4.3. Set L = (Lj)

d
j=1 ⊂ F(Cd) be the polynomials of degree 1 given by

Proposition 2.6 related to ϕ and ξ. Recall that the set {Lα : α ∈ Nd, |α| = N} is a basis of
PN . Thus, for any f ∈ F(Cd), by considering the power series of f centered at ξ, there is a
unique sequence (fα)α∈Nd ⊂ C such that f(z) =

∑∞
n=0

∑
|α|=n fαL

α(z) for all z ∈ Cd.

Theorem 5.1. Let ϕ(z) := Az + b be such that Cϕ induces a compact cyclic composition
operator on F(Cd). The following assertions hold true.

(1) If A is diagonalizable, then f ∈ F(Cd) is a cyclic vector for Cϕ if and only if fα 6= 0
for all α ∈ Nd.

(2) If A is not diagonalizable (and therefore its canonical Jordan form admits a block of
size 2), and if (Lj)

d
j=1 is ordered so that (Lj)

d−1
j=1 are eigenvectors of Cϕ and CϕLd ∈

span(Ld−1, Ld), then f ∈ F(Cd) is a cyclic vector for Cϕ if and only if fα 6= 0 for all
α ∈ Nd with αd−1 = 0.

In order to prove Theorem 5.1 we need several intermediate results.

Proposition 5.2. For any N ∈ N and any f ∈ F(Cd), PN(f) =
∑

|α|=N fαL
α.

Proof. This easily follows from the following facts:

• PN(F(Cd)) = PN = span{(z − ξ)α : |α| = N} = {Lα : |α| = N},
• (I − PN)(F(Cd)) = span{(z − ξ)α : |α| 6= N} and
• if (fn)n ⊂ F(Cd) converges to f ∈ F(Cd), then for any α ∈ Nd, the α-partial
derivative of (fn)n converges to the α-partial derivative of f for the locally uniform
convergence topology.

�

From now on, let us further assume that the canonical Jordan form of A admits only one
Jordan block whose size is exactly 2. Set λ = (λj)

d
j=1 ⊂ Dd \ {{0}d} such that the first d− 1

elements of λ are the eigenvalues of A, λd = λd−1 and CϕLd = λd−1Ld + Ld−1.
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Proposition 5.3. Let f ∈ F(Cd) be an eigenvector of Cϕ. Then, fα = 0 for any α ∈ Nd

such that αd 6= 0.

Proof. Let us proceed towards a contradiction. Let f ∈ F(Cd) be an eigenvector of Cϕ such
that there is γ̂ ∈ Nd with γ̂d 6= 0 and fγ̂ 6= 0. Let us denote by Λ ∈ C the eigenvalue
associated to f . Let γ ∈ Nd be such that γj = γ̂j for all j = 1, ..., d− 2, |γ| = |γ̂|, fγ 6= 0 and
γd is maximal.
Now, notice that for any z ∈ Cd

Cϕf(z) =
∞∑

n=0

∑

α∈Nd

|α|=n

fαL
α(ϕ(z)) =

+∞∑

n=0

∑

α∈Nd

|α|=n

fα (λd−1Ld(z) + Ld−1(z))
αd

d−1∏

j=1

λ
αj

j L
αj

j (z).

Recalling that Λ is the eigenvalue associated to f , for any z ∈ Cd we have that

Cϕf(z) = Λ

∞∑

n=0

∑

α∈Nd

|α|=n

fαL
α(z).(8)

Since for every function g ∈ F(Cd) there is a unique sequence (gα)α∈Nd such that g =∑+∞
n=0

∑
|α|=n gαL

α, the coefficients of both sides of (8) coincide. Therefore, regarding the

coefficients that multiply Lγ and Lγ+e(d−1)−e(d) we get that

λγfγ =Λfγ

λγ−e(d)γdfγ + λγfγ+ed−1−ed =Λfγ+ed−1−ed.

Thus, since fγ 6= 0, it follows that Λ = λγ 6= 0. However, since γd 6= 0 and λγ−e(d) 6= 0, the
second equality gives us that fγ = 0 which is a contradiction.

�

As a direct consequence of Proposition 5.3 we get:

Proposition 5.4. The spectrum of Cϕ is σ(Cϕ) = {λα : α ∈ Nd−1 × {0}} ∪ {0}.
Proof. Since Cϕ is a compact operator, we know that σ(Cϕ) = σp(Cϕ) ∪ {0}. It follows from
the proof of Proposition 5.3 that the eigenvalues of Cϕ are of the form λα, with α ∈ Nd−1×{0}.
Conversely, we have that CϕL

α = λαLα for all α ∈ Nd−1 × {0}. �

Observe that, in fact, we have shown that for any α ∈ Nd−1 × {0}, ker(Cϕ − λαId) =
span{Lβ : β ∈ Nd−1 × {0}, λα−β = 1}.

Let us now fix an enumeration (β(n))n of Nd−1 × {0} such that the sequence (|λβ(n)|)n
is nonincreasing. Also, consider (R(n))n ⊂ R a strictly decreasing enumeration of the set
{|λβ(n)| : n ∈ N}. For any n ∈ N let us consider the set

I(n) := {α ∈ Nd : β(n)d−1 = αd−1 + αd, αj = β(n)j for j = 1, ..., d− 2}
which is a finite subset of Nd. Let N ∈ N and denote by YN the subspace of F(Cd) defined
by
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YN :=
{
f ∈ F(Cd) : f(z) =

∑

α∈Nd\∪N
n=0I(n)

fαL
α(z)

}
.

Also, let us denote by ΞN the linear projection on F(Cd) defined by

f ∈ F(Cd) 7→ ΞN (f)(z) :=
∑

α∈Nd\∪N
n=0I(n)

fαL
α(z), for all z ∈ Cd.

In the following proposition we collect some facts related to YN and ΞN .

Proposition 5.5. Let N ∈ N. Then:

(a) ΞN is a bounded projection onto YN . In particular, YN is a closed subspace.
(b) ΞN and Cϕ commute.
(c) YN is an invariant subspace of Cϕ.
(d) σ(Cϕ|YN ) = {λβ(n) : n > N} ∪ {0}.
Proof. (a): Observe that I−ΞN is the linear operator defined by (I−ΞN )f =

∑
α∈

⋃N
n=0 I(n)

fαL
α

for all f ∈ F(Cd). Therefore, since I(n) is a finite subset of Nd for each n ∈ N, by Proposi-
tion 4.3 and Proposition 5.2 we get that I − ΞN is bounded. Thus, ΞN is bounded as well.
(b): It easily follows from the fact that I − ΞN and Cϕ commute.
(c): It directly follows from (a) and (b).
(d): By (c), Cϕ|YN ∈ L(YN) is a compact operator. Followed by some straightforward mod-
ifications, the argument presented in the proof of Proposition 5.4 can be used to show that
σ(Cϕ|YN ) = {λα(n) : n > N} ∪ {0}. �

Now we are in shape to prove Theorem 5.1.

Proof of Theorem 5.1. Let us assume that A is non-diagonalizable. The case where A is di-
agonalizable is simpler and the argument to prove this theorem follows the same line as the
presented proof. Since A is compact and cyclic, by Theorem 1.1, we know that ‖A‖ < 1, that
A is invertible and that the canonical Jordan form of A admits a Jordan block of size exactly 2.

Let f ∈ F(Cd) be a cyclic vector for Cϕ. Let us assume, towards a contradiction, that
there is α̂ ∈ Nd such that α̂d−1 = 0 and fα̂ = 0. Observe that, for any j ∈ N, we have that

Cj
ϕf(z) =

∞∑

n=0

∑

α∈Nd

|α|=n

fαλ
jα

(
Ld(z) +

j

λd−1

Ld−1(z)

)αd d−1∏

k=1

Lk(z)
αk

=

∞∑

n=0

∑

α∈Nd

|α|=n

Lαλjα
αd−1∑

l=0

(
αd + l
l

)
jl

λld−1

fα−le(d−1)+le(d).

Therefore, we have that (Cj
ϕf)α̂ = 0 for all j ∈ N. This implies that the sequence

(P|α̂|(C
j
ϕf))j is contained in a subspace of P|α̂| of dimension dim(P|α̂|)− 1. Thus, f is not a
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cyclic vector.

Conversely, let f ∈ F(Cd) be such that fα 6= 0 for all α ∈ Nd with αd−1 = 0. In order
to prove that f is a cyclic vector for Cϕ we follow an argument which is similar to the one
given in the proof of Theorem 1.1. So here we only sketch the proof, highlighting the main
differences with that of Theorem 1.1.

For n ∈ N, let us set R(n) := {α ∈ Nd : |λα| = R(n)}. Since λ ⊂ Dd, the set R(n)
is finite for any n and {R(n) : n ∈ N} is a partition of Nd. Observe that R(0) = 1 and
R(0) = {{0}d}. Let H = span{Cj

ϕf : j ∈ N}. In what follows, we prove that H = F(Cd)
by induction in the following way: at each step we show that {Lα : α ∈ R(n)} ⊂ H .

Initialization step. Set O = (0, . . . , 0) ∈ Nd. For any j ∈ N, we have that

Cj
ϕf = fO + Cj

ϕ(f − fO) = fO + Cj
ϕ(Ξ0(f)).

Notice that Ξ0(f) ∈ Y0 and σ(Cϕ|Y0) ⊂ D. Indeed, by Proposition 5.5 (4), σ(Cϕ|Y0) =
{λα : α ∈ Nd−1 × {0} \ {O}}. Thanks to the spectral radius formula and since λ ∈ D, the
sequence (‖Cϕ|jY0‖)j tends to 0 as j tends to infinity. Hence, the sequence (Cj

ϕf)j converges
to fO ∈ H and thus, since fO 6= 0, the constant functions belong to H .

Inductive step. Let us assume that for some n ≥ 1, {Lα : α ∈ R(k), k ≤ n− 1} ⊂ H .
We prove that {Lα : α ∈ R(n)} ⊂ H . Let us consider the sequence (m(k))k defined by
m(k) = max{j ∈ N : β(j) ∈ R(k)}. Observe that, thanks to the induction hypothesis,
Ξm(n−1)f ∈ H . Also, notice that

Ξm(n−1)f =
∑

α∈R(n)

fαL
α + Ξm(n)f.

By Proposition 5.5, Ξm(n)f ∈ Ym(n) and σ(Cϕ|Ym(n)
) ⊂ R(n+ 1)D. Therefore, since R(n+

1) < R(n), there is ε > 0 and J ∈ N such that
∥∥∥Cϕ|jYm(n)

∥∥∥ ≤ (R(n)− ε)j , for all j ≥ J.

Thus, for any α ∈ R(n), λ−jαCj
ϕ(Ξm(n)f) tends to 0 as j tends to infinity. At this point,

the proof follows closely the lines of the proof of Theorem 1.1. Indeed, observe that

Cj
ϕΞm(n−1)f =

∑

α∈R(n)

Lαλjα
αd−1∑

l=0

(
αd + l
l

)
jl

λld−1

fα−le(d−1)+le(d)

+ Cj
ϕΞm(n)f

Thus, the coefficient associated to Lα, with α ∈ R(n), is λjα times a polynomial on j of
degree αd−1 due to the fact that fα−αd−1e(d−1)+αd−1e(d) 6= 0. Now, consider α̂ ∈ R(n) and
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K = max{αd−1 : α ∈ R(n)}. We study inductively the sequences
(
Cj
ϕΞm(n−1)f

λjα̂jK

)

j

,

(
Cj
ϕΞm(n−1)f − pj,1

λjα̂jK−1

)

j

, · · · ,
(
Cj
ϕΞm(n−1)f − pj,K

λjα̂

)

j

,

where (pj,k)j,k ⊂ F(Cd) are the polynomials defined as follows:

pj,k =
∑

α∈R(n)
αd−1≥K+1−k

Lαλjα
αd−1∑

l=0

(
αd + l
l

)
jl

λld−1

fα−le(d−1)+le(d).

By sending j to infinity on the first sequence and mimicking the proof of Theorem 1.1 (see
in particular Lemma 3.2), we obtain that each Lα, with α ∈ R(n), such that its associated
coefficient is λjα times a polynomial of degree K on j, belongs to H . Observe that in the
second sequence pj,1 cancels all the Lα of Cj

ϕ

∑
α∈R(n) fαL

α such that their coefficient is λjα

times a polynomial on j of degree K. Thus, the second sequence is contained in H . By send-
ing j to infinity on the second sequence, we obtain that each Lα, with α ∈ R(n), such that
its associated coefficient is λjα times a polynomial of degree K − 1 on j belongs to H . The
polynomial pj,2 cancels all the Lα of Cj

ϕ

∑
α∈R(n) fαL

α such that the associated coefficient is

λjα times a polynomial on j of degree K or K−1. This procedure leads to a finite induction
which ends in K + 1 steps obtaining that {Lα : α ∈ R(n)} ⊂ H .

Conclusion. Since span{zα : α ∈ Nd} = span{Lα : α ∈ Nd} ⊂ H we obtain that
H = F(Cd). Thus, f is a cyclic vector for Cϕ. �

Remark 5.6. If A is diagonalizable, we actually have that

Cj
ϕf(z) =

∞∑

n=0

∑

α∈Nd

|α|=n

fαλ
jαLα(z), for all z ∈ Cd.

As an immediate corollary of Theorem 5.1 we can state the following result.

Corollary 5.7. Let Cϕ be a compact cyclic composition operator on F(Cd) and denote by
Cyc(Cϕ) its set of cyclic vectors. Then Cyc(Cϕ)∪ {0} does not contain a subspace of dimen-
sion 2.

6. Further dynamical properties of composition operators

This section is devoted to prove that composition operators on F(Cd) are never weakly-
supercyclic nor convex-cyclic.

A bounded linear operator T defined on a separable Banach space X is said supercyclic
with respect to the topology τ if C · orb(T, x) is dense in (X, τ). In [11, Theorem 5.4] it
is proven that composition operators defined on F(Cd) are never supercyclic. Also, in [13,
Theorem 1.7] it is proven that weighted composition operators defined on F(C) are never
supercyclic with respect to the pointwise convergence topology. The proof of our next result
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is an adaptation of that of [13, Theorem 1.7]. Regardless, we provide it for the sake of
completeness.

Theorem 6.1. Let ϕ(z) := Az + b be a holomorphic map such that Cϕ induces a bounded
composition operator on F(Cd). Then, Cϕ is not supercyclic with respect to the pointwise con-
vergence topology. In particular, there is no weakly-supercyclic composition operator defined
on F(Cd).

Proof of Theorem 6.1. Let ξ ∈ Cd be a fixed point of ϕ. Thus, ϕ(z) = A(z − ξ) + ξ for all
z ∈ Cd. Let us proceed towards a contradiction. Assume that there is f ∈ F(Cd) such that
f is a supercyclic vector for Cϕ with respect to the pointwise convergence topology. It easily
follows that f(ξ) 6= 0. Thus, by [2, Proposition 4], we have that for any z, z′ ∈ Cd, with
z 6= z′,

(9)

{
f(ϕn(z))

f(ϕn(z′))
: n ∈ N, f(ϕn(z′)) 6= 0

}
= C.

Since f(ξ) 6= 0, there is r > 0 such that 0 /∈ f(ξ + rD). Also, since ‖A‖ ≤ 1, we have that
ϕ(ξ + rD) ⊂ ξ + rD. Now, let us fix z ∈ (rD+ ξ) \ {ξ} and set z′ = ξ. Then

∣∣∣∣
f(ϕn(z))

f(ϕn(z′))

∣∣∣∣ ≤
sup{|f(w)| : w ∈ ξ + rD}

|f(ξ)| <∞.

This clearly contradicts (9).
�

Now, we turn our study to the concept of convex-cyclicity. A linear operator T ∈ L(X) is
said convex-cyclic if there is x ∈ X such that co(orb(T, x)) is dense in X , where co(A) means
the convex hull of the set A. Up to the best of our knowledge, this concept was introduced
in 2013 by Rezaei [16]. Further, in [13], Mengestie characterized the convex-cyclicity of
weighted composition operators defined on F(C). In what follows, we show that there is no
convex-cyclic composition operators on F(Cd).

Theorem 6.2. Let ϕ : Cd → Cd be a holomorphic map such that Cϕ induces a bounded
composition operator on F(Cd). Then, Cϕ is not convex-cyclic.

Proof. Let ξ ∈ Cd be a fixed point of ϕ and let f ∈ F(Cd). According to Proposition 4.3,
F(Cd) = P0 ⊕ Q0. Moreover, P0 and Q0 are invariant subspaces for Cϕ and P0 and Cϕ
commute. Let us denote by f0 := P0(f), which is a constant function. Now, observe that,
for any sequence (σk)k∈N ⊂ R+ with finitely many non-zero terms, such that

∑
k σk = 1, we

have that

P0

(
∞∑

k=0

σkC
k
ϕf

)
=

∞∑

k=0

σkC
k
ϕP0f = f0.

Therefore, f is not a convex-cyclic vector for Cϕ. Since f is an arbitrary function on F(Cd),
the operator Cϕ is not convex-cyclic. �
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7. Approximation numbers

In order to simplify the notations, in this section we use the convention 00 = 1.

Let us recall that for a linear bounded compact operator T ∈ L(X), the n-th approximation
number an(T ) is defined by

an(T ) := inf{‖T − S‖ : S ∈ L(X), dim(S(X)) ≤ n− 1}.
When X is a separable Hilbert space, it is well-known that the sequence (an(T ))n coincides

with the decreasing enumeration of the singular values of T , that is, the square roots of the
eigenvalues of T ∗T (equivalently, the eigenvalues of

√
T ∗T ).

The computation (or, at least, the estimation) of the approximation numbers of compact
composition operators has been the subject of many investigations in the recent years (see for
instance [12] and the references therein). We compute these numbers for compact composition
operators defined on F(Cd). To do this we gather some results which can be found in [20,
Theorem 1.2] and [9, Proposition 2.5]:

Proposition 7.1. [9, 20] Let ϕ(z) := Az + b be such that Cϕ induces a bounded compact
composition operator on F(Cd), i.e. ‖A‖ < 1. Further, assume that A is self-adjoint.
Then, Wkb,ϕ is a bounded self-adjoint weighted composition operator on F(Cd). Moreover,
the operator W ∗

kb,ϕ
Wkb,ϕ is unitary equivalent to exp(〈(I − A)−1b, b〉)CAA∗z.

In [9, Theorem 1.1] we can find the spectrum of bounded normal weighted composition
operators defined on F(Cd). A straightforward modification of the proof of Proposition 5.4
gives us the multiplicity of each non zero eigenvalue.

Lemma 7.2. Let A ∈ Cd×d be an Hermitian matrix of norm ‖A‖ < 1. Let λ := (λj)
d
j=1 be

the eigenvalues of A. Then,

σ(CAz) = {λα : α ∈ Nd} ∪ {0}.

Moreover, the multiplicity of the eigenvalue ρ ∈ σp(CAz)\{0} is exactly #{α ∈ Nd : ρ = λα}.

Theorem 7.3. Let ϕ(z) := Az + b be such that Cϕ induces a bounded compact composition
operator on F(Cd) with A 6= 0. Let λ = (λj)

d
j=1 ⊂ R+ be the singular values of A. Let

(αn)n ⊂ Nd be an enumeration of the set {α ∈ Nd : λα 6= 0} such that the sequence (λαn)n
is nonincreasing. Then

an(Cϕ) = exp

(〈(I − B)−1v, v〉
2

− |v|2
4

)
λαn ,

where B =
√
AA∗ and v = (I +B)−1b. In particular,

∞∑

n=1

an(Cϕ) = exp

(〈(I −B)−1v, v〉
2

− |v|2
4

) d∏

j=1

1

1− λj
.
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Proof. Let us first notice that, since Cϕ is compact, ‖A‖ < 1. Thanks to Proposition 2.5, we
know that C∗

ϕ = Wkb,A∗z. Thus

T := C∗
ϕCϕ =Wkb,AA∗z+b.

In order to continue, set B :=
√
AA∗ and recall that B is a self-adjoint matrix. Observe

that ‖B‖ < 1 as well. Let v := (I +B)−1b and define

S = exp

(
−|v|2

4

)
Wkv,Bz+v.

We claim that S :=
√
T . Indeed, thanks to Proposition 7.1, S is a bounded self-adjoint

weighted composition operator on F(Cd). Moreover, observe that for any f ∈ F(Cd) we have

S2(f)(z) = exp

(
−|v|2

2

)
kv(z)kv(Bz + v)f(B2z +Bv + v)

= exp

(−|v|2 + 〈z, v〉+ 〈Bz + v, v〉
2

)
f(AA∗z + (I +B)v)

= exp

(〈z, b〉
2

)
f(AA∗z + b) = T (f)(z).

Since S is a self-adjoint operator, T = S∗S. Again thanks to Proposition 7.1, T is unitarily

equivalent to exp(〈(I −B)−1v, v〉 − |v|2

2
)CB2z. Now, thanks to Lemma 7.2 and recalling that

B2 = AA∗, we get that the eigenvalues of T are

σ(T ) :=

{
exp

(
〈(I −B)−1v, v〉 − |v|

2

)
(λα)2 : α ∈ Nd

}
.

Moreover, if (αn)n ∈ Nd is an enumeration of the set {α ∈ Nd : λα 6= 0} such that the
sequence (λαn)n is nonincreasing, then

an(Cϕ) =

(
exp

(
〈(I − B)−1v, v〉 − |v|2

2

)
λ2αn

)1/2

= exp

(〈(I − B)−1v, v〉
2

− |v|2
4

)
λαn .

Finally, the formula of geometric series gives us that

∞∑

n=1

an(Cϕ) = exp

(〈(I −B)−1v, v〉
2

− |v|2
4

) d∏

j=1

1

1− λj
.

�

Remark 7.4. With this theorem, we get another proof that a compact composition operator
on the Fock space belongs to all Schatten classes (see [8] or [11]).
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