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RECURRENCE PROPERTIES OF SEQUENCES OF
INTEGERS

AI-HUA FAN AND DOMINIQUE SCHNEIDER

Abstract. In order to study the recurrence of sequences of integers,
we investigate their L2-exactness and Θ-Hartman property (Θ being a
set of rational numbers). Two classes of sequences of integers are well
studied, which are return times relative to a weakly mixing system and
Bernoulli random sequences.

1. Introduction

Let Λ = {un}n≥1 ⊂ N∗ = {1, 2, · · · } be a subset of integers, or a strictly
increasing sequence of integers. Λ is called a Poincaré set or 1-recurrent set
or simply recurrent set if for any measure preserving system (Y,B, ν, S) and
any A ∈ B with ν(A) > 0 there exists n ∈ Λ such that ν(A ∩ S−nA) > 0.
Poincaré recurrence theorem says that N∗ is a recurrent set. Λ is said to be
L2-good if for any measure preserving system (Y,B, ν, S) and any g ∈ L2(ν),
the follow average

(1·1) AΛ
Ng(x) :=

1

N

N∑
n=1

g(Sunx)

L2-converges as N →∞. If furthermore,

L2− lim
N→∞

AΛ
Ng := EJS(g),

we say that Λ is L2-exact, where EJS denotes the conditional expectation
with respect to the invariant σ-field JS of S. These notions are different. It
is well known that 2N∗ is a recurrent set, but 2N∗ + 1 is not. However both
are L2-good. On the other hand, N∗2 := {1, 22, 32, · · · } is L2-good, but it is
not L2-exact.

The L2-good and L2-exact sequences can be characterized as follows. Let

(1·2) ÂΛ
N(t) =

1

N

N∑
n=1

e2πiunt.

Theorem A. A sequence Λ = {un}n≥1 ⊂ N∗ is L2-good iff the limit

limN→∞ ÂΛ
N(t) exists for every 0 ≤ t < 1. It is L2-exact iff the limit exists

and is equal to zero for every 0 < t < 1.

So the study of L2-goodness and the L2-exactness is a part of Fourier
analysis. The L2-goodness doesn’t imply the recurrence, but it will be
proved that the L2-exactness does.
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Theorem B. An L2-exact sequence is recurrent.

Let us present a class of L2-exact sequences. Let (X,A, µ, T ) be a mea-
sure preserving system. Let A ∈ A. For x ∈ X, we define the set of return
times of x into A by

RA(x) = {n ≥ 1 : T nx ∈ A}.
If the system is weakly mixing, we have the following result.

Theorem C. Suppose (X,A, µ, T ) is a weakly mixing measure preserving
system and A ∈ A with µ(A) > 0. Then for µ-a.e. x ∈ X, RA(x) is L2-
exact. If T is weakly mixing and uniquely ergodic, then for every x ∈ X,
RA(x) is L2-exact.

Without the weakly mixing condition in the theorem, the conclusion
doesn’t hold in general. In fact, let 0 < α < 1 be an irrational number
and I = (−δ, δ) be an interval in the circle T = R/Z (0 < δ < 1/4). The
set RI(0) of n such that nα ∈ I is a set of return times (called a Sturmian
sequence), which is not L2-exact because

lim Re
1

N

N∑
n=1

1I(nα)e2πinα ≥ 2δ cos(2πδ) > 0.

So, the condition in the definition of L2-exactness is not satisfied with S to
be the α-rotation and g(x) = e2πix.

Let us present another class of recurrent sets. Let Θ ⊂ Q/Z ⊂ [0, 1) be
a set of rational numbers containing 0. Define

DΘ =

{
m ≥ 1 : m = [q1, · · · , qr] for some

p1

q1

, · · · ,
p1

q1

∈ Θ

}

where [q1, · · · , qr] denotes the least common multiple of q1, · · · , qr. A set
Λ ⊂ N∗ is called a Θ-Hartman sequence if for each m ∈ DΘ there is a
subsequence {unk

} ⊂ Λ such that (i) {unk
} ⊂ mZ ∩ Λ and (ii)

lim
N→∞

1

N

N∑

k=1

e2πiαunk = 0 ∀α ∈ (0, 1) \Θ.

If Θ = {0}, the sequence {unk
} satisfying (ii) is said to be Hartman uni-

formly distributed, i.e. uniformly distributed in the Bohr compactification
of Z. Therefore a {0}-Hartman sequence is nothing but a sequence contain-
ing a Hartman uniformly distributed subsequence. Remark that the limit
in (ii) is ensured if {αunk

} is uniformly distributed modulo 1. Also remark
that DΘ = {1} for Θ = {0}, DΘ = {2n : n ≥ 0} for Θ = { k

2n : k, n ∈ N},
DΘ = N for Θ = Q/Z. The second assertion in Theorem A means that
Hartman uniformly distributed sequences are just L2-exact sequences. The
following result shows that the Θ-Hartman property implies the recurrence.

Theorem D. Let Θ ⊂ Q/Z contain 0. Every Θ-Hartman sequence is
recurrent.
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Now let us describe the class of Bernoulli random sequences of integers.
Let {pn}n≥1 be a sequence of real numbers such that

0 ≤ pn ≤ 1,
∞∑

n=1

pn = ∞.

Let {ξn}n≥1 be a sequence of independent Bernoulli random variables such
that

P (ξn = 1) = pn = 1− P (ξn = 0).

We are interested in the random set

W (ω) = {n ≥ 1 : ξn(ω) = 1}.
This is almost surely (a.s. for short) an infinite subset of integers.

Theorem E. The sequence W (ω) is a.s. L2-exact (equivalently Hartman
uniformly distributed) if the following conditions are satisfied:

(1) log N = o

(
N∑

n=1

pn

)
, (2)

N∑
n=1

|pn − pn+1| = o

(
N∑

n=1

pn

)
.

Without the variation condition (2), the conclusion of the theorem is not
true. For example, if p2n = 0 and p2n+1 = 1, we have the deterministic set
W (ω) = 2N∗ + 1 (the set of odd integers) which is even not recurrent. If pn

is decreasing, the condition (2) becomes redundant.
Kahane and Katznelson [9] obtained the following conditions for W (ω)

to be a.s. Hartman uniformly distributed (i.e. L2-exact)

lim npn = ∞; n1+δpn ↑, n1−δpn ↓ ∀0 < δ < 1.

The condition stated in the above theorem seems a little bit more flexible.
Theorem E implies that if pn = n−τ with 0 < τ < 1, then W (ω) is a.s.

Hartman uniformly distributed. This is to be compared with the following
Kahane and Katznelson’s result: if pn = n−1, then W (ω) is a.s. a Sidon
set; if pn = n−τ with τ < 1, then W (ω) is a.s. not a Sidon set [8]. We will
discuss the L2-universality of W (ω).

2. Preliminaries

We present in this section some preliminaries including van der Corput
inequality, spectral lemma and Kronecker factor.

2.1. van der Corput inequality. We will use a simple form the van der
Corput inequality (see [12]):

Lemma 2.1. For N ≥ 1 complex numbers a0, a1, · · · , aN−1 and any integer
H with 1 ≤ H ≤ N , we have

∣∣∣∣∣
1

N

N−1∑
n=0

an

∣∣∣∣∣

2

≤ C

H

(
1

N

N−1∑
n=0

|an|2 +

∣∣∣∣∣
H∑

h=1

1

N

N−h∑
n=0

anan+h

∣∣∣∣∣

)

where C is a absolute constant.
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2.2. Spectral lemma. The spectral lemma holds for contracting operators
on Hilbert space (see [11]). Let (X,A, µ, T ) is a measure preserving system.
The Koopman map f 7→ f ◦ T , also denoted by T , is an isometry on
L2(µ). The spectral measure µf of f ∈ L2(µ) is characterized by its Fourier
coefficients as follows

µ̂f (n) =

∫
f ◦ T n · fdµ for n ≥ 0; µ̂f (n) = µ̂f (−n) for n < 0.

Lemma 2.2. Let p(z) =
∑

anz
n be a polynomial. We have

‖p(T )f‖2
L2(T ) =

∫

R/Z

∣∣p(e2πit)
∣∣2 dµf (t)

2.3. Kronecker factor. Let (X,A, µ, T ) is a measure preserving system.
The Kronecker factor K of the system is by definition the closed linear span
in L2(µ) of the eigenfunctions for T . There is a sub σ-algebra A′ of A such
that K = L2(A′). The orthogonal complementary space K⊥ consists of all
functions f ∈ L2(µ) whose spectral measures µf are continuous.

If f = f1+f2 with f1 ∈ K and f2 ∈ K⊥, then µf = µf1+µf2 . Furthermore,
µf2 is continuous, µf1 is discrete and µf1({θ}) 6= 0 if and only if e2πiθ is an
eigenvalue and f is not orthogonal to the corresponding eigenfunction.

For any θ ∈ R/Z, denote

Kθ = {f ∈ H : f(Tx) = e2πiθf(x)}.
That Kθ is not trivial means that e2πiθ is an eigenvalue for T . Thus K is the
direct sum of all these non-trivial Kθ with θ ∈ R/Z. If the system is ergodic,
all eigenfunctions are in L∞(µ) and each eigenspace Kθ is one-dimensional.

The subspace L2
0(µ) of L2(µ) consists of those f such that

∫
fdµ = 0.

Let K∗ = K ∩ L2
0(µ). We have the orthogonal decomposition

L2(µ) = C⊕ L2
0(µ) = C⊕K∗ ⊕K⊥.

For any Θ ⊂ R/Z, we denote

KΘ =
⊕

θ∈Θ

Kθ.

In the following, we only consider the case where Θ is a set of rational
numbers.

3. Recurrence, L2-goodness and L2-exactness

3.1. Recurrent sequences. Bertrand-Mathis [1] proved that Λ is a recur-
rent set if and only if it is a set of intersectivity, that is to say, Λ∩(S−S) 6= ∅
for any set S ⊂ N∗ with positive Banach density, i.e.

B(S) = sup lim
n→∞

|S ∩ In|
|In|

where the supremum is take over all sequence of intervals {In} with length
|In| tending to infinity as n does. As was pointed out in [1], this result was
also proved independently by P. Liardet, J. F. Méla and Y. Katznelson.
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A necessary condition for Λ to be recurrent is that mZ ∩ Λ 6= ∅ for any
m ∈ N∗, which is easy to see from the definition. It follows that the set
2N∗ + 1 of odd integers is not recurrent.

Kamae and Mendes France [10] proved that every van der Corput se-
quence is intersective and then a recurrent set. Recall the definition of
a van der Corput sequence Λ: for any sequence of real numbers {xn}≥1

such that {xn+h − xn}n≥1 is uniformly distributed (mod 1) for each h ∈ Λ,
all sequences {xan+b}n≥1 are uniformly distributed (mod 1) for all integers
a ≥ 1, b > 0.

Furstenberg proved that if p ∈ Q[x] is a polynomial taking values in
N such that p(0) = 0, then the image p(N∗) is a recurrent sequence. In
particular, so are 2N∗ and N∗2 = {1, 22, 32, · · · }.

Bourgain [2] proved the pointwise convergence of A
p(N)
N g. Bourgain,

Furstenberg, Katznelson and Ornstein proved the pointwise converges of

A
RA(x)
N g for the return times RA(x) in an ergodic system (see [2]).

The L2-goodness doesn’t imply the recurrence. But the L2-exactness
does.

Theorem 3.1. Suppose that Λ ⊂ N∗ is an L2-exact sequence. Let (Y,B, ν, S)
be a measure preserving system and let g ∈ L2(ν).

(1) If g ⊥ g ◦ Sn for all n ∈ Λ, then g ⊥ L2(JS).
(2) Λ is a recurrent sequence.

Proof. (1) It suffices to prove g ⊥ EJSg. Let Λ = {un}. Recall that

AΛ
Ng(y) :=

1

N

N∑
n=1

g(Suny) → EJSg.

Write

(3·1)

∣∣∣∣
∫

g · EJS
ν gdν

∣∣∣∣ ≤
∣∣∣∣
∫

g[EJS
ν g − AΛ

Ng]dν

∣∣∣∣ +

∣∣∣∣
∫

g · AΛ
Ngdν

∣∣∣∣
By the hypothesis, g is orthogonal to AΛ

Ng. So, it follows from (3·1) that
∣∣∣∣
∫

g · EJS
ν gdν

∣∣∣∣ ≤
∥∥g[EJS

ν g − AΛ
Ng]

∥∥
L1(ν)

≤ ‖g‖L2(ν)

∥∥EJS
ν − AΛ

Ng
∥∥

L2(ν)
.

However the last term tends to zero when n →∞, because AΛ
Ng → EJSg.

(2) Otherwise, there exist a measure preserving system (Y,B, ν, S) and a
B ∈ B with ν(B) > 0 such that

∫
1B · 1B ◦ Sndν = ν(B ∩ S−nB) = 0, ∀n ∈ Λ.

Applying (1) to 1B, we get 1B ⊥ L2(JS). In particular, 1B ⊥ 1 which means
ν(B) = 0. ¤
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3.2. Characterizations of L2-goodness and L2-exactness.

Theorem 3.2. A sequence Λ = {un} ⊂ N is L2-good iff the following limit
exists

lim
N→∞

1

N

N∑
n=1

e2πiunt

for all t ∈ (0, 1). The sequence is L2-exact iff not only the above limit exists
but the limit is zero.

Proof. We use the notation defined by (1·1) and (1·2).
L2-goodness. By considering the rotation x 7→ x + t on R/Z, we see

that the condition is necessary. Let (Y,B, S, ν) be an arbitrary measure
preserving system and g ∈ L2(ν). We prove the sufficiency by showing that
AΛ

Ng is a Cauchy sequence in L2(ν). In fact, this is a consequence of the
spectral lemma which implies

‖AΛ
p g − AΛ

q g‖2
L2(ν) ≤

∫
|ÂΛ

p (t)− ÂΛ
q (t)|2dµg(t) (∀1 ≤ p < q),

and the Lebesgue dominated convergence theorem.
L2-exactness. To get the necessity, we consider the irrational rotation

x 7→ x + t on R/Z if t is irrational, or the ergodic rotation x 7→ x + 1 on
Z/rZ when t = s

r
is rational with (s, r) = 1. To prove the sufficiency, we

have only to show that AΛ
Ng tends to zero when g ∈ K⊥0 (K0 being the space

of invariant functions). It is true because

‖AΛ
p g‖2

L2(ν) ≤
∫
|ÂΛ

p (t)|2dµg(t)

and the spectral measure µg doesn’t charge the point 0. ¤

The theorem shows that Λ is L2-exact sequences means the sequence
n 7→ 1 or 0 according to n ∈ Λ or not is almost periodic sequences in the
sense of Bohr and that L2-good sequences correspond to generalized almost
periodic sequences in the sense of Hartman (see [6], p.72).

3.3. Some remarks. Suppose that Λ = {un}n≥1 is L2-good. Let

cΛ(t) = lim
N→∞

1

N

N∑
n=1

e2πiunt.

Suppose that cΛ(t) = 0 for all but at most countably many points t. Let
(Y,B, ν, S) be a measure preserving system. Any g ∈ L2(ν) can be decom-
posed into

g =
∑

aθgθ + gK⊥ (aθ ∈ C)

where the sum is taken over all θ’s such that e2πiθ is an eigenvalue of S,
fθ is the orthogonal projection of g onto the eigenspace corresponding to
the eigenvalue e2πiθ and gK⊥ is the projection on the orthogonal of the



AI-HUA FAN AND DOMINIQUE SCHNEIDER 7

Kronecker factor K. In this case, we can identify the L2-limit of AΛ
Ng as

follows

lim
N→∞

AΛ
Ng =

∑
aθcΛ(θ)gθ.

We have only to show this for each component of g in the above decom-
position. In fact, if g ∈ K⊥, then the spectral measure of g is continuous,
which implies limN→∞ AΛ

Ng = 0 through the spectral lemma and the fact
that cΛ(t) 6= 0 for at most countably many t’s. If g = gθ, it suffices to notice
that

AΛ
Ngθ = ÂΛ

N(θ)gθ.

A set Λ = {un}n≥1 of integers is said to be r-recurrent (r ≥ 1) if for any
measure-preserving system (Y,B, ν, S) and any A ∈ B with ν(A) > 0 there
exists n ∈ Λ such that

ν(A ∩ S−nA ∩ · · · ∩ S−rnA) > 0.

Furstenberg proved that N∗ is r-recurrent for every r ≥ 1 by showing

lim
N→∞

1

N

N∑
n=1

ν(A ∩ S−nA ∩ · · · ∩ S−rnA) > 0.

We remark that any set Λ = {un}n≥1 such that lim un

n
= 1 is also r-recurrent

for every r ≥ 1. This is a consequence of the positivity of the above liminf
and the following fact: Assume lim un

n
= 1. For any bounded sequence of

numbers {an} we have

(3·2) lim
N→+∞

∣∣∣∣∣
1

N

N∑
n=1

aun −
1

N

N∑
n=1

an

∣∣∣∣∣ = 0.

As a consequence, Furstenberg’s argument proves an improvement of Sze-
merédi theorem: Let Λ = {uk} ⊂ N∗ be a strictly increasing sequence such
that uk

k
→ 1 as k → ∞. Let S ⊂ N∗ be a set with strictly positive upper

Banach density. For any integer ` ≥ 2, there exist h ≥ 1 et u ∈ Λ such that

h ∈ S, h + u ∈ S, h + 2u ∈ S, · · · , h + `u ∈ S.

Let Λ = {uk} be a given sequence with some property like L2-goodness
or L2-exactness (but not the recurrence). By (3·2), a sequence {uk + δk}
which is a perturbation of {uk} by {δk} such that δk = o(k) inherits the same
property from Λ. For example, a sequence {uk} such that uk = ζk + o(k)
with ζ > 0 is L2-exact; a sequence {uk} such that uk = k2 +o(k) is L2-good
and has the same cΛ function as {k2}.
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4. Wiener-Wintner theorem and return times

Let Λ ⊂ N∗. One way to study the recurrence of Λ is to investigate the
limit of the average AΛ

Ng. This section is devoted to the L2-exactness of
the set of return times in a weakly mixing system. We are actually led to
recognize the limit of the Birkhoff average of a product system.

Given two measure preserving systems (X,A, µ, T ) and (Y,B, ν, S). Their
product is the measure preserving system (X × Y,A⊗B, µ⊗ ν, T × S). In
general, the ergodicities of both systems don’t imply the ergodicity of their
product. It is easy to see that

JT ⊗ JS ⊂ JT×S.

The above inclusion maybe strict. We will prove that we do get an equality
when T is weakly mixing and that in this case, for any F ∈ L2(µ × ν) we
have

lim
N→∞

1

N

N−1∑
n=0

F (T nx, Sny) = EJSν

∫
F (x, y)dµ(x).

Moreover, for a fixed f ∈ L2(µ), we can find a measurable set Xf with full
µ-measure such that for any x ∈ Xf , for any measure preserving system
(Y,B, ν, S) and for any g ∈ L2(ν) we have

lim
N→∞

1

N

N−1∑
n=0

f(T nx)g(Sny) =

∫
fdµ · Eν(g|JS)

in L2(ν). Bourgain-Furstenberg-Katznelson-Ornstein (see [2]) proved the
pointwise convergence without identifying the limit but under the condition
that T is only ergodic. With the limit identified in the last equality, we can
proved that if T is weakly mixing, for any set A with µ(A) > 0, the set of
return times RA(x) is L2-exact for µ-a.e. x.

4.1. Some lemmas. Let (X,A, µ, T ) is a measure preserving system. If
f ∈ L2(µ) and 1 ≤ h ≤ N , write

JN,h(x) =
1

N

N−h∑
n=0

f(T nx)f(T n+hx).

Lemma 4.1. Let (X,A, µ, T ) is a measure preserving system. If f ∈ L2(µ)
and 1 ≤ H ≤ N , for any Borel measure ν on [0, 1) we have
∥∥∥∥∥

1

N

N−1∑
n=0

f(T nx)e2πint

∥∥∥∥∥

2

L2(ν)

≤ C

H

(
JN,0(x) +

∫ ∣∣∣∣∣
H∑

h=1

e2πihtJN,h(x)

∣∣∣∣∣ dν(t)

)

where C is the constant in the van der Corput inequality.

Proof. Apply the van der Corput inequality to an = f(T nx)e2πint, we get

(4·1)

∣∣∣∣∣
1

N

N−1∑
n=0

f(T nx)e2πint

∣∣∣∣∣

2

≤ C

H

(
JN,0(x) +

∣∣∣∣∣
H∑

h=1

e2πihtJN,h(x)

∣∣∣∣∣

)
.
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Integrate (4·1) with respect to ν to obtain the desired result. ¤

Remark that the functions JN,h are independent of t. If the system is
ergodic, by the Birkhoff ergodic theorem, for µ-a.e. x and for all h ≥ 0 we
have

(4·2) lim
N→∞

JN,h(x) =

∫
f · f ◦ T hdµ.

The following lemma will allows us to apply the spectral lemma. The
point (2) is due to Bourgain.

Lemma 4.2. Let (X,A, µ, T ) is an ergodic measure preserving system.
(1) If f ∈ K∗, for µ-a.e. x and for any Borel probability measure ν on

[0, 1) we have

lim
N→∞

∥∥∥∥∥
1

N

N−1∑
n=0

f(T nx)e2πint

∥∥∥∥∥

2

L2(ν)

≤ C‖f‖L2(µ) lim
N→∞

∥∥∥∥∥
1

N

N−1∑
n=0

f(T nx)e2πint

∥∥∥∥∥
L2(µ×ν)

where C is a constant.
(2) If f ∈ K⊥, for µ-a.e. x we have

lim
N→∞

sup
t∈[0,1)

∣∣∣∣∣
1

N

N−1∑
n=0

f(T nx)e2πint

∣∣∣∣∣ = 0.

Proof. Since the system is ergodic, for µ-a.e. x and for all h ≥ 0 we have

lim
N→∞

JN,h(x) =

∫
f · f ◦ T hdµ.

In (4·1), let N → ∞ then let H → ∞. We obtain that for µ-a.e. x the
limit

lim
N→∞

∥∥∥∥∥
1

N

N−1∑
n=0

f(T nx)e2πint

∥∥∥∥∥

2

L2(ν)

is bounded up to the multiplicative constant C by

lim
H→∞

∫
dν(t)

∣∣∣∣∣
∫

f(x)

(
1

H

H∑

h=1

e2πihtf ◦ T h(x)

)
dµ(x)

∣∣∣∣∣

≤ ‖f‖L2(µ) lim
H→∞

∥∥∥∥∥
1

H

H∑

h=1

e2πihtf ◦ T h(x)

∥∥∥∥∥
L2(µ×ν)

.

For the last inequality, we have used the Cauchy-Schwarz inequality twice
(first with respect to µ, then with respect to ν). Thus we have proved (1)

To prove (2), first we deduce from (4·1) the uniform estimate

sup
t∈[0,1)

∣∣∣∣∣
1

N

N−1∑
n=0

f(T nx)e2πint

∣∣∣∣∣

2

≤ C

H

(
JN,0(x) +

H∑

h=1

|JN,h(x)|
)

.
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Then using (4·2) and the fact
∫

f · f ◦ T hdµ = µ̂f (h), we get that µ-a.e.

lim
N→∞

sup
t∈[0,1)

∣∣∣∣∣
1

N

N−1∑
n=0

f(T nx)e2πint

∣∣∣∣∣

2

≤ C lim
H→∞

√√√√ 1

H

H∑

h=1

|µ̂f (h)|2.

The last limit is zero according to Wiener theorem because the spectral
measure µf is continuous for f ∈ K⊥. ¤

4.2. Wiener-Wintner theorem. We are now ready to prove the following
theorem, a kind of Wiener-Wintner theorem which provides a well defined
expression for the ergodic limit.

Recall that K denotes the Kronecker factor of the system (X,A, µ, T ). If
the system is ergodic, the spaceK0 of invariant functions consists of constant
functions. Also recall that L2

0(µ) is the subspace of L2(µ) consisting of
functions f such that

∫
fdµ = 0. We have the decomposition

L2
0(µ) = K∗

⊕
K⊥ with K∗ = K ªK0.

When T is weakly mixing, K = K0, i.e. L2
0(µ) = K⊥.

Let (Y,B, ν, S) be another measure preserving system. The theorem be-
low provides us a kind of approximation of the projection EJSν g.

Theorem 4.3. Suppose that (X,A, µ, T ) is a weakly mixing measure pre-
serving system. Let f ∈ L2(µ). There exists a measure set Xf with full
µ-measure such that for any x ∈ Xf , for any measure preserving system
(Y,B, ν, S) and for any g ∈ L2(ν) we have

(4·3) lim
N→∞

1

N

N−1∑
n=0

f(T nx)g(Sny) =

∫
fdµ · Eν(g|JS)

in L2(ν). For any F ∈ L2(µ× ν), we have

(4·4) lim
N→∞

1

N

N−1∑
n=0

F (T nx, Sny) = EJSν

∫
F (x, y)dµ(x)

in L2(µ × ν). The results remain true if we assume that T is ergodic and
JT×S = JT ⊗ JS instead of assuming T is weakly mixing.

Proof. Let us first prove (4·3). By the linearity on f of both sides of the
equality (4·3) and the von Neumann theorem applied to (Y,B, ν, S), in order
to prove (4·3), we can assume that f ∈ L2

0(µ). Since L2
0(µ) = K∗ + K⊥, it

suffice to prove it for f in K∗ or in K⊥.
The spectral lemma gives

∥∥∥∥∥
1

N

N−1∑
n=0

f(T nx)g(Sny)

∥∥∥∥∥

2

L2(ν)

≤
∫ ∣∣∣∣∣

1

N

N−1∑
n=0

f(T nx)e2πint

∣∣∣∣∣

2

dνg(t).

Then for f ∈ K⊥, we get the desired result immediately from Lemma 4.2
(2). For f ∈ K∗, there is nothing to prove when T is weakly mixing which
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implies K∗ = {0}. Assume that T is ergodic and JT×S = JT ⊗ JS. By
Lemma 4.2 (1), we get

lim
N→∞

∥∥∥∥∥
1

N

N−1∑
n=0

f(T nx)g(Sny)

∥∥∥∥∥

2

L2(ν)

≤ C‖f‖L2 lim
N→∞

∥∥∥∥∥
1

N

N−1∑
n=0

f(T nx)e2πint

∥∥∥∥∥
L2(µ×νg)

.

Notice that, again by the spectral lemma,∥∥∥∥∥
1

N

N−1∑
n=0

f(T nx)e2πint

∥∥∥∥∥
L2(µ×νg)

=

∥∥∥∥∥
1

N

N−1∑
n=0

f(T nx)g(Sny)

∥∥∥∥∥
L2(µ×ν)

.

Now we can conclude with von Neumann theorem applied to the product
system T × S to get that

lim
N→∞

1

N

N−1∑
n=0

f(T nx)g(Sny) = EJT f EJSg = 0.

Now prove (4·4). Both sides of (4·4) define bounded operators on L2(µ×
ν). So, we have to check (4·4) for F of the form of finite sum

∑
ci1Ai

(x)1Bi
(y)

with Ai ∈ A and Bi ∈ B. For such simple function, the already proved (4·3)
implies that the limit on the left hand side of (4·4) is equal to

∑
ciµ(Ai)EJS1Bi

= EJS

∑
ciµ(Ai)1Bi

= EJS

∫
Fdµ.

¤

4.3. Finite systems. By studying finite systems, we will show that Theo-
rem 4.3 doesn’t hold without the assumption that T is weakly mixing and
that the L2-good sequence Λ = {n2} is not L2-exact (this can also be shown
by computing cΛ(t)).

For any integer m ≥ 2, we denote by Tm : Z/mZ→ Z/mZ the translation
on the group Z/mZ defined by

Tmx = x + 1 (mod m).

Tm is a uniquely ergodic transformation with the unique invariant probabil-
ity measure 1

m

∑
x∈Z/mZ δx. Let m1,m2 be two integers. Their least common

multiple is denoted [m1,m2].

Proposition 4.4. Let m1,m2 ≥ 2 be two integers. Consider the two trans-
lations Tm1, Tm2 and their product Tm1 × Tm2.

(1) The orbit O(x, y) of any point (x, y) ∈ Z/m1Z×Z/m2Z is a cycle of
length [m1,m2] consisting of (x, y) + (k, k) with 0 ≤ k < [m1,m2].

(2) Two orbits O(x, y) and O(x′, y′) are equal iff

x′ − x = y′ − y (mod [m1,m2]).

Therefore there are m1m2

[m1,m2]
different cycles.

(3) A set in Z/m1Z×Z/m2Z is Tm1×Tm2-invariant iff it is a finite union
of cycles.
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Proof. (1) Since the finite set O(x, y) verifies Tm1 × Tm2O(x, y) ⊂ O(x, y)
and Tm1×Tm2 is bijective, we have Tm1×Tm2O(x, y) = O(x, y). This implies
that O(x, y) is a cycle. Let ` be the length of the cycle. Then

(Tm1 × Tm2)
`(x, y) = (x, y),

i.e. x + ` = x ( mod m1) and y + ` = y ( mod m2). It follows that ` =
[m1,m2].

(2) According to (1), O(x, y) = O(x′, y′) means (x′, y′) = (x, y)+(k, k) for
some 0 ≤ k < [m1,m2]. In other words, we have x′ − x = k ( mod m1) and
y′−y = k ( mod m2) for some 0 ≤ k < [m1,m2]. Equivalently x′−x = y′−y (
mod [m1,m2]).

(3) It is a consequence of (1).
¤

It follows immediately from the proposition that for any function f de-
fined on Z/m1Z× Z/m2Z we have

lim
n→∞

1

n

n−1∑

k=0

f(T k
m1

x, T k
m2

y) =
1

[m1,m2]

∑

(a,b)∈O(x,y)

f(a, b).

Remark that the limit only depend on the cycle.
For f(x, y) = 1{(i,j)}(x, y) = 1{i}(x)1{j}(y), the characteristic function of

the point (i, j) ∈ Z/m1Z× Z/m2Z, we get

lim
n→∞

1

n

n−1∑

k=0

1{i}(T
k
m1

x)1{j}(T
k
m2

y) =

{
1

[m1,m2]
if (x, y) ∈ O(i, j)

0 if (x, y) 6∈ O(i, j).

This shows that Theorem 4.3 doesn’t hold without the assumption that T
is weakly mixing.

Let m ≥ 2 be an integer. For 0 ≤ i < m, write

Ri = {n ≥ 1 : n2 = i (mod m)}.
Notice that Ri is a disjoint union of arithmetic sequences:

Ri =
⊔

0≤k<m, k2≡i (mod m)

mZ+ k.

So the density of Ri exists:

di = lim
N→∞

]{1 ≤ n ≤ N : n ∈ Ri}
N

=
]{0 ≤ k < m : k2 ≡ i (mod m)}

m
.

It follows the following proposition.

Proposition 4.5. Consider the unique ergodic transformation Tm : Z/mZ→
Z/mZ defined by Tmx = x + 1 (mod m), where m ≥ 2 is an integer. For
any j ∈ Z/mZ and any x ∈ Z/mZ, the following limit exists

Lj(x) := lim
N→∞

1

N

N∑
n=1

1{j}(T
n2

m x) = dj−x.
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For example, when m = 3, we have 02 ≡ 0, 12 ≡ 1 and 22 ≡ 1, so that
d0 = 1/3, d1 = 2/3, d2 = 0. Then

L0(0) =
1

3
, L0(1) = 0, L0(2) =

2

3
.

The limit function L3 is not constant, however E(1{0}|J ) = 1/3 is constant
because T3 is uniquely ergodic. This shows that {n2} is not L2-exact.

The Proposition 4.5 still holds if we replace n2 by a polynomial P (n)
such that P (N) ⊂ N. But di must be replaced by

di =
]{0 ≤ k < m : P (k) ≡ i (mod m)}

m
.

5. Θ-Hartman sequences are recurrent

Let p ∈ Q[x] be a polynomial such that p(N∗) ⊂ N∗ and p(0) = 0.
For any irrational number t, {p(n)t} is uniformly distributed mod 1 (Weyl
theorem). It follows that p(N∗) is Q-Hartman (see [4]).

Theorem 5.1. Let Θ ⊂ Q/Z contain 0. Every Θ-Hartman sequence is
recurrent.

Since DQ/Z = N and D{0} = {1}, we have the following corollaries.

Corollary 5.2. A subset Λ = {uk} of integers recurrent if the following
condition is satisfied: for any integer m there is a subsequence {unk

} ⊂
mZ ∩ Λ such that

lim
N→∞

1

N

N∑

k=1

e2πiαunk = 0, ∀α ∈ (0, 1) \Q.

Corollary 5.3. A subset Λ = {uk} of integers recurrent if Λ contains a
subsequence which is Hartman uniformly distributed. That is to say, there
is a subsequence {unk

} ⊂ Λ such that

lim
N→∞

1

N

N∑

k=1

e2πiαunk = 0, ∀α ∈ (0, 1).

5.1. Proof of Theorem 5.1. The proof of Theorem 5.1, inspired by [4], is
divided into several lemmas, in the statements of which we will not repeat
the conditions stated in Theorem 5.1.

The first lemma says that every function f in KΘ can be approximated
by periodic elements under T with periods in DΘ.

Lemma 5.4. For any f ∈ KΘ and any ε > 0, there exist an integer m ∈ DΘ

and a function f ′ ∈ KΘ with Tmf ′ = f ′ such that ‖f − f ′‖ < ε.

Proof. By the definition of KΘ, ‖f − f ′‖ < ε holds for some finite linear
combinations of eigenfunctions:

f ′ =
∑

αjfj, with fj ∈ Kθj
, θj ∈ Θ
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(αj being a finite sequence of scalars). These numbers θj are rational. If
we take m to be the least common multiple of the denominators of θj’s, we
will have

Tmf ′ =
∑

αje
2πimθjfj =

∑
αjfj = f ′.

¤
We denote by PΘ the orthogonal projection onto KΘ. The next lemma

show that the projection PΘf can be arbitrarily approximated by ergodic
averages along with subsequences of Λ.

Lemma 5.5. For any f ∈ L2(µ) and any ε > 0, there exists a subsequence
{unk

} ⊂ Λ such that
∥∥∥∥∥

1

N

N∑

k=1

T unk f − PΘf

∥∥∥∥∥ < ε

for sufficiently large N .

Proof. Write f = fΘ + f⊥Θ with fΘ = PΘf ∈ KΘ and f⊥Θ ∈ K⊥Θ. Apply
Lemma 5.4 to fΘ and ε/4. Then there exist m ∈ DΘ and f ′Θ ∈ Θ such that

Tmf ′Θ = f ′Θ, ‖fΘ − f ′Θ‖ <
ε

4
.

By the hypothesis on Θ and Lemma 5.4, we can find a subsequence {unk
} ⊂

Λ which has the properties
(i) T unk f ′Θ = f ′Θ;
(ii) for all α ∈ Θc,

lim
N→∞

1

N

N∑

k=1

e2πiαunk = 0.

By (i) and the contractivity of T , we have

‖T unk fΘ − fΘ‖ ≤ ‖T unk (fΘ − f ′Θ)− (fΘ − f ′Θ)‖ ≤ ε

2
.

It follows immediately ∥∥∥∥∥
1

N

N∑

k=1

T unk fΘ − fΘ

∥∥∥∥∥ ≤
ε

2
.

On the other hand, by (ii) and the spectral lemma, we have
∥∥∥∥∥

1

N

N∑

k=1

T unk f⊥Θ

∥∥∥∥∥

2

≤
∫

Θc

∣∣∣∣∣
1

N

N∑

k=1

e2πiαunk

∣∣∣∣∣

2

dµf⊥Θ
<

ε2

4

if N is sufficiently large. Thus we conclude by combining the last two
estimations. ¤

For f ∈ L2(µ), let HΛ
f be the subspace spanned by T uf with u ∈ Λ.

Lemma 5.6. If f ⊥ HΛ
f , then f ⊥ KΘ.
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Proof. What we have to prove is that 〈f, fΘ〉 = 0 where fΘ = PΘf . For any
ε > 0, take the sequence {unk

} in Lemma 5.5 such that ‖ANf − fΘ‖ < ε for

large N where ANf = N−1
∑N

k=1 T unk f . Write

〈f, fΘ〉 = 〈f, ANf〉+ 〈f, fΘ − ANf〉.
Since the hypothesis of the lemma implies 〈f,ANf〉 = 0, we have

|〈f, fΘ〉| ≤ ‖f‖ · ‖fΘ − ANf‖ < ‖f‖ε.
¤

Proof of Theorem 5.1. We prove the theorem by contradiction. Suppose
that Λ is not a Poincaré set. Then there exists a measure preserving system
(X,A, T, µ) and a measurable set A ∈ A such that

µ(A) > 0, µ(A ∩ T−uA) = 0 (∀u ∈ Λ).

Thus we have 1A ⊥ HΛ
f because

µ(A ∩ T−uA) =

∫
1A · 1A ◦ T udµ.

By Lemma 5.6, we have 1A ⊥ KΘ. Since 1 ∈ KΘ (Θ contains 0), we have
µ(A) = 〈1A, 1〉 = 0, which is a contradiction. ¤

6. Random sequences

Let {pn}n≥1 be a sequence of real numbers such that

0 ≤ pn ≤ 1,
∞∑

n=1

pn = ∞.

Let {ξn}n≥1 be a sequence of independent Bernoulli random variables such
that

P (ξn = 1) = pn = 1− P (ξn = 0).

The study object in this section is the random set of integers

W (ω) = {n ≥ 1 : ξn(ω) = 1}.
This is almost surely (a.s. for short) an infinite subset of integers. The
following is the main theorem in this section.

Theorem 6.1. The sequence W (ω) is a.s. Hartman uniformly distributed
if the following conditions are satisfied:

(1) log N = o

(
N∑

n=1

pn

)
, (2)

N∑
n=1

|pn − pn+1| = o

(
N∑

n=1

pn

)
.

Let us first present some elementary properties of W (ω).
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6.1. Basic properties of W (ω). The classical law of large numbers of
Kolmogorov concerns independent sequences of identically distributed vari-
ables. The following proposition is a kind of law of large numbers. It can
be proved by Doob’s martingale convergence theorem.

Proposition 6.2. Almost surely

lim
N→∞

∑N
n=1 ξn∑N
n=1 pn

= 1.

Proof. Let sn =
∑n

k=1 pk and s0 = p1. Consider the martingale

Mn =
n∑

k=1

ξk − pk

sk

.

It is easy to compute that

EM2
n =

n∑

k=1

pk(1− pk)

s2
k

≤
n∑

k=1

pk

sksk−1

=
1

p1

+
n∑

k=2

(
1

sk−1

− 1

sk

)
≤ 2

p1

.

By the martingale convergence theorem of Doob, the L2-bounded martin-
gale Mn converges almost surely. In other words, the series

∑∞
k=1

ξk−pk

sk

converges. We conclude by the Kronecker lemma. ¤
Consequently, W (ω) admits a.s. its upper density

D(W (ω)) = lim
N→∞

]W (ω) ∩ [1, N ]

N
= lim

N→∞

∑N
n=1 pn

N
.

The density of W (ω) exists iff limN→∞ N−1
∑N

n=1 pn exists.
An increasing sequence {un} ⊂ N∗ is said to be syndetic if

sup
n

(un+1 − un) < ∞.

Proposition 6.3. Almost surely W (ω) is syndetic iff there exists an integer
` ≥ 1 such that

∞∑
n=1

`−1∏
j=0

(1− pn+j) < ∞.

Proof. Notice that P (n 6∈ W (ω)) = P (ξn = 0) = 1− pn. Let

An,` = {ω : n 6∈ W (ω), n + 1 6∈ W (ω), · · · , n + `− 1 6∈ W (ω)}.
Then P (An,`) =

∏`−1
j=0(1− pn+j). So, the convergence of the series, together

with the Borel-Cantelli lemma, shows that P (limn An,`) = 0. That means,
almost sure when n is sufficiently large, each interval [n, n + `− 1] contains
a term of W (ω). So, W (ω) is syndetic.

Now suppose que the series diverges for each ` ≥ 1. Then, for each fixed
`, there exists 0 ≤ r < ` such that

∞∑

k=1

`−1∏
j=0

(1− pr+k`+j) = ∞.
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Observe that the events Ar+k` (k = 1, 2, · · · ) are independent and P (Ar+k`) =∏`−1
j=0(1 − pr+k`+j). Then the divergence of the last series, together with

the Borel-Cantelli lemma, implies P (limk Ar+k`) = 1. That means, al-
most sure there exists k (actually infinitely many), such that the interval
[r + k`, r + k`` − 1] contains no term of W (ω). Since ` is arbitrary, W (ω)
is not syndetic. ¤

6.2. Uniform norm of some random trigonometric polynomials.
The following theorem on the uniform norm of a random trigonometric
polynomials will be useful in the proof of Theorem 6.1.

Theorem 6.4. Let {ξn} be a sequence of independent Bernoulli variables
such that P (ξn = 1) = pn = 1− P (ξn = 0). Suppose that

log N = o
( N∑

n=1

pn

)
.

There exists a constant C > 0 such that

P


max

t∈[0,1)

∣∣∣∣∣
N∑

n=1

(ξn − pn)e2πint

∣∣∣∣∣ ≥ C

√√√√
N∑

n=1

pn log N


 ≤ 1

N2
.

Proof. Similar estimates were first obtained by Salem and Zygmund when
Rademacher sequence or Steinhaus sequence take the place of {ξn − pn}.
Kahane considered subnormal or subgaussian sequences. Fan and Schneider
have replaced the subgaussian condition by another integrability condition.
But for the centralized but biased Bernoulli sequence {ξn− pn}, we can not
directly apply these known results in [6, 3]. However, we can imitate [6].

First estimate the Laplace transform of ξn − pn:

Eeλ(ξn−pn) = e−λpn(1 + pn(e−λ − 1)) ≤ epn(eλ−1−λ).

Using the fact that eλ − 1 − λ ≤ Aλ2/2 for |λ| ≤ 1 (A being a constant).
Thus we have

Eeλ(ξn−pn) ≤ eApnλ2/2 if |λ| ≤ 1,

which could be called a local subnormal property. As in [6], we will take
(with the notation in [6])

λ2 =
log(2ρκ)

Ar
=

log(4πN4)

A
∑N

n=1 pn

,

We should notice that λ → 0 when N →∞. ¤

6.3. Proof of Theorem 6.1. What we have to prove is

a.s. lim
N→∞

∑N
n=1 ξne

2πint

∑N
n=1 ξn

= 0 ∀t ∈ (0, 1).
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By Lemma 6.3, we have only to show

(6·1) a.s. lim
N→∞

∑N
n=1(ξn − pn)e2πint

∑N
n=1 pn

= 0 ∀t ∈ (0, 1);

(6·2) lim
N→∞

∑N
n=1 pne

2πint

∑N
n=1 pn

= 0 ∀t ∈ (0, 1).

By Theorem 6.4, we have

(6·3) a.s. max
t∈[0,1)

∣∣∣∣∣
N∑

n=1

(ξn − pn)e2πint

∣∣∣∣∣ = O




√√√√
N∑

n=1

pn log N


 .

So, (6·1) follows immediately from (6·3) and the hypothesis log N = o
( ∑N

n=1 pn

)
.

An Abel summation leads to∣∣∣∣∣
N∑

n=1

pne
2πint

∣∣∣∣∣ ≤
1

| sin πt|

(
N−1∑
n=1

|pn − pn+1|+ pN

)
.

Then (6·2) follows from this estimate and the hypothesis
∑N

n=1 |pn−pn+1| =
o
( ∑N

n=1 pn

)
. ¤

Assume that
∑N

n=1 |pn − pn+1| = o
( ∑N

n=1 pn

)
. It is interesting to find a

condition for W (ω) to be a.s. non L2-exact. In other words, we would like
to find conditions such that a.s. there exists t such that

(6·4) lim
N→∞

∑N
n=1(ξn − pn)e2πiunt

∑N
n=1 pn

6= 0.

Notice that for t fixed, the above limit is a.s. equal to zero (the same proof
for Proposition 6.3 works). So, the point t in (6·4) must be a random point
depending on ω. Such point does exist when pn = 1/n [8]. See [13, 14] for
the study of W (ω) as thin sets in harmonic analysis. Another interesting
problem is to study the multiple recurrence of W (ω).

6.4. L2-universality of W (ω). A sequence Λ = {uk} ∈ N∗ is said to
be L2-universal if for any measure-preserving system (X,A, µ, T ) and any
f ∈ L2(µ),

lim
N→∞

1

N

N∑

k=1

f ◦ T uk exists µ−a.e.

Bourgain and Boshernitzan proved the L2-universality of W (ω) under the
conditions that the sequence {pk} decreasing and for any geometric sequence
Nρ = {[ρk], k ≥ 1} ( ρ > 1), we have

(6·5)
∑

N∈Nρ

log N∑N
k=1 pk

< +∞ .
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We remark that the monotonicity of {pk} can be replaced by the weaker
condition

(6·6) lim
N→+∞

1∑N
k=1 pk

(
NpN +

N−1∑

k=1

k|pk − pk+1|
)

< ∞ .

Recall that
∑n

1 ξk ∼
∑n

1 pk (Lemma 6.3). Write

1∑N
k=1 pk

N∑

k=1

ξkf ◦T k =
1∑N

k=1 pk

N∑

k=1

(ξk−pk)f ◦T k +
1∑N

k=1 pk

N∑

k=1

pkf ◦T k .

The condition (6·5) ensures the convergence of the first term on the right
hand side. The monotonicity was used to prove the convergence of the
second term as a consequence of the Birkhoff theorem. The monotonicity
can be replaced by (6·6) because under the condition (6·6) we have

lim
n→∞

1

N

N∑
n=1

an = ` ⇒ lim
n→∞

∑N
n=1 pnan∑N

n=1 pn

= `

for any sequence (an).
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aléatoires dans le groupe de Bohr. J. Anal. Math. 105 (2008), 379–382.

[10] K. Kamae and M. Mendès France. van der Corput’s difference theorem. Israel J.
Math. 31 (1978), no. 3-4, 335–342.

[11] U. Krengel. Ergodic Theorems. W. de Gruyter , 1989.
[12] L. Kuipers and H. Niederreiter. Uniform distribution of sequences. Pure and Applied

Mathematics. Wiley-Interscience , New York-London-Sydney, 1974.
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