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Abstract. We present in this paper a logical model of trust within organizations.
Three forms of trust are investigated: trust in an agent (i.e. interpersonal trust),
trust in a role, trust in an agent qua player of a role. The relationships between the
three forms of trust are investigated. A part of the paper is devoted to the analysis
of trust of an authority (e.g. an employer) in a subordinate (e.g. an employee).

1 Introduction

When looking at human organizations, social scientists have been mostly interested 
in individuating the antecedents of collective behavior and collective action between 
interacting individuals and roles. A central concern of the field has been identifying 
the determinants of intraorganizational cooperation, coordination and delegation [20,2]. 
Among the different determinants, trust has been recognized as one of the most impor-
tant [7,16].

In this paper, we will study trust and organizations from the perspective of computer 
scientists working in the field of multi-agent systems (MAS). Indeed, to provide a for-
mal analysis of trust within the context of organizations is of definite importance for 
the theory and development of multi-agent systems. In the recent years, in the MAS 
field there has been a growing interest in the theory of organization. Several formal ap-
proaches to the characterization of organizational concepts have been proposed [22,10] 
as well as general methodologies for MAS [23,13] which are based on organizational 
concepts as their cornerstones and which provide the guidelines for the specification and 
the design of MAS environments. In these formal approaches and existing methodolo-
gies, a multi-agent system is conceived as an organization consisting of various interact-
ing roles which can be played by different agents. Although the concept of organization 
has been extensively studied in the agent domain, there is still no comprehensive for-
mal account of the issue of trust in agent organizations. For instance, the distinction 
between the concept of trust in an agent and the concept of trust in a role is not clearly 
and deeply analyzed. Indeed, most of formal models of trust proposed in the agent do-
main have a limited perspective and only focus on trust in information sources in the 
specific context of information exchange between agents (e.g. [17,14,8]). The aim of 
the present paper is to extend our conceptual and formal model of social trust [18,9] to



the analysis of trust within organizations. This is in order to fill an existing gap in the
literature about formal models of agents and multi-agent systems.

In particular, we will present in this paper a logical model of trust within the context
of organizations. We model organizations as social entities in which agents play roles.
Individual agents are described in terms of their mental attitudes (beliefs, goals, inten-
tions). In an organization there are different roles to which certain powers are assigned.
When an agent plays a certain role, he inherits the powers assigned to the role. We
study trust at three different levels of generality. We start with the more general con-
cept of an agent i’s trust in another agent j abstracting away from the concept of role
(interpersonal trust). We conceive interpersonal trust as an agent’s disposition which is
reducible to his beliefs and goals. In particular, we define trust in terms of a goal of the
truster and the truster’s belief that the trustee has the right properties (powers, abilities,
dispositions) to ensure that his goal will be achieved. Then, we introduce the concept of
role in order to investigate what it means that an agent i trusts a certain role x and an
agent i trusts another agent j qua player of a certain role x. We focus on the relation-
ships between the three different forms of trust (interpersonal trust, trust in a role and
trust in an agent qua player of a role).

The paper is organized as follows. We start in Section 2 with a presentation of a
modal logic which enables reasoning about actions and mental attitudes of agents (be-
liefs, goals and intentions), and about the roles that the agents play within the context of
the organization. This logic will be used during the paper for formalizing the relevant
concepts of our model of trust. The second part of the paper (Section 3) is devoted to
present the three general concepts of trust that are relevant for a theory of organizations
and for modeling and designing artificial organizations of agents: interpersonal trust
(Section 3.1), trust in a role and and trust in an agent qua player of a role (Section 3.2).
In Section 3.3, the three concepts are applied to the specific case of trust of an authority
(e.g. an employer) in a subordinate (e.g. an employee). We conclude with a discussion
of some directions for future works.

2 A Modal Logic of Mental Attitudes, Actions and Roles

We present in this section the multimodal logic L that we use to formalize the relevant
concepts of our model of trust. L combines the expressiveness of dynamic logic [11]
with the expressiveness of a logic of agents’ mental attitudes [6]. Moreover, it enables
reasoning about the relationships between different roles in the organization.

2.1 Syntax and Semantics

The syntactic primitives of the logic L are the following:

– a nonempty finite set of agents AGT = {i, j, . . .};
– a nonempty finite set of atomic actions AT = {a, b, . . .};
– a set of atomic formulas ATM = {p, q, . . .};
– a finite set of social roles ROLE = {x, y, . . .}.

We add two additional formal constructions in order to specify the relationships be-
tween agents and roles and among different roles.



– a function Fplay : ROLE −→ 2AGT \ ∅ which maps every role to a non-empty
set of agents;

– a function Fcontrol : ROLE ×ROLE −→ 2AT which maps every couple of roles
to a set of atomic actions.

Given a role x ∈ ROLE and a non-empty set of agents C ∈ 2AGT , Fplay(x) = C
means that C is the set of agents in the organization that play role x. Given two roles
x, y ∈ ROLE and a set of atomic actions X ∈ 2AT , Fcontrol(x, y) = X means that
role x controls the atomic actions X of role y. More generally, the latter construction is
used to specify a concept of right: a ∈ Fcontrol(x, y) means that every agent playing
role x has the right to require (resp. to authorize) an agent playing role y to do action a.
We call the tuple RS = 〈Fplay ,Fcontrol〉 a role structure.

We also introduce organizational actions of the form reqj(a) and authj(a) denoting
respectively the action of requiring (or demanding) j to do the atomic action a and the
action of authorizing (or allowing) j to do the atomic action a. Here we do not consider
the negative counterparts of these organizational actions, that is, the action of forbidding
j to do the atomic action a and the action of authorizing (or allowing) j not to do the
atomic action a.

We define a set ACT of complex actions as the smallest superset of AT such that:

– if a ∈ AT and j ∈ AGT then reqj(a) ∈ ACT and authj(a) ∈ ACT .

Since the sets AGT and AT are supposed to be finite, the set ACT is finite as well. We
note α, β, . . . the elements in ACT .

The language Llang of the logic L is defined as the smallest superset of ATM such
that:

– if ϕ, ψ ∈ Llang , α ∈ ACT , i ∈ AGT , x, y ∈ ROLE and a ∈ AT then ¬ϕ, ϕ ∨
ψ, Afteri:αϕ, Doesi:αϕ, Bel iϕ, Goal iϕ, Obgϕ, Control(x, y, a), Play(i, x) ∈
Llang .

The classical boolean connectives ∧, →, ↔, 
 and ⊥ are defined from ∨ and ¬ in the
usual manner.

The operators of our logic have the following intuitive meaning. Bel iϕ: the agent
i believes that ϕ; Afteri:αϕ: after agent i does α, it is the case that ϕ (Afteri:α⊥
is read: agent i cannot do action α); Doesi:αϕ: agent i is going to do α and ϕ will
be true afterward (Doesi:α
 is read: agent i is going to do α); Goal iϕ: the agent i
wants that ϕ holds; Control(x, y, a): role x controls role y with respect to the action
a; Play(i, x): agent i plays role x; Obgϕ: it is obligatory that ϕ. During the analysis of
trust presented in Section 3, formulaAfteri:αϕwill be often read: agent i has the power

to ensure ϕ by doing α. Three abbreviations are given: Cani(α) def= ¬Afteri:α⊥;

Inti(α) def= Goal iDoes i:α
; Permϕ
def= ¬Obg¬ϕ. Cani(α) stands for: agent i can

do action α (i.e. i has the capacity to do α). Inti(α) stands for: agent i intends to do α.
Finally, Permϕ stands for: ϕ is permitted.

Models of the logic L are tuples M = 〈W,RS,A ,D ,B,G ,O,V 〉 defined as
follows.

– W is a non empty set of possible worlds or states.
– RS is a role structure.



– A : AGT ×ACT −→W ×W maps every agent i and action α to a relation Ai:α

between possible worlds in W . Given a worldw ∈ W , if (w,w′) ∈ Ai:α then w′ is
a world which can be reached from w through the occurrence of agent i’s action α.

– D : AGT ×ACT −→W ×W maps every agent i and action α to a relation Di:α

between possible worlds in W . Given a world w ∈W , if (w,w′) ∈ Di:α then w′ is
the next world of w which will be reached from w through the occurrence of agent
i’s action α.

– B : AGT −→ W ×W maps every agent i to a serial, transitive and euclidean
relation Bi between possible worlds inW . Given a world w ∈ W , if (w,w′) ∈ Bi

then w′ is a world which is compatible with agent i’s beliefs at w.
– G : AGT −→W ×W maps every agent i to a serial relation Gi between possible

worlds in W . Given a world w ∈ W , if (w,w′) ∈ Gi then w′ is a world which is
compatible with agent i’s goals at w.

– O is a serial relation between possible worlds in W . Given a world w ∈ W , if
(w,w′) ∈ O then w′ is a world which is ideal at world w.

– V : W −→ 2ATM is a truth assignment which associates each world w with the
set V (w) of atomic propositions true in w.

We distinguish the two types of relations R and D since we want to express both: the
fact that at a given world w an agent performs an action α which will result in a next
state w, the fact that if at w the agent did something different he would have produced
a different outcome.

Given a model M , a world w and a formula ϕ, we write M,w |= ϕ to mean that ϕ
is true at world w in M , under the basic semantics. The rules defining the truth condi-
tions of formulas are just standard for atomic formulas, negation and disjunction. The
following are the remaining truth conditions forAfteri:αϕ, Does i:αϕ, Bel iϕ, Goal iϕ,
Obgϕ, Control(x, y, a) and Play(i, x).

– M,w |= Afteri:αϕ iff M,w′ |= ϕ for all w′ such that (w,w′) ∈ Ai:α

– M,w |= Does i:αϕ iff ∃w′ such that (w,w′) ∈ Di:α and M,w′ |= ϕ
– M,w |= Bel iϕ iff M,w′ |= ϕ for all w′ such that (w,w′) ∈ Bi

– M,w |= Goal iϕ iff M,w′ |= ϕ for all w′ such that (w,w′) ∈ Gi

– M,w |= Obgϕ iff M,w′ |= ϕ for all w′ such that (w,w′) ∈ O
– M,w |= Control (x, y, a) iff a ∈ Fcontrol(x, y)
– M,w |= Play(i, x) iff i ∈ Fplay(x)

The following section is devoted to illustrate the additional semantic constraints over L
models and the corresponding axiomatization of the logic L.

2.2 Axiomatization

The axiomatizations of the logic L include all tautologies of propositional calculus and
the standard rule of inference modus ponens.1 Operators for actions of type Afteri:α
and Does i:α are normal modal operators satisfying the axioms and rules of inference of
system K.2 Operators of type Bel i and Goal i are just standard normal modal operators.

1 If � ϕ and � ϕ → ψ then � ψ.
2 This includes necessitation rule and Axiom K: �ϕ

�Afteri:αϕ
; �ϕ

�¬Doesi:α¬ϕ
; (Afteri:αϕ ∧

Afteri:α(ϕ → ψ)) → Afteri:αψ; (Doesi:αϕ ∧ ¬Doesi:α¬ψ) → Does i:α(ϕ ∧ ψ).



The former are modal operators for belief in Hintikka style [12] satisfying the axioms
and rules of inference of system KD45. 3 The latter are modal operators for goal in
Cohen & Levesque’s style [6] satisfying the axioms and rules of inference of system
KD.4 Thus, we make assumptions about positive and negative introspection for beliefs
and we suppose that an agent have no inconsistent beliefs or conflicting goals. Operators
for obligations of type Obg are supposed to be KD normal modal operators as in SDL
(standard deontic logic) [1].5 Thus, we do not admit contradictory obligations.

We add the following constraint over every relation Di:α and every relation Dj:β of
all L models. For every i, j ∈ AGT , α, β ∈ ACT and w ∈W :

S1 if (w,w′) ∈ Di:α and (w,w′′) ∈ Dj:β then w′ = w′′

Constraint S1 says that if w′ is the next world of w which is reachable from w through
the occurrence of agent i’s action α and w′′ is also the next world of w which is reach-
able from w through the occurrence of agent j’s action β, then w′ and w′′ denote the
same world. Indeed, we suppose that every world can only have one next world. The
semantic constraint S1 corresponds to the following axiom.

AltAct Does i:αϕ→ ¬Doesj:β¬ϕ
Axiom AltAct says that: if i is going to do α and ϕ will be true afterward, then it cannot
be the case that j is going to do β and ¬ϕ will be true afterward.

We also suppose that the world is never static in our framework, that is, we suppose
that for every world w there exists some agent i and action α such that i is going to
perform α at w. Formally, for every w ∈W we have that:

S2 ∃i ∈ AGT , ∃α ∈ ACT , ∃w′ ∈ W such that (w,w′) ∈ Di:α

The semantic constraint S2 corresponds to the following axiom of our logic.

Active
∨

i∈AGT ,α∈ACT Does i:α

Axiom Active ensures that for every world w there is a next world of w which is reach-
able from w by the occurrence of some action of some agent. This is the reason why
the operatorX for next of LTL (linear temporal logic) can be defined as follows:

Xϕ
def=

∨

i∈AGT ,α∈ACT

Does i:αϕ

Note that X satisfies the standard property Xϕ ↔ ¬X¬ϕ (i.e. ϕ will be true in the
next state iff ¬ϕ will not be true in the next state).

The following relationship is supposed between every relation Di:α and the corre-
sponding relation Ai:α of all L models. For every i ∈ AGT , α ∈ ACT and w ∈ W :

S3 if (w,w′) ∈ Di:α then (w,w′) ∈ Ai:α

3 This includes rule of necessitation, Axiom K for every operator Bel i plus the following three
axioms (so-called Axioms D, 4, 5): ¬Bel i⊥; Bel iϕ → Bel iBel iϕ; ¬Bel iϕ → Bel i¬Bel iϕ.

4 This includes rule of necessitation, Axiom K for every operator Goal i plus the following
Axiom D: ¬Goal i⊥.

5 This includes rule of necessitation, Axiom K for Obg plus the following Axiom D: ¬Obg⊥.



The constraint S3 says that if w′ is the next world of w which is reachable from w
through the occurrence of agent i’s action α, then w′ is a world which is possibly reach-
able from w through the occurrence of agent i’s action α. The semantic constraint S3
corresponds to the following axiom IncAct,PAct.

IncAct,PAct Doesi:αϕ→ ¬Afteri:α¬ϕ
According to IncAct,PAct, if i is going to do α and ϕ will be true afterward, then it is
not the case that ¬ϕ will be true after i does α. The following axioms relates intentions
with actions.

IntAct1 (Inti(α) ∧ Cani(α)) → Does i:α

IntAct2 Does i:α
 → Inti(α)

According to IntAct1, if i has the intention to do action α and has the capacity to do
α, then i is going to do α. According to IntAct2, an agent is going to do action α
only if he has the intention to do α. In this sense we suppose that an agent’s doing is by
definition intentional. Similar axioms have been studied in [19] in which a logical model
of the relationships between intention and action performance is proposed. IntAct1 and
IntAct2 correspond to the following semantic constraints over L models. For every
i ∈ AGT , α ∈ ACT and w ∈ W :

S4 if ∀(w,w′) ∈ Gi, ∃w′′ such that (w′, w′′) ∈ Di:α and ∃v such that (w, v) ∈ Ai:α

then ∃v′ such that (w, v′) ∈ Di:α

S5 if ∃v′ such that (w, v′) ∈ Di:α then ∀(w,w′) ∈ Gi, ∃w′′ such that (w′, w′′) ∈
Di:α

We also suppose that goals and beliefs must be compatible, that is, if an agent has the
goal that ϕ then, he cannot believe that ¬ϕ. Indeed, the notion of goal we characterize
here is a notion of an agent’s chosen goal, i.e. a goal that an agent decides to pursue. As
some authors have stressed (e.g.[4]), a rational agent cannot decide to pursue a certain
state of affairs ϕ, if he believes that ¬ϕ. Thus, for any i ∈ AGT and w ∈ W the
following semantic constraint over L models is supposed:

S6 ∃w′ such that (w,w′) ∈ Bi and (w,w′) ∈ Gi

The constraint S7 corresponds to the following axiom WR (weak realism) of our logic.

WR Goal iϕ→ ¬Bel i¬ϕ
In this work we assume positive and negative introspection over (chosen) goals, that is:

PIntrGoal Goal iϕ→ Bel iGoal iϕ
NIntrGoal ¬Goal iϕ→ Bel i¬Goal iϕ

Axioms PIntrGoal and NIntrGoal correspond to the following semantic constraints
over L models. For any i ∈ AGT and w ∈W :

S7 if (w,w′) ∈ Bi then ∀v, if (w, v) ∈ Gi then (w′, v) ∈ Gi

S8 if (w,w′) ∈ Bi then ∀v, if (w′, v) ∈ Gi then (w, v) ∈ Gi



We accept the following axiom relating obligations and beliefs:

BelObg Obgϕ→ Bel iObgϕ

This axiom is based on the assumption that every agent has complete information of
what is obligatory. It is justified by the fact that if it is expected that an agent does
every action which is obligatory, he must have a complete information about what is
obligatory. Axiom BelObg corresponds to the following semantic constraint over L
models: For any i ∈ AGT and w ∈ W :

S9 if (w,w′) ∈ Bi then ∀v, if (w′, v) ∈ O then (w, v) ∈ O

Note that by Axiom BelObg, the definition of the permission operator Perm and Ax-
iom D for Bel i, the following formula can be derived as a consequence: Bel iPermϕ
→ Permϕ. This means that in our logical framework every agent has sound informa-
tion of what is permitted.

We also have specific properties for the actions of requiring and authorizing. We
suppose that, given two agents i and j playing respectively roles x and y in the organi-
zation, if role x controls role y with respect to the action a then: after i requires (resp.
authorizes) j to do a, j has the obligation to do a (resp. has the permission to do a).
Formally:

Control (Play(i, x) ∧ Play(j, y) ∧Control(x, y, a)) →
(Afteri:reqj(a)ObgDoesj:a
∧ Afteri:authj(a)PermDoesj:a
)

Axiom Control corresponds to the following two semantic constraints over L models.
For any i, j ∈ AGT , x, y ∈ ROLE , a ∈ AT and w ∈ W if i ∈ Fplay(x), j ∈
Fplay(y) and a ∈ Fcontrol(x, y) then:

S10 if (w,w′) ∈ Ai:reqj(a) ◦ O then ∃w′′ such that (w′, w′′) ∈ Dj:a

S11 if (w,w′) ∈ Ai:authj(a) then ∃w′′ such that (w′, w′′) ∈ O ◦ Dj:a

where ◦ is the standard composition operator between two binary relations.
We call L the logic axiomatized by the axioms and rules of inference presented

above. We write � ϕ if formula ϕ is a theorem of L (i.e. ϕ is the derivable from the
axioms and rules of inference of the logic L). We write |= ϕ if ϕ is valid in all L
models, i.e. M,w |= ϕ for every L model M and world w in M . Finally, we say that ϕ
is satisfiable if there exists a L model M and world w in M such that M,w |= ϕ. We
can prove that the logic L is sound and complete with respect to the class of L models.
Namely:

Theorem 1. � ϕ if and only if |= ϕ.

Proof. It is a routine task to check that the axioms of the logic L correspond one-to-
one to their semantic counterparts on the frames. It is routine, too, to check that all of
our axioms are in the Sahlqvist class. This means that the axioms are all expressible as
first-order conditions on frames and that they are complete with respect to the defined
frames classes, cf. [3, Th. 2.42]. ��



3 Trust within the Context of Organizations

Trust relationships within the context of an organization can be analyzed at three general
levels of abstraction:

– an agent’s trust in another agent;
– an agent’s trust in a role;
– an agent’s trust in another agent qua player of a certain role.

The former kind of trust, also called interpersonal (or inter-agent) trust, is the trust that
a certain agent i places in a different agent j. This kind of trust is based on i’s ascription
of specific properties to j including powers, abilities and dispositions. We call these j’s
individual properties.

On the contrary, an agent i’s trust in a role x, with respect to the accomplishment of
a given task ϕ, is based on i’s attribution to role x of certain standard values and prop-
erties that are relevant for the achievement of the task ϕ. We call these role properties.
For example, if i says that he trusts policemen with respect to the task of monitoring
dangerous situations, i’s trust in policemen is based on i’s attribution to policemen of
certain role properties that are relevant with respect to the task of monitoring dangerous
situations (e.g. being armed, having the power to arrest suspected people, etc.).

Finally, an agent i’s trust in another agent j qua player of a role x with respect
to a certain task ϕ, is the trust that i places in j due to the fact that j plays role x
and, according to i’s beliefs, role x has certain (role) properties that are relevant for the
accomplishment of task ϕ. In this situation, i’s trust in j qua player of role x is based on
the fact that i transfers the properties of role x (that are relevant for the accomplishment
of task ϕ) to agent j playing role x. Differently from trust in a role, agent i’s trust
in agent j qua player of role x is also based on i’s attribution to agent j of certain
individual properties that are not necessarily properties of the role x. For example, i’s
trust in j qua policeman with respect to the task of monitoring dangerous situations has
two facets. On the one side, it is based on the fact that j plays the role of policeman and,
qua policeman, j inherits the role properties of policemen (e.g. being armed, having
the power to arrest suspected people). On the other side, it is based on i’s attribution of
individual properties to j (e.g. being absent-minded and lazy). The individual properties
of j might conflict with the properties that j inherits from the role of policeman leading
i to negatively evaluate j with respect to the task of monitoring dangerous situations.

3.1 Interpersonal Trust

As we have stressed in our previous works [9], interpersonal trust should be conceived
as a complex configuration of mental states in which there is both a motivational com-
ponent and an epistemic component. More precisely, we assume that an agent i’s trust
in agent j necessarily involves a goal of the truster: if agent i trusts agent j then, nec-
essarily, i trusts j with respect to some of his goals. The core of trust is a belief of the
truster about some properties of the trustee, that is, if agent i trusts agent j then neces-
sarily i trusts j because i has some goal and believes that j has the right properties to
ensure that such a goal will be achieved.



In our perspective, interpersonal trust is based on the truster’s evaluation of specific
properties of the trustee (e.g. abilities, competencies, dispositions, etc) and of the envi-
ronment in which the trustee is going to act, which are relevant for the achievement of a
goal of the truster. From this perspective, trust is nothing more than the truster’s belief
about some relevant properties of the trustee with respect to a given goal. 6

The following is the precise concept of interpersonal trust as an evaluation that in-
terests us in the present work.

Definition 1. Agent i’s trust in agent j’s action. Agent i trusts agent j to do α with
regard to the achievement of ϕ if and only if i has the achievement goal that ϕ and i
believes that:

– j, by doing α, will ensure ϕ AND
– j has the capacity to do α AND
– j intends to do α.

The formal translation of Definition 1 is:

Trust(i, j, α, ϕ) def= AGoal iϕ ∧ Bel i(Afterj:αϕ ∧ Canj(α) ∧ Intj(α))

where Trust(i, j, α, ϕ) stands for “i trusts j to do α with regard to the achievement of
ϕ”, and formula AGoal iϕ, expressing agent i’s achievement goal that ϕ, is defined as
follows:

AGoal iϕ
def= Goal iXϕ ∧ ¬Bel iϕ

Our concept of achievement goal is similar to the concept studied in [6]. We say that
an agent i has the achievement goal that ϕ if and only if, i wants ϕ to be true in the
next state and does not believe that ϕ is true now. According to definition 1, i’s trust in
j with respect to the achievement of ϕ through action α is based on i’s attribution of
three main properties to j: the power to ensure ϕ by doing α (Afterj:αϕ), the capacity
to do action α (Canj(α)), the intention to do α (Intj(α)).

It is worth noting that in our logic the conditionsCanj(α) and Intj(α) together are
equivalent to Doesj:α
 (by axioms IncAct,PAct, IntAct1 and IntAct2), so the defini-
tion of trust in the trustee’s action can be simplified as follows:

Trust(i, j, α, ϕ) def= AGoal iϕ ∧ Bel i(Afterj:αϕ ∧ Doesj:α
)

Example 1. The two agents i and j are making a commercial transaction. After having
paid j, i trusts j to deliver him a certain product with regard to his goal of having the
product:

Trust(i, j, deliver ,HasProduct(i)).

This means that i has the achievement goal of having the product:

AGoal iHasProduct(i).

Moreover, according to i’s beliefs, j, by delivering him the product, will ensure that he
will have the product, and j is going to deliver the product:

Bel i(Afterj:deliverHasProduct(i)∧ Doesj:deliver
).
6 In this paper we do not consider a related notion of decision to trust, that is, the truster’s

decision to bet and wager on the trustee and to rely on him for the accomplishment of a given
task. For a distinction between trust as an evaluation and trust as a decision, see [9,21].



The following theorems highlight some interesting properties of the previous notion of
interpersonal trust.

Theorem 2. Let i, j ∈ AGT and α ∈ ACT . Then:

1. � Trust(i, j, α, ϕ) → Bel iXϕ
2. � Trust(i, j, α, ϕ) ↔ Bel iTrust(i, j, α, ϕ)
3. � (Trust(i, j, α, ϕ) ∧ Trust(i, j, α, ψ)) → Trust(i, j, α, ϕ ∧ ψ)
4. � ¬Trust(i, j, α,
)

Proof. We prove Theorems 2.1 and 2.4 as examples. We prove Theorem 2.1 first.
Trust(i, j, α, ϕ) implies Bel i(Afterj:αϕ ∧Doesj:α
) (by def. of Trust(i, j, α, ϕ)).
Afterj:αϕ∧Doesj:α
 impliesDoesj:αϕ (by Axiom IncAct,PAct and standard princi-
ples of the normal operatorDoesj:α).Doesj:αϕ impliesXϕ (by definition ofXϕ). We
conclude that Bel i(Afterj:αϕ ∧Doesj:α
) implies Bel iXϕ (by Axiom K for Bel i).

To prove Theorem 2.4, it is sufficient to prove that Trust(i, j, α,
) implies ⊥.
Trust(i, j, α,
) implies ¬Bel i
 (by def. of Trust(i, j, α,
) and AGoal i
). The
latter implies ⊥ (by standard principles of the normal operator Bel i). ��
According to Theorem 2.1, if i trusts j to do α with regard to ϕ then i has a positive
expectation that ϕ will be true in the next state. Theorem 2.2 highlights the fact that
trust is under the focus of the truster’s awareness: i trusts j to do α with regard to ϕ if
and only if, i is aware of this. Finally, Theorem 2.3 shows that trust aggregates under
conjunction: if i trusts j to do α with regard to ϕ and i trusts j to do α with regard to
ψ then, i trusts j to do α with regard to ϕ ∧ ψ. As Theorem 2.4 shows, in our logical
model there is no trust about tautologies. This is for us an intuitive property of trust.

Trust in an Agent’s Inaction. It is worth noting that an exhaustive ontology of trust
must distinguish the concept trust in an agent’s action as defined above (definition 1)
from the concept of trust in an agent’s inaction. The former concept is focused on the
domain of gains whereas the latter is focused on the domain of losses. That is, in the
former case the truster believes that the trustee is in condition to further the achievement
of a pleasant state of affairs, and he will do that; in the latter case the truster believes
that the trustee is in condition to endanger the maintenance of a pleasant state of affairs,
but he will refrain from doing that. The concept of trust in an agent’s inaction can be
defined as follows.

Definition 2. Agent i’s trust in agent j’s inaction. Agent i trusts j not to do α with
regard to the maintenance of ϕ if and only if i has the maintenance goal that ϕ and i
believes that:

1. j, by doing α, will ensure that ¬ϕ AND
2. j has the capacity to do α AND
3. j does not intend to do α.

The formal definition of trust in the trustee’s inaction is given by the following abbre-
viation.

Trust(i, j,¬α, ϕ) def= MGoal iXϕ ∧ Bel i(Afterj:α¬ϕ ∧ Canj(α) ∧ ¬Intj(α))



where Trust(i, j,¬α, ϕ) stands for “i trusts j not to do α with regard to the mainte-
nance of ϕ”, and formula MGoal iϕ, expressing agent i’s maintenance goal that ϕ, is
defined as follows:

MGoal iϕ
def= Goal iXϕ ∧ Bel iϕ

Our concept of maintenance goal is similar to Cohen & Levesque’s concept [6]: an
agent i has the maintenance goal that ϕ if and only if, i wants ϕ to be true in the next
state and believes that ϕ is true now. That is, an agent i has a maintenance goal that ϕ
if and only if, agent i already has ϕ and has the goal to continue to have ϕ in the next
state. More generally, a maintenance goal is the goal of preserving a certain state of
affairs.

Example 2. Agent j is the webmaster of a public access website. Agent i is a regular
reader of this website and he trusts j not to restrict the access to the website with regard
to his goal of having free access to the website:

Trust(i, j,¬restrict , freeAccess(i)).

This means that, i has the maintenance goal of having free access to the website:

MGoal ifreeAccess(i).

Moreover, according to i’s beliefs, j has the capacity to restrict the access to the website
and, by restricting the access to the website, j will ensure that iwill not have free access
to the website, but j does not intend to restrict the access:

Bel i(Afterj:restrict¬freeAccess(i) ∧ Canj(restrict) ∧ ¬Intj(restrict)).
In this situation, i’s trust in j is based on i’s belief that j is in condition to restrict the
access to the website, but j does not have the intention to do this.

Note that, differently from agent i’s trust in agent j’s action, agent i’s trust in agent
j’s inaction with respect to the goal that ϕ does not entail i’s positive expectation that
ϕ will be true. Indeed, Trust(i, j,¬α, ϕ) ∧ ¬Bel iXϕ is satisfiable in our logic. The
intuitive reason is that ¬ϕ may be the effect of another action than j : α.

In the following Section 3.2 we will provide an analysis of trust in a role and trust in
an agent qua player of a role.

3.2 Trust in a Role and Trust in an Agent qua Role Player

It is typical of organizations that an agent playing a certain role delegates the accom-
plishment of a task to another agent playing a different role. For example, an agent play-
ing the role of director of the organization might require another agent playing the role
of secretary the task of organizing a business meeting. Trust in roles plays a prominent
role in organizational performance: it mediates the social interaction between agents
and affects delegation mechanisms within the context of the organization [16,5].

As emphasized at the beginning of Section 3, an agent i’s trust in a role x, with
respect to the accomplishment of a given task ϕ, is based on i’s attribution to role x of
certain standard values and properties that are relevant for the achievement of the task ϕ
(role properties). We here focus on a particular role property, that is, the (role) property
of having the power to accomplish the task. In particular, we define an agent i’s trust
in a role x with respect to certain task as i’s belief that playing role x is a sufficient



condition for an agent to have the power to accomplish the task. The precise definition
of trust in a role is the following one.

Definition 3. Agent i’s trust in role x. Agent i trusts role x with regard to the achieve-
ment of ϕ through action α if and only if i has the achievement goal that ϕ and believes
that:

– every agent playing role x, by doing α, will ensure that ϕ.

The formal translation of Definition 3 is:

Trust(i, x, α, ϕ) def= AGoal iϕ ∧ Bel i(
∧

j∈Fplay(x)

Afterj:αϕ)

where Fplay(x) is the set of agents which play role x in the organization. The for-
mula Trust(i, x, α, ϕ) is meant to stand for “agent i trusts role x with regard to the
achievement of ϕ through action α”. The following example clarifies the meaning of
the concept of trust in a role.

Example 3. Suppose that agent i is the editor in chief of a scientific journal. Agent i
trusts the members of his editorial board to review an article submitted to the journal
with respect to his goal of having a good evaluation of the article. Formally:

Trust(i, boardMember , review , goodEvaluation).

This means that i has the achievement goal of having a good evaluation of the article
and believes that every member of the board can provide a good evaluation of the article
by reviewing it:

AGoal igoodEvaluation∧
Bel i(

∧
j∈Fplay(boardMember)Afterj:reviewgoodEvaluation).

One might object that the previous definition of trust in a role x is quite strong since
it requires that every agent playing role x has the power to ensure ϕ by doing α. One
might define weaker forms of trust in a role. For instance, one might suppose that agent
i trusts role x with regard to the achievement of ϕ through action α if and only if i has
the achievement goal that ϕ and believes that the majority of agents playing role x can
ensure ϕ by doing α. This alternative definition of trust in a role based on the concept
of majority can be formally expressed as follows.

Trust(i, x, α, ϕ) def=

AGoal iϕ ∧ Bel i(
∨

C⊆Fplay(x),|C|>|Fplay(x)\C|
(
∧

j∈C

Afterj:αϕ))

The last kind of trust that we consider is an agent’s trust in another agent qua player of
a certain role. In our perspective, i trusts j qua player of role x with respect to a certain
task if and only if, i trusts j because i thinks that j plays role x. As emphasized at the
beginning of Section 3, agent i’s trust in agent j qua player of role x has two facets. On
the one side, it is based on the fact that i transfers some properties of role x (that are
relevant for the accomplishment of the task) to agent j playing that role. On the other
side, it is based on i’s attribution of certain individual properties to j.



Definition 4. Agent i’s trust in agent j qua player of role x. Agent i trusts agent j qua
player of role x with regard to the achievement of ϕ through action α if and only if:

– agent i trusts role x with regard to the achievement of ϕ through action α (see
definition 3) AND

– i believes that
• j plays role x AND
• j has the capacity to do α AND
• j intends to do α.

According to definition 4, i’s trust in j qua player of role x with respect to the achieve-
ment of ϕ through action α is based on i’s trust in role x and i’s attribution of two
individual properties to j: the capacity to do α and the intention to do α. The definition
can be formally translated as follows:

Trust(i, j, x, α, ϕ) def= Trust(i, x, α, ϕ) ∧ Bel i(Play(j, x) ∧Canj(α) ∧ Intj(α))

where Trust(i, j, x, α, ϕ) stands for “agent i trusts agent j qua player of role x with
regard to the achievement of ϕ through action α”.

As for interpersonal trust, since in our logic the conditions Canj(α) and Intj(α)
together are equivalent to Doesj:α
, the definition of trust in an agent qua player of a
role can be simplified as follows:

Trust(i, j, x, α, ϕ) def= Trust(i, x, α, ϕ) ∧ Bel i(Play(j, x) ∧ Doesj:α
)

Before concluding this section, we consider some formal relationships between the
three concepts of trust presented above. For instance:

– is it possible that agent j plays role x and agent i trust role x with respect to the
achievement of ϕ, without i trusting j qua player of role x?

– is it possible that agent i trusts agent j qua player of role x with respect to the
achievement of ϕ without i trusting j?

The answer to the first question is positive. Indeed, an agent i’s trust in an agent j qua
player of a role x with respect to the achievement of ϕ through action α is not only
based on i’s trust in role x but also on i’s attribution of individual properties to j (i.e.
j’s capacity and j’s intention to do action α). Thus, it might be the case that i trusts role
x, under the condition that j plays role x and, i does not trust j qua player of role x. This
is the reason why in our logic L the formula ¬Trust(i, j, x, α, ϕ)∧Trust(i, x, α, ϕ)∧
Play(j, x) is satisfiable. On the contrary, the answer to the second question is negative.
Indeed, it is not possible that i trusts j qua player of role x with respect to the achieve-
ment of ϕ through α and, at the same time, agent i does not trust agent j with respect to
the achievement of ϕ through α: Trust(i, j, x, α, ϕ) → Trust(i, j, α, ϕ) is a theorem
of the logic L. Note also that, in our logical model, interpersonal trust does not neces-
sarily entail trust in an agent qua player of a certain role, that is, i might trust j with
respect to ϕ without trusting j qua player of a role with respect to ϕ. This is the reason
why the formula Trust(i, j, α, ϕ) ∧ Play(j, x) ∧ ¬Trust(i, j, x, α, ϕ) is satisfiable in
the logic L. This is due to the fact that i’s trust in j is not generalized to all agents
playing the same role as j.

In the following Section 3.3, the definitions of trust in a role and trust in an agent qua
player of a role are applied to the specific case of an authority’s trust in a subordinate.



3.3 Trust of an Authority in an Subordinate

Trust of an authority in a subordinate (e.g. the trust of a leader in a follower, of an em-
ployer in an employee, of a trainer in a player, etc.) is based on the authority’s belief
that the subordinate will effectively try to complete a certain delegated task, that is,
an authority’s trust in a subordinate is based on the authority’s belief that the subordi-
nate will conform to the obligations that the authority has created by means of certain
requests.

In some of our previous papers [18] we have formally characterized the concept of
obedience as a general attitude of the subordinate concerning norm compliance. Let
us reconsider it in the context of the present analysis. We say that a certain agent i is
obedient if and only if, he intends to do a certain action α as a consequence of his
fulfillment of the obligation to do this action. Formally:

Obedi(α) def= Bel iObgDoesi:α
 → Inti(α)

where Obedi(α) stands for: i is obedient to do the action α.
The following Theorem 3 shows how the authority’s belief that the subordinate is

obedient intervenes to support the authority’s trust in the subordinate.

Theorem 3. Let i, j ∈ AGT , x, y ∈ ROLE and a ∈ AT then:
� (Play(i, x) ∧ Play(j, y) ∧ Control(x, y, a)∧
Afteri:reqj(a)(Trust(i, y, α, ϕ) ∧ Bel i(Obedj(a) ∧ Canj(a)))) →
Afteri:reqj(a)Trust(i, j, y, a, ϕ)

Theorems 3 has the following meaning. Suppose that agents i and j play respectively
roles x and y in the organization and role x controls role y with respect to the action a.
In this sense, i has authority over j with respect to the action a. Then, if after i requires
j to do a, i will trust role y with respect to the achievement of ϕ through a and i will
believe j to be capable to do a and to be obedient to do a then, after i requires j to do
a, i will trust j qua player of role y with respect to the achievement of ϕ through a.

4 Conclusion

We have presented in a modal logical framework a model of trust within organizations.
We have defined three different forms of trust: interpersonal trust (i.e. trust in an agent),
trust in a role and trust in an agent qua player of a role. The formal relationships be-
tween the three concepts have been investigated. In the last part of the paper we have
considered the special case of an authority’s trust in a subordinate (e.g. an employer’s
trust in a employee). Future works will be devoted to extend our analysis to a notion of
graded trust based on a notion of uncertain belief. Indeed, in the present work we have
only considered a notion of binary trust (i.e. either i trusts j or i does not trust j). Such
a kind of extension will enable us to integrate the cognitive and qualitative analysis of
trust presented in this paper with a quantitative analysis and, to compare our approach
with existing probabilistic approaches to trust (e.g. [15]).
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