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Abstract—In this paper, a comprehensive exploration of noise
robustness and noise compensation of ResNet and TDNN speaker
recognition systems is presented. Firstly the robustness of the
TDNN and ResNet in the presence of noise, reverberation, and
both distortions is explored. Our experimental results show that
in all cases the ResNet system is more robust than TDNN. After
that, a noise compensation task is done with denoising autoen-
coder (DAE) over the x-vectors extracted from both systems. We
explored two scenarios: 1) compensation of artificial noise with
artificial data, 2) compensation of real noise with artificial data.
The second case is the most desired scenario, because it makes
noise compensation affordable without having real data to train
denoising techniques. The experimental results show that in the
first scenario noise compensation gives significant improvement
with TDNN while this improvement in Resnet is not significant.
In the second scenario, we achieved 15% improvement of EER
over VoiCes Eval challenge in both TDNN and ResNet systems.
In most cases the performance of ResNet without compensation
is superior to TDNN with noise compensation.

Index Terms—Speaker recognition, ResNet, Additive noise,
Reverberation, Robustness.

I. INTRODUCTION

Speaker recognition systems authenticate the identity of
the claimed users from their speech utterances. The state-
of-the-art speaker recognition systems mostly use DNNs to
extract a fixed-size compact representation from variable-
length speech utterances known as speaker embedding or x-
vector. Achieving more robust embeddings is a core task
in the speaker recognition systems. Since the emergence of
TDNN x-vector system until now, several speaker embedding
architectures are proposed. Among them, TDNN [1], CNN
[2], ResNet [3], and VGGVox [3] systems are commonly
used.

The robustness of the DNN-based speaker recognition (SR)
systems in general and specifically their robustness against

environment variabilities such as additive noise, reverberation,
and far-distance recording device has made them more promis-
ing. Several strategies such as data argumentation [4], and
noise compensation [5], [6] are explored to make the TDNN-
based SR systems more robust against noise and reverbera-
tion and other variabilities. The previous research shows the
weakness of TDNN-based SRs against noise and reverberation
distortions. In [6] it is shown that in the presence of noise and
reverberation using a compensation technique before scoring
(statistical or DAE) can bring the performance of x-vector
system closer to clean situation.

In this paper, firstly we explore the robustness of ResNet
speaker embedding system in the presence of additive noise,
reverberation and both distortions. In all cases the robustness
of ResNet system is compared with TDNN system. In our
experiments, the impact of artificial and real noises and
reverberation is examined. The second part of our work is
dedicated to noise compensation in both systems. The noise
compensation is done with a stacked denoising autoencoder
that in our previous research tested successfully in the do-
main of TDNN x-vectors [4]. In the current paper, noise
compensation is extended to ResNet based system and noise
compensation in real environments. In our work two scenarios
are explored:

• compensation of artificial noise with artificial data
• compensation of real noise with artificial data

The goal of artificial noise compensation is usually to have
different experimental set up to test the performance of de-
noising techniques or to simulate hypothetical situation where
the speaker recognition system would be used. The second
scenario, doing real noise compensation with artificial data
is the most demanded in the field of speaker recognition.



Because in this approach without having a real training data for
denoising and just by data simulation it is possible to reduce
the impact of noise and other distortions (in real situations).
In our experiments we explore this situation with x-vectors
extracted from both TDNN and ResNet systems. In this paper
we address the difficulties of real noise compensation by using
only simulated noises in training data.

In the following parts of this paper, firstly the related
works are reviewed in section 2. The system configuration
is described in section 3. The experiments setup is explained
in section 4 and results are discussed in section 5.

II. RELATED WORKS

The robustness of a speaker recognition system is treated
in different parts of the system including signal processing,
robust feature extraction, robust speaker modeling, compensa-
tion techniques in the speaker modeling level and adaptations
in the scoring tools. In this section, the related works are
reviewed. The reviewed works are in the two main categories:
compensation techniques at the speaker modeling level (i.e., x-
vector level or speaker embedding) and robust speaker models
extractors (DNNs).

In numerous works, the researchers have tried to propose
more robust speaker embedding system. In the domain of
DNNs several architectures are proposed. D-vector is among
the earliest speaker embedding systems that the DNN assigns
speaker identity to input frames [8]. This system becomes
more efficient with x-vector system that works at the segment
level instead of frame level [1]. Due to the success of the
x-vector TDNN system, different variations for this system
are proposed. E-TDNN [10], that considers longer temporal
context and FTDNN [11] that reduce the weights of each
TDNN layer to the multiplication of two smaller matrices, are
among two variants of the original TDNN x-vector system.
ResNet is an another architecture that is is widely used for
speaker modeling [9]. In [13] a combination of LSTM
and ResNet is proposed. In [7] several works are reviewed
that can be categorized into input features, loss function and
pooling operations modifications. In aforementioned works,
there is no direct treating of noise and reverberation and the
general improvement of the system for both noisy and clean
environments is targeted.

There are also few works that tried to handle noise at the
speaker embedding level. In [14] it is shown that training the
speaker embedding network with a specific noisy data doesn’t
have significant impact on the performance of SR system.
They conclude that adding more diversity and using more
data is more important. In [15] a VoiceID loss function was
proposed that uses the feedback from the speaker modeling
system to generate a ratio mask. In [21] an adversarial strategy
was proposed to make the speaker embedding more robust
against noise. In the standard x-vector extractors, after the
embedding layer, a DNN speaker classifier is optimized. In this
work, a second classifier is trained adversarially that accepts
the type of noise in the output. In another work, a GAN based
speaker embedding proposed that uses a binary discriminator

TABLE I
THE PROPOSED RESNET-34 ARCHITECTURE. LAST ROW, N IS THE

NUMBER OF SPEAKERS. THE DIMENSIONS ARE
(FREQUENCY×CHANNELS×TIME). THE INPUT IS COMPRISED OF 60

FILTER BANKS FROM SPEECH SEGMENTS. DURING TRAINING WE USE A
FIXED SEGMENT LENGTH OF 400.

Layer name Structure Output
Input – 60 × 400 × 1
Conv2D-1 3 × 3, Stride 1 60 × 400 × 64

ResNetBlock-1
[
3× 3, 64
3× 3, 64

]
× 3 , Stride 1 60× 400× 128

ResNetBlock-2
[
3× 3, 64
3× 3, 128

]
× 4, Stride 2 30× 200× 128

ResNetBlock-3
[
3× 3, 128
3× 3, 256

]
× 6, Stride 2 15× 100× 256

ResNetBlock-4
[
3× 3, 256
3× 3, 256

]
× 3, Stride 2 8× 50× 512

Pooling – 8× 256
Flatten – 2048
Dense1 – 256
Dense2 (Softmax) – N
Total – –

to discriminate noisiness of the x-vector alongside the speaker
recognition classifier [22].

In general, most of the speaker embeddings try to give
more robust representation of speech utterances for both clean
and noisy environments. Targeting the noise, reverberation
and other variabilities at the x-vector level is another ap-
proach to make embeddings more robust against distortions.
In [5] statistical i-MAP and several DAEs are used to do
a transformation between noisy and clean x-vectors. In [6]
two configurations are proposed in the case of having more
than one distortion. In [4], it was shown that however
we can make the SR systems more robust by using data
augmentation techniques, but using denoisng techniques still
bring us closer to the performance of clean environments.
These compensation techniques are used in the TDNN x-
vector system.

To the best of our knowledge, noise compensation and
the behavior of acoustic noise is not explored in the ResNet
speaker embedding systems in the previous work. To fill this
gap we explore the robustness of ResNet against different
distortions and study the effectiveness of noise compensation
in the case of both artificial and real noises and reverberation.

III. SYSTEM CONFIGURATION

In section 3.1 the architecture of the ResNet speaker em-
bedding network is presented. In section 3.2 the integration of
compensation module with the SR system is presented.

A. ResNet and TDNN architecture

The ResNet speaker embedding used in this paper is a
variant based on ResNet [12]. The ResNet model for extracting
x-vectors is made of three parts: ResNet Blocks, a statistics-
level layer, and segment-level representation layer.

The frame-level component is based on the well-known
ResNet topology. The statistics-level component converts a
variable length speech signal into a single fixed-size vector.



The statistics-level is composed of one layer: the statistics-
pooling, that aggregate the output vectors of the DNN and
computes their mean and standard deviation. The segment-
level component maps the segment-level vector to speaker
classes. The mean and standard deviation are concatenated
together and they are sent to additional hidden layers and the
output softmax layer with speaker labels. The ResNet is trained
with ArcFace softmax loss function to classify the speakers.
More details about the architecture of the Resnet system is
presented in Table I.

In our experiments we used the TDNN architecture intro-
duced in [1].

B. Compensation module

The compensation module performs a transformation be-
tween noisy and clean x-vectors. The compensation module
tries to remove the impact of noise from x-vectors. We used a
stacked DAE that was introduced in [4]. The Stacked DAE is
composed of several DAE blocks. The noisy x-vectors fed to
the first DAE. The next DAE block receives (the output of its
predecessor block) concatenated with the difference between
noisy x-vectors and the output of the previous block. In the
hidden layers the Relu activation function is used, and the
output layer is Linear. The network is trained with stochastic
gradient descent.

IV. EXPERIMENTS SETUP

A. Speaker embedding training

The x-vector extractors are trained on Voxceleb2 corpus. In
order to increase the diversity of the acoustic conditions in
the training set, the MUSAN corpus was used for data aug-
mentation [17]. Also, a RIR pool used for data reverberation
[1]. The x-vector systems is trained on MFCC features with
25 frame length, and ResNet is trained on 60 Fbanks with 25
frame length.

B. Test and enrollment

In our experiments we used two datasets: Fabiole [23]
and VoiCes [18]. The Fabiole protocol is used to evaluate
the robustness of the system against simulated noise and
reverberation. In the Fabiole protocol, we have 130 hundred
speakers in the enrollment and 30 speaker for the test. The
number of test files is 6870. In both protocols, one file is used
per speaker in the enrollment. The Voices protocol is used to
evaluate the robustness against real noise and reverberation.
VoiCes dataset has train and test parts. The test part was
created from 1320 clean files coming from Librispeech (100
speakers) and the train part is recorded from 2583 files coming
from Librispeech (200 speakers). We used 300 files, each file
belonging to one speaker for enrollment and 3603 remained
files are used as test utterances. In all experiments with VoiCes
the far microphone (mic 05) and the rooms (room2, room3)
with more reverberation are chosen. The details of protocols
are presented in Table II.

TABLE II
THE BASELINE SYSTEM.

Protocol Test Enroll Trials
Fabiole 6870 130 893k
Voices 3603 300 1080k

TABLE III
ROBUSTNESS AGAINST DIFFERENT DISTORTIONS (EER)

Distortion Protocol ResNet TDNN
Clean Fabiole 6.27 15.21

Voices 0.89 1.25
Fabiole [SNR 0-5] 8.28 17.83

Noise Fabiole [SNR 5-10] 7.43 16.58
Fabiole [SNR 10-15] 6.87 15.95
Fabiole 9.75 18.20

Reververation Voices room 2 1.24 2.53
Voices room 3 2.6 6.68
Fabiole [SNR 0-5] 12.48 21.47

Reververation
and Noise Voices room 2 1.24 3.71

Voices room 3 2.6 6.69

C. Back-end

The TDNN system is evaluated with PLDA back-end. The
PLDA is trained with 200k utterances extracted from Voxceleb.
The ResNet is evaluated with cosine distance.

V. RESULTS AND DISCUSSION

A. Exploring the Robustness of TDNN and ResNet

In this section the results are presented. In all experiments
the ResNet is compared with TDNN x-vector system. The
results for different situations are presented in Table III.

Baseline. In the baseline experiment, there is no noise and
reverberation.

Additivie noise. Because there is no dataset with just ad-
ditive noise, the systems are evaluated with simulated additive
noise. The experiments are done with Fabiole prtocol. The
Freesound [24] noises are added to the clean speech with
Pyacoustics 1 tool. In three experiments, different SNRs are
tested.

Reverberation. In another experiment, we explored the ro-
bustness of both systems against reverberation. In this case we
tested the systems with both real and simulated reverberation.
The protocol of adding reverberation is described in [6]. For
real reverberation, we used recorded files of room2 and room3
in Voices that are recorded without noise.

Additive noise and reverberation. In this case, the systems
are tested with both real and simulated noise and reverberation.

If we compare the baseline results in Table III with the
presence of distortions, we see that the ResNet has relative
robustness in the presence of noise and reverberation. For
example, in the worst case for SNR between 0 and 5 and
reverberation on Fabiole protocol, the EER is 12.48 while
with TDNN in the clean environment the EER is 15.21. With

1https://github.com/timmahrt/pyAcoustics



TABLE IV
USING SIMULATED NOISES FOR NOISE COMPENSATION (EER)

System Clean Noisy Denoised
TDNN 15.21 21.47 18.00
Resnet 6.27 12.48 12.18

VoiCes protocol in the presence of noise and reverberation in
room 3 the EER is 2.6 while for TDNN system the EER is
6.69. Just in the case of noisy and reverberation for Fabiole
protocol the performance of ResNet degrades significantly.
One possible reason behind this degradation in Fabiole comes
from this fact that in Fabiole there are 1720 files shorter than
4 seconds. In all other experiments ResNet shows a relative
robustness against noise and reverberation. For example, in
the VoiCes protocol in the clean position the EER is 0.89 but
in the presence of severe noise and reverberation it is 2.6.

B. Noise compensation

In the second group of experiments we did noise
compensation in both TDNN and ResNet system in the
presence artificial and/or real noises and reverberation.
During noise compensation, two scenarios are considered.
The results for each scenario are described in this subsection.

1) Artificial noise compensation with artificial training
data: In our experiments, we used pairs of noisy/x-vectors to
train DAE. The training pairs are constructed from Voxceleb.
The noisy version is prepared by adding Freesound noises
and RIR files with Pyacoustics. In the training data, there are
about 5 million pairs of noisy/clean x-vectors. In the noisy
version, there are one or both additive noise and reverberation
distortions. The noises and RIR files used to prepare the
training data are different from those that are used for test
protocols.

After doing transformation on noisy test files with the
trained DAE, we observed a small gain in terms of EER for
ResNet system. For example in the presence of additive noise
and reverberation in Fabiole protocol the EER reduce from
12.48 to 12.18, while in TDNN it reduce from 21.74 to 18.03.
The results are shown in Table IV.

To have a profound interpretation of this phenomena we
did a visualisation of noisy and clean x-vectors with t-SNE.
The visualisation shows that ResNet x-vectors remain in the
same space and the noise and reverberation doesn’t have a big
impact on them. In this experiment we chose a random noisy
x-vector and its 1000 closest neighbors. The chosen vectors
are plotted alongside their correspondent clean version. The
t-SNE is trained with the both clean and noisy x-vectors.
This experiment shows that noisy x-vectors in ResNet system
are not separable and far from their clean version. But in
TDNN system, there is a significant shift between noisy and
clean x-vectors. This phenomena explains that there is no
big difference between noisy and clean versions of x-vectors
to be compensated by denoisers. This is in conformity with

obtained EER in noisy and reverbant environment leveraging
ResNet system (Fig. 1). However, the small residual noise in
Resnet is not trainable with DAEs, we don’t know whether
we have arrived to the limit of doing noise compensation in
this system or if it is possible to do noise compensation in
ResNet x-vectors.

(a) TDNN noisy

(a) TDNN denoised

(b) ResNet

Fig. 1. t-SNE visualisation of TDNN and ResNet

2) Real noise compensation with artificial training data:
In order to train the DAE for real noise and reverberation
compensation, the same training data used that was prepared
already for artificial noise compensation. In this experiment
the standard VoiCes protocols introduced in [18] are used.
The results before and after noise compensation are shown
in table V. Intuitively, having a simulated training data that
matches better with the real noisy test data, gives better results.
During data simulation, we tried to prepare another training
data by fine-tuning several parameters such as room size,
sound-absorption, and microphone distance. We observed that
creating a training simulated data by fixing these parameters
doesn’t bring more improvement. The experiments show that
having more diversified data with different parameters such as



TABLE V
REAL NOISE COMPENSATION WITH ARTIFICIAL NOISY TRAINING DATA

(EER)

Voices Eval Voices Dev
System Noisy Denoised Noisy Denoised
TDNN 4.44 3.80 7.89 7.28
Resnet 1.37 1.15 5.10 5.04

random microphone distance and having different room sizes
increases the chance of capturing the given noise in the test
situation.

VI. CONCLUSION

In this paper, we explored the noise robustness of two state-
of-the-art speaker recognition systems, TDNN and ResNet.
We have shown through our experiments that the system
based on ResNet is much more robust to noise (additive
noise and reverberation) than the TDNN. Also, real and
artificial noise compensation is done in both systems. The
most unexpected result is that the compensation techniques
(based on DAE) gives a marginal improvement in the case
of artificial noises with ResNet, while the improvement is
significant in TDNN system. Despite this finding, the ResNet
system remains more efficient than the TDNN, with or without
noise, with or without compensation. However we found a
degree of improvement in the case of real noise compensation
in both TDNN and ResNet systems, we had shown that a
precise simulation of real situation is the main challenge of
doing real noise compensation with artificial training data. The
objective of future work is handling noise and reverberation
in speaker embedding level in order to avoid the limitations
of noise compensation in x-vector space.
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