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Abstract—Non-binary forward error correction (FEC) codes
have been getting more attention lately in the coding society
thanks mainly to their improved error correcting capabilities.
Indeed, they reveal their full potential in the case of a one-
to-one mapping between the code symbols over Galois fields
(GF) and constellation points of the same order. Previously,
we proposed non-binary FEC code designs targeting a given
classical constellation through the optimization of the minimum
Euclidean distance between candidate codewords. To go a step
further, a better Euclidean distance spectrum can be achieved
through the joint optimization of code parameters and positions
of constellation symbols. However, this joint optimization for
high order GFs reveals to be intractable in number of cases to
evaluate. Therefore in this work, we propose a solution based
on the multi-agent Deep Q-Network (DQN) algorithm. Applied
to non-binary turbo codes (NB-TCs) over GF(64), the proposal
largely improves performance by significantly lowering the error
floor region of the resulting coded modulation scheme.

Keywords—Non-binary, turbo codes, coded-modulation, high
order constellation, reinforcement learning, deep learning

I. INTRODUCTION

Supporting ultra-high throughput and highly reliable com-
munications is becoming essential to enable emerging beyond-
5G scenarios such as the ultra-reliable low latency communi-
cations (URLLC) and the internet of things (IoT). Recently,
the European research project EPIC (Enabling Practical Wire-
less Tb/s Communications with Next Generation Channel
Coding) [1] has tackled the development of close to 1 Tb/s
channel decoder implementations for a wide range of forward
error correction (FEC) codes [2]–[5]. Meanwhile, improved
code design is a continuous process where non-binary (NB)
codes were found to achieve improved coded-modulation
capacities [6] for wireless communications and to represent
an appealing solution when targeting better error correction
and higher spectral efficiencies for short frame sizes.

NB low-density parity-check (NB-LDPC) and polar codes
were first introduced in [7] and [8] respectively, improving
error correction in comparison with their binary counterparts.
Recently in [9], NB convolutional codes (NB-CCs) were op-
timized through the maximization of the cumulated Euclidean
distance (CED) between codewords when mapped to quadra-
ture amplitude modulation (QAM), having the same order,
𝑞, of the considered GF. Based on this NB-CC new design,
NB turbo codes (NB-TCs) were proposed [9], [10] with
their share of improvement when associated with high order
modulations [11]. Then, low-complexity decoding algorithms

were introduced for NB-TCs [12], [13], paving the way for
practical hardware implementations.

The application of a non-uniform distribution for the dis-
tances between constellation symbols can bring its share
of improvements for a given NB-CC when adapted to the
distance spectrum of the code. In this case, a considerable
number of possible constellation shapes should be enumerated
in order to find the best non-uniform constellation for a
given NB-CC. However with increasing constellation sizes,
this enumeration becomes computationally intractable.

On another note, the advancement in machine learning
(ML) techniques was shown to offer solutions to complex
mathematical problems through application dependent models.
Indeed, ML has found its way to the telecommunications so-
ciety, by replacing existing systems with deep neural networks
(DNN) [14], as well as by improving the design of FEC codes
[15], [16]. In this paper, we apply ML techniques in order
to provide viable solutions to the problem of non-uniform
constellation design dedicated for NB-codes.

This paper is structured as follows: Section II presents the
structure of the used NB-TC in our study. The description
and advantages of the considered Deep 𝑄-learning (DQN)
algorithms are provided in Section III. An application example
of the DQN to the design of a non-uniform 64-QAM constel-
lation is detailed in Section III-C. Corresponding results are
shown in Section IV. Section V concludes the paper.

II. STRUCTURE OF NB-TCS

The proposed techniques in this paper can be applied to the
association of any NB code and high order constellation. As
an application example, we will consider NB-TCs over GF(𝑞),
previously developed by the authors of this paper.

(a) Structure of one-
memory
element NB-CC

(b) NB-TC as the parallel
concatenation of two NB-
CCs with a symbol permu-
tation

Fig. 1: Structure of the considered NB-CCs and TCs



Fig. 1 shows the structures of the one-memory element
NB-CCs, and their parallel concatenation to constitute the
considered NB-TCs. Systematic 𝑠 and parity 𝑝 symbols are
mapped to a 𝑞-QAM constellation, of the same order as the
considered GF(𝑞) for the NB code. In Fig. 1a, 𝑎1, 𝑎2 and 𝑎3
are the GF(𝑞) recursion and feed-forward coefficients designed
to optimize the Euclidean distance spectrum conditioned by
the 𝑞-QAM constellation. Without loss of generality, NB-TCs
over GF(64) and 64-QAM constellations are considered in
what follows. The primitive polynomial used to generate the
considered GF(64) is 𝑃GF(64) (𝐷) = 1 + 𝐷2 + 𝐷3 + 𝐷5 + 𝐷6.
The worst and the best NB-CCs over GF(64) in terms of their
CED spectra for a uniform 64-QAM are provided in Table I.
Denoted by C1 and C2 respectively, these codes are taken as
comparison reference to validate the efficiency of the proposed
techniques.

TABLE I: Best and worst obtained codes over GF(64), with the two
first terms of the squared Euclidean distance spectra 𝑑2

1 and 𝑑2
2 and

the corresponding multiplicities 𝑛(𝑑1) and 𝑛(𝑑2).
Code C1 C2

(𝑎1, 𝑎2, 𝑎3) (41, 2, 0) (31, 5, 18)
𝑑2

1 (𝑑2
𝑚𝑖𝑛

) 0.38 1.52
𝑛(𝑑1) 238422 652698
𝑑2

2 0.57 1.61
𝑛(𝑑2) 230886 1084014

III. DEEP Q LEARNING ALGORITHM: APPLICATION TO
CODE-MODULATION MAPPING

A. Reinforcement learning: introduction

Reinforcement learning (RL) as presented in [17] is a self-
taught Markov Decision Process (MDP) constructed in a well-
defined environment. This environment is constructed from
four initial properties illustrated in Fig. 2:

• 𝑆𝑖 represents the current state of the agent chosen from
the set of states S defined by the environment.

• 𝐴𝑖 is the action applied at time 𝑖 by the agent. The set
of possible actions is defined by A.

• 𝑅𝐴𝑖
(𝑆𝑖 , 𝑆𝑖+1) represents the reward attributed to the agent

once action 𝐴𝑖 that changes its state from 𝑆𝑖 to 𝑆𝑖+1 has
been taken.

• 𝑃𝐴𝑖
(𝑆𝑢, 𝑆𝑣) denotes the probability of arriving to state

𝑆𝑣 once action 𝐴𝑖 has been taken from original state 𝑆𝑢
at time 𝑖.

At the end of the learning/decision process, the goal of RL
is to achieve the best reward 𝑅. To this end, the agent needs to
discriminate between and choose actions in order to maximize
the reward with the least amount of processing time.

B. Q-learning and Deep Q-learning: solving complex prob-
lems

The Q-learning algorithm [18] was proposed to train agents
how to optimally act in a defined environment. While in
a given state, 𝑆𝑖 , the agent tries an action, 𝐴𝑖 , evaluates
its reward, 𝑅𝐴𝑖

(𝑆𝑖 , 𝑆𝑖+1), and the resulting next state 𝑆𝑖+1.

Fig. 2: RL environment with corresponding properties

After sufficiently observing the environment and the results
of the set of all possible actions from all the states, the agent
will be able to judge on the best overall actions to apply.
These actions are taken in compliance with a policy 𝜋 that
maximizes the total discounted reward while considering the
importance of the received reward at each time instance. This
importance depends on the discount factor 𝛾 and the action-
values 𝑄(𝑥, 𝑎), where 𝑥 ∈ S, 𝑎 ∈ A and is given by:

𝑄𝑛𝑒𝑤 (𝑥, 𝑎) = 𝑄(𝑥, 𝑎) +𝛼[𝑅𝑎 (𝑥, 𝑦) + 𝛾 max
𝑏

𝑄(𝑦, 𝑏) −𝑄(𝑥, 𝑎)]
(1)

where 𝑦 is the resulting state from action 𝑎 at state 𝑥 and
max𝑏 𝑄(𝑦, 𝑏) is the maximum future reward that could be
obtained after arriving to state 𝑦 by applying action 𝑏. The
parameter 𝛼, with 0 < 𝛼 ≤ 1, denotes the learning rate.

The agent applies a greedy strategy. It explores the envi-
ronment by choosing random actions, calculating their corre-
sponding 𝑄 values then storing them in a table (exploration
phase). In the following exploitation phase and for each state
𝑥, the agent relies on the 𝑄-values from the table to choose
the action resulting in the maximum reward. This explo-
ration/exploitation strategy aims at steering the Q-learning
algorithm towards achieving the highest total reward values.

The speed of convergence and the obtained reward values
for the algorithm depend on the size of the 𝑄-table and the
number of exploratory random actions. In turn, these latter
depend upon the sizes of the possible action and state sets.
However for large sets of actions and/or states, creating and
filling the 𝑄-table become of high complexity both in terms
of computations and memory requirements. As a possible so-
lution, DQN based on replacing the 𝑄-table by Convolutional
Neural Networks (CNNs) was proposed in [19]. Trained using
Eq. (1) and a set of input states and random actions, the CNN
learns how to map an action to an input state in order to obtain
the highest 𝑄 value.

C. Application to code modulation mapping: multi-agent
DQN

In order to achieve the best coded modulation capacity,
the output symbols of the proposed NB-TCs in Section II
are to be mapped to a high-order constellation of the same
order. In our case, NB-TCs over GF(64) are mapped to a



64-QAM constellation, initially respecting a gray mapping
and shown in Fig. 3. As mentioned in Section II, the best
NB-CC is the one maximizing the minimum CED respecting
the positioning of the constellation symbols. Although the
distance spectrum of the best NB-CC is already optimized
for the considered labeling of the constellation symbols as in
Fig. 3, this spectrum can be further optimized by adapting the
distances between different constellation symbols to the code.

Fig. 3: 64-QAM constellation following a gray mapping

To achieve the best positioning for constellation symbols
without modifying the mapping of Fig. 3, a large number
of possible constellations needs to be evaluated. Indeed,
due to the mutual dependence between constellation point
positions and hence the resulting Euclidean distances, the
simple application of a DQN would not be able to respect all
imposed constraints. Therefore, we propose to apply the multi-
agent DQN algorithm [20] to jointly optimize the positions of
all constellation symbols. It involves training multiple DQN
agents in parallel in order to jointly optimize a single total
reward called the team reward. In our study case over GF(64)
and a 64-QAM constellation, we apply 64 DQN learning
agents in parallel to optimize the minimum Euclidean distance
of the NB-CC.

This proposal enables optimizing in parallel the minimum
distance for each non-binary constellation symbol while con-
sidering joint effects for symbol positioning in terms of a
constant total average energy per symbol and code spectrum.
We recall that the minimum CED of a NB-CC can be
calculated from short Diverging-Converging (DC) sequences
as explained in [9]. Therefore, the contribution of each non-
binary symbol to the minimum distance of the code can be
assessed through the enumeration of all short DC sequences
that have at least one of their transitions labeled by the NB
symbol in question. To this end, we propose a coefficient
𝛿(𝑠𝑖),∀𝑠𝑖 ∈ GF(𝑞), that represents the contribution of the NB
symbol 𝑠𝑖 in the distance spectrum of the NB-CC:

𝛿(𝑠𝑖) =
𝑑min (𝑠𝑖)

𝑛(𝑑min (𝑠𝑖))
(2)

where 𝑑min (𝑠𝑖) is the minimum distance observed from short
DC sequences having 𝑠𝑖 as label of one of its transitions, and

𝑛(𝑑min (𝑠𝑖)) is the number of occurrences of this minimum
distance. Whenever the minimum distance, 𝑑min (𝑠𝑖) increases
or its number of occurrences 𝑛(𝑑min (𝑠𝑖)) decreases, the effect
of the NB symbol 𝑠𝑖 on the distance spectrum and hence
performance of the NB-CC is reduced: this corresponds to
large values of 𝛿(𝑠𝑖). Consequently, the value of 𝛿(𝑠𝑖) gives
an insight about the impact of 𝑠𝑖 on the performance of the
code. We use it as the reward function for the agent in-
charge of choosing the position the symbol 𝑠𝑖 in signal space.
Moreover, the final goal is to optimize a team reward which
we define as the maximization of min(𝛿(𝑠𝑖)),∀𝑠𝑖 ∈ GF(𝑞).
By maximizing the minimum value of 𝛿(𝑠𝑖), we are able
to optimize the spectrum of the resulting coded modulation
(minimum distance and multiplicity) which represents one
step further from the sole maximization of the minimum
distance.

IV. NUMERICAL RESULTS

We have applied the multi-agent DQN algorithm to opti-
mize the association of the code and the modulation follow-
ing the proposed model in Section III-C. Constraints were
introduced to the trained agents in order to apply actions that
preserve the mapping in Fig. 3. In other words, if S𝑖 is the set
of direct neighbors of symbol 𝑠𝑖 in the constellation, the agent
in-charge of choosing the best position for 𝑠𝑖 should always
choose actions that preserve S𝑖 .

A. Obtained constellations and impact on the NB-TCs

Fig. 4a shows a modified constellation that respects the
mapping of a 64-QAM while maximizing the minimum dis-
tance of the NB-CC C1 of Table I. Figures 4b and 4c show the
impact of each NB symbol in the error prone sequences of the
code computed according to Eq. (2). The value of 1− 𝛿(𝑠𝑖) is
computed, normalized for each NB symbol 𝑠𝑖 and associated
with a color. The larger the impact of 𝑠𝑖 on the spectrum of
the code, the warmer its color and vice versa generating a heat
map. Thanks to the application of the proposed method, we
can observe from Fig. 4c that for the obtained non-uniform
constellation, the effect of the majority of the constellation
symbols is reduced by increasing the minimum distance in
which they participate and/or by reducing their occurrence
in error-prone sequences. Consequently, a mapping of the
considered NB code symbols to the modified constellation of
Fig. 4a can be expected to lead to an improved error correcting
performance.

Similarly, Fig. 5a depicts the modified constellation that
improves the distance spectrum of code C2. By comparing
figures Fig. 5b and Fig. 5c, the negative impact of some NB
symbols is shown to be mitigated thanks to the proposed
constellation. Hence, error correcting performance resulting
from a mapping to the modified constellation from Fig. 5a
is expected to be superior to a mapping to conventional 64-
QAM.

Note that since C1 represents the worst code over GF(64),
its margin of improvement is larger than for code C2. More-
over, Fig. 4b shows that the 𝑞 NB symbols do not have the



(a) (b) (c)

Fig. 4: (a) Optimized symbol position for 64-QAM constellation and code C1. (b) and (c) Heat-maps representing the contribution of each
NB symbol in the minimum distance of the code for a conventional 64-QAM and for the modified 64-QAM, respectively.

(a) (b) (c)

Fig. 5: (a) Optimized symbol position for 64-QAM constellation and code C2. (b) and (c) Heat-maps representing the contribution of each
NB symbol in the minimum distance of the code for a conventional 64-QAM and for the modified 64-QAM, respectively.

same impact on the minimum distance of code C1 leading
already to a non-uniform distribution. However, this is not
the case for code C2 where all symbols equally participate to
the minimum distance as seen in Fig. 5b. These facts explain
the obtained results shown in Fig. 4c and Fig. 5c where the
the improvement for the heat map of code C1 is larger than for
code C2 going from a classical to the proposed non-uniform
QAM. Also, heat maps for code C1 cannot be fairly compared
with the ones of code C2 since plotted values have been
normalized to each code’s minimum distance.

B. Performance evaluation of the proposed code-optimized
non-uniform constellation

In order to assess the impact of the newly defined positions
of the high-order constellation symbols, the error correcting
performance of the considered NB-TCs must be observed.

In the case of the NB-TC using C1 from Table I as
a constituent code, Almost Regular Permutation (ARP) in-
terleaver is used as a permutation function respecting the
constraints of [10], [21]. A comparison between the error
correcting performance of the resulting NB-TC mapped to
the conventional 64-QAM constellation and to the modified
64-QAM of Fig. 4a is depicted in Fig. 6. When applying the
modified constellation, the error floor region of the considered
NB-TC is lowered by about one decade, achieving a Frame
Error Rate (FER) of 10−7.
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Fig. 6: Error correcting performance of NB-TCs constructed from
code C1, with ARP interleaver, and comparison between two 64-
QAM constellations

Fig. 7 shows the performance comparison between a
conventional 64-QAM constellation and the proposed non-
uniform constellation of Fig. 5a for the NB-TC with com-
ponent code C2 of Table I. Note, that since C2 has the best
CED spectrum, a very low error floor region in the order of
10−12 of FER can be achieved by the constructed NB-TC
when considering algebraic interleavers as shown in [11]. In
order to avoid long simulation times, we have simulated C2-
based NB-TC using uniform interleavers [22]. The resulting
higher error floor regions lead to a better observability of the
following effect: the error floor region of the considered NB-



TC is shown to be interestingly lowered when mapped to the
modified constellation as shown in Fig. 7. Indeed, this gain can
be expected to be preserved or even increased when applying
an ARP interleaver, lowering the expected error floor well
beyond 10−12.
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Fig. 7: Error correcting performance of NB-TCs constructed from
code C2, with uniform interleaver, and comparison between two 64-
QAM constellations

Having a worse distance spectrum than C2, NB-TCs con-
structed from C1 achieve a better error correcting performance
in the waterfall region compared to C2, independently from
the used permutation function. Its main drawback remains
the presence of a higher error floor in the order of 10−6

of FER, even when considered with a well constructed ARP
interleaver. An optimized code-dependent constellation as pro-
posed in this work reduces this error floor region by more than
one decade of FER to an acceptable level. Indeed, the resulting
FEC scheme may be preferable in scenarios that do not require
a very low error floor, but rather a better performance at low
SNR levels. On the other hand for scenarios requiring ultra-
reliable communications, NB-TCs constructed from C2 using
ARP interleaver and associated to the optimized non-uniform
constellation are expected to offer a reliable error correcting
performance at least down to 10−13 of FER. In conclusion,
the proposed approach for designing code-optimized constel-
lations has the capacity to significantly lower the error floor
region and can offer an additional trade-off for communication
system designers to choose the appropriate code for a given
communication scenario.

V. CONCLUSION

In this paper, we have proposed a new approach to optimize
non-uniform constellations for NB codes, targeting better
coded modulation capacities. In particular, deep Q-learning
algorithms are chosen to solve the intractable problem of
enumerating all possible candidate high-order constellations.
On the example of NB-TCs, we show that designed non-
uniform constellations improve the error correcting perfor-
mance asymptotically. As a proof-of-concept, this example
clearly illustrates how ML techniques can provide solutions
to complex code design tasks. In a next step, we consider
jointly optimizing the code construction and the positions of
constellation symbols through DQN algorithms.
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