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Abstract. Emerging edge applications introduced new computing time-
variant topologies with mobile nodes connected via ad hoc networks.
Such topologies are fundamentally different from cloud infrastructures
due to the lack of hierarchy and clear network function separation. Some-
times, nodes that are sources are also destinations and routers, hence,
creating dynamic flow patterns traversing the network. The latter, thus,
can change the average performance of a distributed system, such as
throughput and latency. This work introduces an analytical model based
on fluid quantities to study data flows of distributed systems in mo-
bile ad hoc networks. Using an approach based on a network of queues
with evenly distributed bandwidth over concurrent flows, this lightweight
model enables fast, coarse-grained analysis of different distributed sys-
tems configurations. They enable the analysis of different topologies,
mobility and data flow models with a small footprint. The model was
implemented, validated and evaluated with stress workloads to confirm
its accuracy.
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1 Introduction

A Distributed Computing System is a set of individual networked nodes that
collaborate to execute a task or execute individual tasks serving a common pur-
pose. Such computing nodes can be static, as in traditional cloud infrastructures
[1] or HPC centres, or they can otherwise be mobile [2], which is a configuration
more common in Cyber-Physical Systems (CPS), Internet of the Things (IoT)
and Mobile Edge Computing (MEC). Mobile nodes add new challenges to the
study and design of distributed computing due to its dynamic nature and unre-
liable network links. Such dynamic behaviour results in continuously-changing
routes within the network, rendering the network traffic unpredictable under cer-
tain circumstances. This study introduces a new lightweight, analytical model to
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investigate the data flow in such mobile architectures, and how certain topolo-
gies may hinder the overall system performance. To scale, our approach models
message passing as fluid quantities and the topology as a network of connected
queues.

1.1 Mobile Computing Challenges and Opportunities

Mobile Computing architectures can be exploited by different types of paradigms
and applications. Although the concept is not new [3], the challenges have evolved
over time with the adoption of new communication technologies and advance-
ments of the computing capacity [4, 5]. Furthermore, as applications become
more data-centric (e.g., edge applications that require processing large amounts
of sensor data), the amount of data required to be transferred increases. So,
the focus of the challenges shifts to how to make data available to applications
whilst maintaining the ability to comply with the performance goals [1, 6]. For
latency-sensitive applications, the most common paradigm adopted are the Edge
and Fog computing, where data is preprocessed at the edge servers before being
sent to the cloud. In addition to enabling lower latencies by preprocessing data,
edge servers can also be leveraged to increase data safety. For instance, a CPS
swarm connected via ad hoc networks can be sent on a mission to survey and
collect data that must be stored on a distributed store during the mission before
offloading to an edge cloudlet [7]. In other applications, collected data must be
distributed among all nodes for sensor data fusion [8]. Such swarms can assume
different topologies depending on how the mission was planned and evolves, cre-
ating challenges and opportunities to tame the network flow, and thus reduce
congestion and delay.

j kdr

Fig. 1: Topology model representation based in distance between nodes.

Concerning the communication infrastructure, the main characteristics of
mobile swarms is how the mobility and network density affect their connectiv-
ity [9, 10]. Since the functions of such nodes during their runtime are usually
complementary, data flows can be leaving, arriving and traversing the node si-
multaneously. Due to the limited communication range, as shown in Figure 1
and comprehensively surveyed in [11], communication and routing usually hap-
pen in a multi-hop manner. Hence, some nodes, which have a strategic location
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in the topology, might experience excessive traversing traffic flow. It is therefore
valuable the ability to study the behaviour of the network flows for different
topologies and applications. This can be used to prevent unwanted congestions
by employing different deployment strategies or employ control laws on the mo-
bility to balance the traffic flow across the topology.

1.2 Traffic Flow in Mobile Distributed Applications

As mentioned in [12] and [13], one of the first steps of modelling a swarm
of CPS is to define the deployment topology or self-organizing models. It is,
therefore, crucial to have the ability to search several different topologies and
path planning alternatives for better traffic flow, which requires a lightweight
model for the network employed as a faster than real-time simulator. Mobile
nodes have the intrinsic advantage of being able to move during runtime and
thus rearrange the topology. By being able to quickly re-evaluate the traffic flow
during a mission, the nodes can be potentially rearranged in real-time to improve
the performance as done in [14] for connectivity maintenance. Topology control
is a popular topic in WSNs [15, 16], and is used as a way to increase network
coverage or reduce energy consumption. While discrete network models provide a
granularity level, that is usually not required for traffic flow optimization. Hence,
models based on fluid mechanics have been proposed as a scalable alternative
[17–20]. By assuming a macroscopic point of view of the network flow, such fluid
models do not keep granular information about each message. Therefore, they
can simulate larger topologies and message flows faster, enabling fast mission
planning and opening the possibility of its reevaluation during runtime.

1.3 Contributions

The main contribution of this work is the proposed lightweight, analytical
model for distributed computing in mobile ad hoc networks. Such a model can be
used to study swarm robotics deployments aimed at simulating network flows and
finding events that can hinder the performance of mobile distributed systems.
Due to its modularity, the model can potentially be extended to study routing
or MAC protocols.

1.4 Outline

In the following Section 2, the paper defines the proposed analytical fluid
model, and in the subsequent Section 3 it defines, based in existing state-of-the-
art approaches, a detailed system model that allows applications to be modelled
and tested. The proposed model’s accuracy is later validated in Section 4 in two
ways:

– Modelling a data flow model and implementing on a network simulator (OM-
Net++), a mobile ad hoc computing emulator (MACE) and in the proposed
analytical model.
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– Modelling the steady state performance of a bottleneck node and comparing
the results with the fluid model proposed in [18].

The model is then used to verify the ability to extract useful metrics for
studying distributed systems such as throughput and latency, by comparing
stress loads on different topologies. Later, it is used to investigate the behaviour,
during the whole simulation runtime, of factors that might hinder the perfor-
mance of a specific topology, by exposing transient queue levels and average
latency in bottleneck nodes. Finally, the scalability of the model is assessed. The
results are presented in Section 5 and Table 1 lists most of the notations used
in the paper to aid understanding.

Table 1: Notations

Symbol Description
δt Time-step
n Number of nodes in the topology
djk Distance between nodes j and k
dr Radio communication range
R Routing table
Sj Set of nodes serving data flows for a particular node j
ORj

Set of nodes being served as next hop for a particular node j
tmp Medium propagation latency
ts Serialization latency
tod End-to-end latency
P Position of a node
A Attraction position of a node
δp Position variation for a node
V Velocity of a node
La Limiting area for a mobility model
λ Flow creation frequency
α Age of a message
p Position of a message
Qk

j Queue at p = j for messages with destination e = k

Dk
j Drainage of queue at p = j for messages with destination e = k

akj Arrival of queue at p = j for messages with destination e = k
f Average flow size
ρ System load

2 Analytical Fluid Model

In this section a fluid model which allows modelling with accuracy the mes-
sage passing in the network is introduced. The model can be implemented to-
gether with the models from Section 3 to build a simulator. In this model, each
node in the network is abstracted as a queue, and messages are abstracted as
fluid quantities flowing through them.

2.1 Message Queues

In order to model the flow through the topology, each transferred message
is abstracted as M(a(t), p(t), e). Each abstracted message has an accumulated
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travel delay, henceforth called age α(t) with α ∈ R+, which will be detailed in
Section 2.2; a position p(t) with p ∈ N, 0 6 p < n, that represents in which
node the message is currently located; and the end node e with e ∈ N, 0 6 e <
n . When a message is flowing from one node to another, they are placed at
an output queue as a corresponding amount of data. In each node, the queue
evolves during execution and data leaves the queue at a rate according to the
available bandwidth connecting the two nodes. When data is located at more
than one non-empty output queue, they share the available bandwidth. Each
queue Q is a set with |Q| = n, and each element represents a destination node
Qj = {Q0

j ,Q1
j ,Q2

j , ...,Q
n−1
j }, while the total queue level at a node j given by

Equation 1:

Qj(t) =
n−1∑
i=0

Qij(t) with p(t) = j and e 6= j (1)

Therefore, when a message is transmitted, it is added to a queue that drains
at its maximum rate B̃jk(t), with B̃jk ∈ R+, which is the available bandwidth
between j and k. Assuming that every destination is equiprobable, the individual
queue drainage at j for messages with e = k is therefore given by:

Dkj (t) =

−
Qkj (t)
Qj(t)

B̃jk(t), if Qkj (t) > 0

0, otherwise
(2)

Since the system is discretized with time increments δt, B̃jk = B̃jkδt. Each
queue is increased if there is flow arriving from other nodes with a rate higher
than the possible outgoing flow. The arrival at j’s queue with destination k, i.e.
j is a routing node from a node i towards k, is defined by Equation 3.

akj (t) =


∑n−1
i=0
i6=j

Qji (t)
Qi(t)

B̃ij(t), if Qji (t) > 0;Ri,k(t) = j

0, otherwise
(3)

If the receiving node is not the final destination, its queue will receive a
positive arrival flow with the same ratio as the previous hops send. Therefore,
each individual queue level derivative is:

Q′kj (t) = −
Qkj (t)
Qj(t)

B̃jk(t)1Qk
j (t)>01j 6=k+

+

n−1∑
i=0
i 6=j

Qki (t)
Qi(t)

B̃jk(t)1Qj
i (t)>01Ri,k(t)=j

(4)

By observing Equation 4 for the case when j = k, i.e. data arriving at
destination node, the rate change of the queue can be only Q′kj (t) ≥ 0. At the
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end of the simulation, the value of Qkj (th) when j = k will be the total data
received at node j. These equations permit observing, during the simulation
execution, the queues’ dynamics.

2.2 Modelling Average Dynamic Communication Latency

As mentioned in Section 2.1, each message M has an associated parameter
α(t), which represents the evolution of the message’s age. The age, an abstrac-
tion for end-to-end delay of a message, is incremented every time the latter is
being transferred or waiting in queue before arriving at the final destination.
Since messages are not simulated individually in the proposed model, the av-
erage age will be modelled by using momentum conservation. Thus, it can be
inferred at any moment, what is the actual expected end-to-end delay taking
into consideration not only the current queue levels in each node, but also the
accumulated latency from previous hops. For each individual queue Qki , there is
an associated age αki , where α ∈ R+, 0 < α < th, and the evolution of the age
in each queue is modelled by:

[(αkj (t− δt) + δt)(Qkj (t− δt)− dkj (t− δt))+

+

n−1∑
i=0
i 6=j

Hk
i (t)=j

(αki (t− δt) + δt)dki (t− δt)]− αkj (t)Qkj (t) = 0 (5)

Since, besides the current age, all the elements of the equation are known,
αkj (t) can be isolated and calculated at each time step.

3 Mobile Ad Hoc System Model

This section introduces a model for mobile distributed systems by modelling
its auxiliary subcomponents composed of: the network, routing, latency, mobility
and message flow models. The models discussed in this section are needed to
enable the implementation of the fluid model proposed in Section 2 as a mobile
distributed system simulator.

3.1 The Network Model

Unlike infrastructure-based wireless topologies, ad hoc networks do not rely
on a central entity to control connectivity, and nodes are connected when in
radio reach from each other. These network topologies, which are composed by
wireless mobile nodes, are modelled as an undirected graph T = (V,E). The set
of vertices N is composed by n nodes, where Ni, with i ∈ N and 0 ≤ i < n, and
the set of edges E is composed by the edges e = (Nj , Nk), where the distance
djk ≤ dr, being dr the communication range. The latter is defined by the wireless
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radio technology modelled, which allow a maximum bandwidth B ∈ R+ defined
in Mbps.

For simplicity, there is no membership control and every node in the vicin-
ity of one of the nodes participating in the connected graph T , is henceforth
considered a participating node. In order to establish connectivity between the
nodes, the Euclidean distance between them is calculated, and when djk ≤ dr,
the nodes can communicate with one-hop distance. When djk > dr, the nodes
can potentially still communicate with every other node in the same connected
component via multi-hop routing.

3.2 The Multi-Hop Routing Model

There are many routing protocols applicable to mobile ad hoc systems [21],
and for this study, a proactive, greedy, location-based routing protocol was mod-
elled inspired by [22], since all the required metrics are simulated. Given the
number of nodes n participating in the topology, with n ∈ Z, the routing ta-
ble R is a matrix with dimensions n × n. The line index i of R represents a
node in the topology, while each column j represents a destination node from i,
∀(i, j) < n. Therefore, the value of Ri,j represents the next hop data currently
in i with destination j. In this model, to update the routing table, the system
periodically evaluates the current position of the nodes and runs the Djikstra
algorithm [23] to calculate the shortest path for each origin/destination pair.
The table is therefore updated with the next hop towards every destination that
yields the shortest path.

3.3 Bandwidth

The bandwidth provided by the MAC/PHY technologies of a wireless stack
is considered to be fully available for a node. However, considering a technol-
ogy where all connections share the same channel such as some versions of
IEEE802.11, this system bandwidth is shared among the sources injecting data
into the node and all the other nodes receiving data from the former. Consider-
ing the set of nodes serving data flows to node j, Sj , and the set of nodes OR
being served as next hop Rj,n for node j with n destinations, the bandwidth
available for the link between nodes j and k as seen at node j is:

B̃jk(t) =
B

|Sj(t)|+ |OR(t)|
(6)

However, the receiving node k will eventually be served by other nodes and
serve other nodes as well. So, the actual bandwidth available B̃jk might be lower
than what is expected by only observing j; i.e., every link will be limited by the
lowest available bandwidth between two nodes. Considering any destinations n
being served by k:

B̃jk(t) =

{
B̃jk(t), if B̃kn(t) > B̃jk(t)

B̃kn(t), otherwise
(7)
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3.4 Latency Model

There are two main drivers for delays on a distributed system: the commu-
nication and the computation delays, and this work focuses on the former. It is
expected that a multi-hop communication scheme has an impact on the overall
network latency due to an accumulation of factors that add delays at each hop:

– Medium Propagation - Delay added due to the propagation of information
in the medium. In this work, radio waves in the air are considered and their
velocity approximated as C = 299.792.458 m/s, so the latency tmp ∈ R+ is
therefore tmp(t)jk = djk/C.

– Serialization - Delay added for actually transferring serialized data. Con-
sidering the current available bandwidth between the nodes B̃jk(t) ∈ R+

measured in Mbps and the amount of data to be transferred D ∈ R+ mea-

sured in MiB, the latency ts ∈ R+ is therefore ts(t)jk =
D

(B̃jk(t)/8)
.

The total end-to-end expected latency from origin(o) to destination(d) tod(t) ∈
R+ is therefore:

tod(t) =

kn=d∑
j0=o

jn=Rn−1
j,k (t)

kn=Rn
j,k(t)

tmp(t)jnkn + ts(t)jnkn (8)

Additional delays added by hardware computation and due to medium access
layers are not considered since they are dependent on specific hardware and
chosen MAC protocol. The end-to-end latency can be estimated based on the
path followed and each hop’s delays estimations [24, 25].

3.5 Mobility Models

Since this study proposes the observation of distributed systems deployed
in dynamic networks with time-varying topologies, the introduction of mobility
models is required. With them, the nodes’ positions periodically change and the
state of other models are updated accordingly by recalculating distances between
nodes. The following mobility models are implemented for the evaluation in
Section 5. A comprehensive list of mobility models that are useful to ad hoc
computing, in particular when dealing with FANETs, can be found in [21].

Attraction Model The attraction model was created to emulate the situation
where a node is given a command to keep the position on a specific coordinate
but it is unable to execute the command exactly due to external disturbances,
such as lateral wind, consequently the node fails to keep its expected position
P(t) ∈ R3. To model disturbances, the attraction coordinates A(t) ∈ R3, being
a set [x, y, z], has each Cartesian coordinate frequently modified by a random,
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bounded variation ε(t) ∈ R3 at a pre-defined frequency. At each time step, the
position is changed by a δp(t) = δt/Vp(t)(Ap(t)− Pp(t)) based on a pre-defined
velocity V ∈ R+, with δp(t) ∈ R3 being a set [x, y, z]. It is, hence, calculated
by Equation 9 and, as a proportional controller, the closer the node gets to the
attraction point, the slower it moves.

P(t+ 1) = [x(t) + δpx(t), y(t) + δpy (t), z(t) + δpz (t)] (9)

Random Walk Model When the goal is to have a mobility model that allows
the nodes to move freely in a pre-defined area, the Random Walk model is more
suitable. It mimics applications where nodes do not have pre-defined mobility
paths, or when they have but the scheduling of nodes in such paths is stochastic.
In such a model, a limiting arena La ∈ R3 is pre-configured, and an initial
position P(0) = [x0, y0, z0] is defined in runtime. A random velocity V0 ∈ R is
also defined in runtime and it characterizes the initial direction given to each
node. At each simulation time-step, the position is updated by a δp(t) (distance
equivalent to the velocity and the time-step) and calculated as shown in Equation
9. When there is a collision of a node with a wall, the velocity has its signal
inverted in the axis of the wall hit. As a consequence, the nodes keep bouncing
inside the arena, but for simplicity, collisions between nodes are ignored.

3.6 Data-Flow Model

This data-flow model describes how the generated messages are distributed
among the participating nodes during runtime. It mainly simulates the behaviour
of messages being created by applications in one node and transferred to other
nodes participating in the algorithm of the distributed application.

– Round Robin - each node becomes the source of traffic per round, and the
source node is changed with every pre-defined service period defined by λ.

– Stochastic - the source node is selected randomly at each round according
to a Poisson distribution. The flows are served following a pre-defined λ.

– Fixed - in this model, the source node (selected based on experiment objec-
tives) is fixed during all the execution, and the destination is defined by a
set of nodes. When left empty, all nodes will serve as destination. The data
flows are served following a pre-defined λ.

4 Model Validation

To validate the behaviour of the proposed fluid model, a scenario where two
source nodes inject data flows towards two different destination nodes via a
bottleneck, as shown in Figure 2a, was simulated with the model, a simulator
(OMNet++) and an emulator (MACE). First, periodic flows of 1kB with arrival
rate λ = 1 from S0 to D0 and S1 to D1. After 5 seconds, a second periodic flow
of same size but arrival rates λ = 0.1 from S0 to D0 and λ = 0.5 from S1 to D1

is introduced.
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(a) Topology (b) Results

Fig. 2: Model validation with a network emulator and a simulator

Figure 2b shows the evolution of the total delivered data for each tool and
destination node, showing that even having fluid quantities that mix in the bot-
tleneck node, it is possible to achieve results with the same precision as a discrete
simulator without the need of representing each network packet. In [19], the au-
thor proposed a fluid model for representing the behaviour of a bottleneck node
in an ad hoc wireless network. Their model, which aims in estimating steady-
state values, was implemented and validated with a discrete network simulator.
The same scenario and models described in the paper were implemented and
compared to our model, achieving similar results as shown in Figure 3 for an
exponential distribution of the mean flow size.

In this scenario, mean flow size f = 0.12Mbit and system capacity C =
5Mbps4 are fixed, while the mean flow arrival increases to achieve a system load
ρ = (λf)/C close to 0.5, which is the maximum stable load due to the fact that
each arriving flow must be served twice before reaching the destination.

5 Implementation and Evaluation

In this section, the described models’ implementations are used to evaluate
and illustrate its ability to study data flow in mobile ad hoc distributed systems.
Some stress-test traffic is injected with the dataflow models described in Section
3.6 so that the topologies reveal potential hotspots, and the impact they have
on hindering the overall system’s performance. In order to evaluate the effect of
the data flow, the injected traffic is gradually incremented through the network
which is configured as in Table 2 and runs in a regular Intel i7-8550U home com-
puter with 16GB of DDR4 RAM. The evaluation then continues in subsections
4 Approximate net capacity of a IEEE802.11b link
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(a) Bottleneck Queue Stability Limit (b) Average Transfer Time

Fig. 3: Model validation for average steady state queue level and transfer time for
arbitrary particle during system load saturation.

that expose different features, starting from congestion throughout latency and
scalability. The evaluation was run with the three different5 topologies illustrated
in Figure 4.

Table 2: Network Configuration

Bandwidth: 54 Mbps
Time Horizon: 100 s
Processing Latency: 1 ms
Route update interval: 1 s

(a) Ring (b) Crystal (c) Star

Fig. 4: Topology samples used for experimentation.

5 With a fixed number of 18 nodes.
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5.1 Data Throughput

Even though a mobile ad hoc topology can implement any type of distributed
application, as long as the application requires that data transmission is asso-
ciated with the execution of the required task or function, the introduction of
network latency shall hinder the system performance. In applications that re-
quire data transfer, the data needs to be copied or moved before the computation
associated with such data can start. Some protocols optimize the data usage to
avoid unnecessary traffic flow, but reducing unwanted latencies will allow the
system to transfer more data in the same amount of time.

(a) Network saturation (b) Latency vs TP

Fig. 5: Network saturation while injecting 3MB, Round Robin w/ variable frequency.

In Figure 5a, the goodput, which is the useful data delivered at final destina-
tion, is represented as it grows together with the injected load until saturation
occurs. Also, the topologies saturate at different levels of traffic, and with differ-
ent steady-state levels of goodput. Such saturation can also be observed in the
latency increase as shown in Figure 5b. It is noticeable that regarding latencies,
the topologies behave differently. This is specially evident in the ring topology,
where the nodes do not have alternative routes, which results in higher latencies
due to queue formation.

5.2 Congestion

As mentioned in 1.1, when running distributed applications in ad hoc net-
works, unbalances are likely to occur in some nodes as a consequence of the
multi-hop traffic flow. When running topologies such as illustrated in Figure 4,
some end-to-end preferred routes will be established. As a consequence, due to
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the data flow’s characteristics, some nodes will have more data traversing it than
others. Such nodes are more prone to congestions, which might increase the end-
to-end latency and as consequence reduce the performance as shown in Section
5.1. Since the first goal is to observe the formation of hotspots in the topologies,
the queues in each node are modelled boundless and no queue management al-
gorithm is put in place. In Figure 6a each node was offloading 0.5 MB of data
with the other nodes in the topology from Figure 4b in a round robin scheduling
and interval of 100ms.

(a) Queue level and latency (b) Average Age

Fig. 6: Stress load injection of 0.5MB, Round Robin (λ = 10).

It is possible to observe that four nodes were preferred routes of the data
flow and allowed the formation of queues. The shadows in the plots represent
the standard deviation of the collected data, because since the mobility imposed
on the nodes has a random component to their behaviour, each simulation results
will differ slightly.

5.3 Latency

Communication latency is mainly characterized as described in Section 3.4
and Section 2.2. When abstracting unbounded queues in each node, due to the
formation of transient or permanent bottlenecks, the network packets will un-
dergo an extra latency besides the one created by the bounded bandwidth avail-
able for communication. When waiting in a queue to be served by the com-
munication system, packets are undergoing an unexpected latency that can be
estimated by Little’s Law [26]. Figure 6a also illustrates the expected waiting
time in each node when using Little’s law. Even though this estimation gives an
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insight of additional expected latency, it is incomplete since it takes in consider-
ation only the current state of the system. The model described in Section 2.2
however, since it represents an average latency based on the history of the propa-
gated end-to-end latency, can estimate the latter without the need of measuring
each message individually.

Figure 6b shows the average total latency expected for the messages measured
in each of the nodes. It is possible to observe the higher magnitude compared
with Figure 6a due to the fact that it does not represent the expected added
latency by each node’s queue, but the average age of each message that has
traversed the node.

5.4 Model Scalability Evaluation

One of the main advantages of fluid models compared to discrete models is
scalability. The results in Figure 7a, which corresponds to a topology with five
nodes, with three of them injecting flows of 1kB with an increasing arrival rate,
shows that with OMNet++ the simulation runtime surpasses the time horizon
even with slow flow arrival. The runtime with the fluid model is barely influenced
by the arrival rate, i.e. the number of network packets.

(a) OMNet++ with 18 nodes and variable
injection

(b) Model with variable node number and
injection

Fig. 7: Scalability evaluation with time horizon of 100s.

Albeit not majorly impacted by the frequency of injected flows, the fluid
model has runtime more impacted by the number of nodes in the topology.
Figure 7b illustrates, for different arrival rates, a randomly deployed topology
with increasing node count. Even though the runtime increases, it remains lower
than the simulation time horizon.
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6 Related Work and Limitations

In [18] and [19], the authors proposed a fluid flow model for representing a
bottleneck being served by multiple sources and serving one node. In [27], the
authors expanded the work by modelling resource sharing techniques for perfor-
mance enhancement. In addition to modelling bottlenecks, our work went further
with the ability to represent flows with different routes and mobility, hence be-
ing suitable for dynamic networks. Furthermore, our model allows the study of
queue and latency dynamics during the whole execution, not only steady-state.
The work presented in [17] also introduced a fluid model for ad hoc networks,
but with a focus on energy consumption. In the domain of static networks, other
works created fluid models based on differential equations, such as in [20] and
even the creation of a framework in [28]. This work is also inspired by the fluid
model described in [29]. The main limitation, when compared to discrete sim-
ulators, is when there is a need to investigate detailed network behaviour and
implement different wireless stacks. Our model does not implement detailed con-
tention algorithms, so its overhead must be taken into consideration by using an
average usable bandwidth value. The current model is insensible to flow size, so
different average flow sizes yield similar results.

7 Conclusion and Future Work

In this paper, a lightweight analytical model was introduced, implemented,
validated and tested. Its applicability as a tool for faster than real-time simula-
tions of different deployment topologies for swarms of mobile distributed systems
was demonstrated. The model, even running on a personal computer, can sim-
ulate hundreds of nodes in less time than the simulation time horizon. With
this model, future work will allow research of self-stabilizing topology control
mechanisms, optimized node positioning and replica placement schemes for dis-
tributed systems. The work can be expanded also for the study of QoS, routing
and medium access protocols.
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