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Abstract

A graph is well-covered if every maximal independent set is also
maximum. A (k, ℓ)-partition of a graph G is a partition of its ver-
tex set into k independent sets and ℓ cliques. A graph is (k, ℓ)-well-
covered if it is well-covered and admits a (k, ℓ)-partition. The recog-
nition of (k, ℓ)-well-covered graphs is polynomial-time solvable for the
cases (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), and (2, 0), and hard, otherwise.
In the Graph Sandwich problem for property Π, we are given a

∗An extended abstract of this work has appeared in the proceedings of LATIN 2020 [2].
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pair of graphs G1 = (V,E1) and G2 = (V,E2) with E1 ⊆ E2, and
asked whether there is a graph G = (V,E) with E1 ⊆ E ⊆ E2,
such that G satisfies the property Π. The problem of recognizing
whether a graph G satisfies a property Π is equivalent to the par-
ticular graph sandwich problem where E1 = E2. In this paper,
we study the Graph Sandwich problem for the property of being
(k, ℓ)-well-covered. We present some structural characterizations and
extending previous studies on the recognition of (k, ℓ)-well-covered
graphs, we prove that Graph Sandwich for (k, ℓ)-well-coveredness
is polynomial-time solvable when (k, ℓ) ∈ {(0, 1), (1, 0), (1, 1), (0, 2)}.
Besides, we show thatGraph Sandwich is NP-complete for the prop-
erty of being (1, 2)-well-covered.

1 Introduction

Well-covered graphs were first introduced by Plummer [32] in 1970 as the
class of graphs in which every maximal independent set has the same cardi-
nality, i.e., every maximal independent set is maximum. In other words, a
graph is well-covered if every minimal vertex cover is also a minimum vertex
cover. The graph property of being well-covered is called well-coveredness.

The problem of recognizing well-covered graphs, which we denote by
Well-Coveredness, was proved to be coNP-complete by Chvátal and
Slater [11] and, independently, by Sankaranarayana and Stewart [35]. In
2011, Brown and Hoshino proved that such a problem remains coNP-complete
even when restricted to the family of circulant graphs [7]. In contrast,
Well-Coveredness is in P when the input is known to be a bipartite
graph [19, 34, 39], a perfect graph of bounded clique size [15], or a claw-free
graph [29, 30, 37]. Structural characterizations of well-covered block graphs
and well-covered unicyclic graphs have been presented in [38]. Well-covered
graphs having girth at least five, and well-covered graphs having neither a
C4 nor a C5 as a subgraph were completely described in [23] and [9, 24],
respectively. Brown and Nowakowski proved that almost no random graph
Gn,p is well-covered [8], and Fradkin [25] analysed the well-coveredness of
cartesian products of graphs. Prisner, Topp, and Vestergaard [33] charac-
terize well-covered simplicial, chordal, and circular-arc graphs. Cappelle and
Rautenbach [10] studied the structure and recognition of the well-covered

graphs without an isolated vertex that has independence number |V (G)|−k
2

for some non-negative integer k. Pinter [31] studied well-covered graphs G
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having the additional property that G− e is also well-covered for every edge
e in G. Besides, partial characterizations for well-covered tripartite graphs
have been done in [27, 40].

Regarding parameterized complexity, FPT algorithms to recognize well-
covered graphs were presented in [3, 4]. In [3], Alves et al. showed that the
problem of determining whether every maximal independent set of a graph
has size k is coW[2]-hard when parameterized by k. In contrast, Araújo et
al. [4] showed that the problem of determining whether every minimal vertex
cover of a graph has size k is FPT when parameterized by k, and it admits a
polynomial kernel.

A (k, ℓ)-partition of a graph G = (V,E) is a partition of V into k indepen-
dent sets S1, . . . , Sk and ℓ cliques K1, . . . , Kℓ. By definition, some of these
sets might be empty. A graph is (k, ℓ) if it admits a (k, ℓ)-partition. The P
vs NP-complete dichotomy of recognizing (k, ℓ)-graphs is well-known [6]: the
problem is in P if max{k, ℓ} ≤ 2, and NP-complete otherwise. (k, ℓ)-graphs
and their subclasses have been extensively studied in the literature. For in-
stance, list partitions of (k, ℓ)-graphs were studied by Feder et al. [20]. In
another paper, Feder et al. [21] proved that recognizing graphs that are both
chordal and (k, ℓ) is in P. Demange et al. [16] presented efficient algorithms
to recognize cographs that are partitionable into k independent sets and ℓ
cliques. Kolay et al. [28] and Baste et al. [5] considered the problem of re-
moving a small number of vertices from a graph so that it becomes (k, ℓ). In
2017, Faria et al. [17] presented kernelization algorithms for Signed Max
Cut on (k, ℓ)-graphs. In 2021, Alves, Nascimento, and Souza [1] studied the
complexity of the problem of coloring (k, ℓ)-graphs.

Let k, ℓ ≥ 0 be two fixed integers. A graph is (k, ℓ)-well-covered if it
is both, (k, ℓ) and well-covered. The complexity of recognizing (k, ℓ)-well-
covered graphs was established in [3], and the complexity of recognizing probe
(k, ℓ)-well-covered graphs was studied in [18].

More general than recognizing a property of a graph is the graph sandwich
problem. Golumbic, Kaplan and Shamir [26] stated the Graph Sandwich
Problem for Property Π. The input is a pair of graphs G1 = (V,E1)
and G2 = (V,E2) with E1 ⊆ E2, and the question is whether there is a graph
G = (V,E) with E1 ⊆ E ⊆ E2, such that G satisfies the property Π. For
the sake of understanding we use to name the set E1 as the forced edges,
the set E0 = E2 \ E1 as the optional edges, and the set E3 = {e : e /∈ E2}
as the forbidden set of edges. Thus, the optional graph G0 = (V,E0), and
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the forbidden graph G3 = (V,E3) are defined. Also, note that if G1 = G2,
then the graph sandwich problem for property Π is exactly the recognition
of property Π.

Graph sandwich problems are widely studied for many graph classes and
also for many subclasses of (k, ℓ)-graphs [12, 13, 14, 22, 26]. More specifically,
in [14], the graph sandwich problem for (k, ℓ)-graphs was settled to be NP-
complete if k + ℓ ≥ 3, and polynomial-time solvable otherwise.

Motivated by the relevance of (k, ℓ) and well-covered graphs, in this pa-
per, we are interested in exploring the complexity of Graph Sandwich for
(k, ℓ)-well-coveredness, i.e., the property of being (k, ℓ)-well-covered. More
precisely, in this paper, we focus on the following two decision problems
restricted to (k, ℓ)-well-covered graphs.

(k, ℓ)-Well-Coveredness
Input: A graph G.
Question: Is G a (k, ℓ)-well-covered graph?

Graph Sandwich for (k, ℓ)-well-coveredness
Input: Graphs G1 = (V,E1) and G2 = (V,E2) with E1 ⊆ E2.
Question: Is there a graph G = (V,E) with E1 ⊆ E ⊆ E2, such that

G is (k, ℓ)-well-covered?

When a recognition problem for a property Π is NP-hard (resp. coNP-
hard), we can consider the sets E1 = E2 to obtain that the graph sandwich
problem for the property Π is also NP-hard (resp. coNP-hard). In 2018,
Alves et al. [3] proved that the recognition of (k, ℓ)-well-covered graphs can
be done in polynomial time for the cases (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), and
(2, 0) and NP-hard or coNP-hard otherwise. Therefore, the only cases where
Graph Sandwich for (k, ℓ)-well-coveredness can be no longer hard
are in these six polynomial cases.

We prove that Graph Sandwich for (k, ℓ)-well-coveredness is po-
lynomial-time solvable when (k, ℓ) ∈ {(0, 1), (1, 0), (1, 1), (0, 2)} but it is NP-
complete when (k, ℓ) = (1, 2) (see Table 1). Our polynomial-time algorithms
generalize previous studies on (k, ℓ)-well-covered graphs’ recognition, and
our NP-completeness proof points out a contrast between the complexity of
Recognition and Graph Sandwich problems for the polynomial-time
recognizable property of being a (1, 2)-well-covered graph. We left the pro-
blem for the property of being (2, 0)-well-covered open.
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k
ℓ

0 1 2 ≥ 3

0 - P P NPc
1 P P NPc NPc
2 ? coNPc coNPc (co)NPh

≥ 3 NPh (co)NPh (co)NPh (co)NPh

Table 1: Complexity of Graph Sandwich for (k, ℓ)-well-coveredness.
coNPc stands for coNP-complete, NPh stands for NP-hard, NPc stands for
NP-complete, and (co)NPh stands for both NP-hard and coNP-hard.

2 Preliminaries

Let G = (V,E) be a graph, v ∈ V , and S ⊆ V , we define the neighborhood
N(v) = {u ∈ V : uv ∈ E} of v in G, the neighborhood NS(v) = {u ∈
S : uv ∈ E} of v in S, the degree d(v) = |N(v)| of v in G, and the degree
dS(v) = |NS(v)| of v in S. Also, for W ⊆ V the neighborhood of W in S is
NS(W ) =

⋃
w∈W NS(w) \W .

Next, we present structural characterizations for (k, ℓ)-well-coveredness.
Notice that every (0, 1)-graph, as well as (1, 0)-graph, is well-covered. In
addition, for the case (0, 2), i.e., co-bipartite graphs, it is easy to see that the
following proposition holds.

Proposition 1. A graph G = (V,E) is (0, 2)-well-covered if and only if G is
(0, 2) and either G is a complete graph, or G has no universal vertex.

In 1977, Ravindra [34] presented the following characterization of (2, 0)-
well-covered (well-covered bipartite) graphs.

Proposition 2. [34] A graph G = (V,E) is (2, 0)-well-covered if and only
if G is (2, 0) and there is a perfect matching M of G such that for each
e = uv ∈ M the induced graph G[N(u) ∪ N(v)], by the union of the open
neighbors of u and v, is a complete bipartite graph.

In 2018, Alves et al. [3] provided the following characterization for (1, 1)-
well-covered (well-covered split) graphs.

Proposition 3. [3] A graph G = (V,E) is (1, 1)-well-covered if and only if
there is a partition V = (K,S) for V where K is a clique, S is a independent
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set, and either dS(v) = 1 for each vertex v ∈ K or dS(v) = 0 for each vertex
v ∈ K.

In order to fulfill the structural characterizations for polynomial-time rec-
ognizable (k, ℓ)-well-covered graphs, next we give a structural characteriza-
tion of (1, 2)-well-covered graphs.

Proposition 4. Let G = (V,E) be a graph with partition V = (S,K1, K2)
where S is maximal. Then, G = (V,E) is a (1, 2)-well-covered graph if and
only if G satisfies the following conditions:

1. If v ∈ K1 ∪K2, then 1 ≤ |NS(v)| ≤ 2;

2. If v ∈ Ki and |NS(v)| = 2, then ∃ u ∈ Kj, i ̸= j, with uv /∈ E. In
addition, ∀u ∈ Kj with uv /∈ E, then NS(u) ⊆ NS(v) (i ̸= j and
i, j ∈ {1, 2});

3. If v ∈ Ki and |NS(v)| = 1, then for each u ∈ Kj with uv /∈ E it holds
that |NS(u) ∪NS(v)| = 2 (i ̸= j and i, j ∈ {1, 2}).

Proof. Let G be a (1, 2)-well-covered graph with a (1, 2)-partition V =
(S,K1, K2), where S is a maximal independent set of G.

Note that |NS(v)| ≥ 1,∀v ∈ (K1 ∪K2), otherwise S would not be maxi-
mal. Next, suppose that there is a vertex v ∈ K1∪K2, such that |NS(v)| ≥ 3.
We observe that |S|−1 is an upper bound to the size of a maximum indepen-
dent set I of G containing v, where I = {v}∪ (S \NS(v))∪{w}, such that w
is a vertex of K1∪K2, if any, non-adjacent to any vertex in {v}∪(S \NS(v)).
Note that |I| = |{v} ∪ (S \NS(v)) ∪ {w}| ≤ 1 + |S| − 3 + 1 = |S| − 1. Thus,
G is not well-covered, a contradiction since S is a maximal independent set.
Therefore, ∀v ∈ K1 ∪K2, |NS(v)| ≤ 2 and condition 1 holds.

Suppose there exists a vertex v ∈ K1 ∪ K2 such that |NS(v)| = 2 (say
v ∈ K1). Next, consider a maximal independent set I of G which contains the
vertex v. Since G is well-covered with independence number α equals to |S|,
then there exists a vertex u which belongs to K2 such that NS(u) ⊆ NS(v)
and uv /∈ E, otherwise |I| < |S|. Moreover, if there is a vertex u ∈ K2 such
that uv /∈ E, then NS(u) ⊆ NS(v), otherwise an independent set I containing
u and v has size |I| ≤ 2+ |S|− 3 = |S|− 1 < |S|, a contradiction. Therefore,
condition 2 holds.

Suppose v ∈ Ki, and u ∈ Kj, i, j ∈ {1, 2}, i ̸= j, with |NS(v)| = 1 and
uv /∈ E. Since G is well-covered, each maximal independent set has size |S|.



3 POLYNOMIAL-TIME SOLVABLE CASES 7

A maximal independent set I of G which contains u and v can be described
as I = {u, v} ∪ (S\(NS({u, v})). Thus, |I| = 2 + |S| − |NS({u, v})| = |S|,
and then |NS(u) ∪NS(v)| = 2 and condition 3 holds.

Now suppose the graph G satisfies the conditions 1, 2 and 3.
Notice that there are three possible configurations for a maximal inde-

pendent set I of G, as listed below:

1. I has no vertex in K1 ∪K2,

2. I has one vertex in K1 ∪K2,

3. I has two vertices in K1 ∪K2.

Consider that I has no vertex in K1 ∪K2, we have I = S and |I| = |S|.
Consider that I has exactly one vertex v in K1 ∪ K2. By condition 1,

either |NS(v)| = 1 or |NS(v)| = 2. By condition 2, if v ∈ Ki with |NS(v)| = 2,
then there exists u ∈ Kj , where i ̸= j, and NS(u) ⊆ NS(v). Hence, u has no
neighbor in I which contradicts that I is a maximal independent set of G.
Thus, we may assume |NS(v)| = 1, which implies that I = {v} ∪ (S\NS(v)),
and |I| = 1 + |S| − 1 = |S|.

Finally, we consider that I has two vertices u, v in K1 ∪K2. Note that
I = {u, v} ∪ (S\(NS(u)∪NS(v))), and then |I| = 2+ |S| − |NS(u)∪NS(v)|.
Again, by condition 1 either |NS(u)| = 1, or |NS(u)| = 2. In both cases, by
conditions 2 and 3, |NS(u)∪NS(v)| = 2, which implies |I| = 2+ |S|−2 = |S|.

Therefore, since any maximal independent set I of G has size |S|, it holds
that G is well-covered.

3 Polynomial-time solvable cases

In order to check whether (G1, G2) is a yes-instance of the Graph Sand-
wich for (k, ℓ)-well-coveredness when (k, ℓ) = (0, 1) or (1, 0), it is
enough to check whether, respectively, either G2 is a complete graph, or
E1 = ∅. Next, we will deal with cases (0, 2) and (1, 1).

3.1 Graph Sandwich for (0,2)-well-coveredness

First, consider the following algorithm for Graph Sandwich for (0, 2)-
well-coveredness.
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Algorithm 1.

Input: graphs G1 = (V,E1) and G2 = (V,E2) with E1 ⊆ E2;

Begin

1 If (G2 = (V,E2) is not (0, 2)) then

2 Return no;
3 Else

4 If (G2 = (V,E2) is a complete graph) then

5 Return yes;
6 Else

7 If (G1 = (V,E1) has a universal vertex) then

8 Return no;
9 Else

10 Return yes;
End.

Theorem 1. Algorithm 1 correctly asserts whether there is a graph G =
(V,E) with E1 ⊆ E ⊆ E2 such that G is (0, 2)-well-covered.

Proof. First, note that the property of being co-bipartite is closed under edge
addition, thus if G2 = (V,E2) is not (0, 2) then no spanning subgraph of G2

will be a co-bipartite graph (line 1-2). Since every (0, 1)-graph (complete
graph) is well-covered, we can assume that G2 is not complete, otherwise
the answer of the problem is positive (line 3-5). If G2 is (0, 2) but it is not
(0, 1), and G1 has a universal vertex, then every graph G = (V,E) with
E1 ⊆ E ⊆ E2 has a universal vertex, thus, by Proposition 1, the answer
is negative (line 6-8). Finally, assume that G2 is (0, 2) but it is not (0, 1),
and G1 has no universal vertex. Take a (0, 2)-partition, (K1, K2), of G2.
Notice that every edge of E3 is crossing from K1 to K2. If v ∈ Ki dominates
all vertices of Kj (i ̸= j) in G1, then there is a vertex w ∈ Ki such that
vw ∈ E0, otherwise v is a universal vertex in G1.Therefore, we can update
the (0, 2)-partition for (K1 \ {v}, K2 ∪ {v}). This procedure can be applied
successively until obtain a (0, 2)-partition in which for every vertex v ∈ Ki

there is at least one vertex w ∈ Kj (i ̸= j) such that vw ∈ E0 ∪ E3, which
certifies in O(n) steps that there is a co-bipartite graph G = (V,E) with
E1 ⊆ E ⊆ E2 having no universal vertex. Thus, the answer is positive (line
9-10).
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3.2 Graph Sandwich for (1,1)-well-coveredness

Lemma 1. There is a polynomial-time algorithm that either correctly solves
Graph Sandwich for (1, 1)-well-coveredness, or outputs a partition
(S ′, K ′ ∪ T ′) of V such that:

1. S ′ is an independent set of G1;

2. K ′ ∪ T ′ induces a clique of G2;

3. K ′, T ′ ̸= ∅;

4. there is no edge of G2 between the vertices of T ′ and of S ′;

5. each vertex v ∈ K ′ is incident to at most one edge vu ∈ E1 such that
u ∈ S ′, and at least one edge vw ∈ E2 such that w ∈ S ′.

Proof. Recall that (1, 1)-graphs is exactly the class of split graphs. In 1995,
Golumbic, Kaplan and Shamir [26] presented a polynomial-time algorithm for
Graph Sandwich for split graphs. This algorithm is based on reducing
the problem to an instance I = (U,C) of 2Sat, which is polynomial-time
solvable. The proposed construction consists of creating the set of variables

U = {vK , vS : v ∈ V }

and the set of clauses C equal to

{(vK∨vS), (vK∨vS) : v ∈ V }∪{(uK∨vK) : uv ∈ E1}∪{(uS∨vS) : uv ∈ E3}.

It is easy to see that I = (U,C) is satisfiable if and only if V can be
partitioned into K,S such that S induces an independent set of G1 and K
induces a clique of G2, where vK = true (resp. vS = true) means that v is
set to K (resp. S).

Considering the (1, 1)-well-coveredness, if (G1, G2) is an yes-instance of
Graph Sandwich for (1, 1)-well-coveredness, then (G1, G2) is an
yes-instance of Graph Sandwich for split graphs. However, by the
characterization provided in Proposition 3, we know that each vertex of the
clique K must be a neighbor of at most one vertex in S, in the solution graph
G. Thus, in order to attain this restriction we add the following set of clauses
to I = (U,C):
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{(vS ∨ wS) : u, v, w ∈ V and uv, uw ∈ E1}.

Observe that if I = (U,C) is not satisfiable, then (G1, G2) is a no-instance
of Graph Sandwich for (1, 1)-well-coveredness. However, if I =
(U,C) is satisfiable, then V can be partitioned into K,S such that S induces
an independent set of G1, K induces a clique of G2, and every vertex v ∈ K
has at most one neighbor in S, in the graph G1. Therefore, we can set
S ′ = S, T ′ = {v : v ∈ K and has no neighbor in S, in the graph G2}, and
K ′ = {K \ T ′}. Now, if T ′ = ∅ then (G1, G2) is a yes-instance, since we can
use the optional edges conveniently to satisfy the condition that all vertices
have exactly one neighbor in S, and if K ′ = ∅ then (G1, G2) is also a yes-
instance, since no vertex in K will be adjacent to a vertex in S. Therefore,
we can either solve Graph Sandwich for (1, 1)-well-coveredness or
output a partition (S ′, K ′ ∪ T ′) as required.

Lemma 2. Let (G1, G2) be an instance of Graph Sandwich for (1, 1)-
well-coveredness, and V = (S ′, K ′ ∪ T ′) be a partition of V as described
in Lemma 1. It can be checked in polynomial time whether there is a graph
G = (V,E) with E1 ⊆ E ⊆ E2, such that the set of vertices of G can be
partitioned into (K,S) with S ′ ⊆ S, where K is a clique, S is an independent
set, and either dS(v) = 1 for each vertex v ∈ K, or dS(v) = 0 for each vertex
v ∈ K.

Proof. Initially, label each vertex v ∈ K ′ ∪ T ′ with label(v) = 0. Now,
label each vertex v ∈ K ′ having a forced edge to S ′ with label equal to one
(label(v) = 1). After that, for each vertex v ∈ K ′ ∪ T ′ with label(v)=0, such
that ∃u ∈ N(v) with uv ∈ E1 and label(u) = 1, then do label(v) = 2.

Since S ′ ⊆ S, no vertex v with label(v) = 1 can be in S, otherwise S is not
an independent set. Consequently, no vertex v with label(v) = 2 can be in S,
otherwise some vertex v with label(v) = 1 has two neighbors in S. Therefore,
if every vertex v of K ′ ∪ T ′ has label(v) ̸= 0, then we can safely return no.
Moreover, if there is a vertex v ∈ K ′ ∪ T ′ such that label(v) = 0, we output
yes, because (S,K) = (S ′ ∪ {v}, K ′ ∪ T ′ \ {v}), and G = (V,E) with E =
E1∪{uw : u,w ∈ K ′∪T ′ \{v}}∪{vu : u ∈ K ′∪T ′, u ̸= v, and label(u) ̸= 1}
is a solution.

Lemma 3. Let (G1, G2) be an instance of Graph Sandwich for (1, 1)-
well-coveredness, and let (S ′, K ′ ∪ T ′) be a partition of V as described
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in Lemma 1. If there are three vertices a, b, c such that ab, bc ∈ E1, b ∈ K ′,
and a, c ∈ T ′, then we can solve (G1, G2) in polynomial time.

Proof. Let (S,K) be a partition as described in Proposition 3. If a and c are
both in S then b has two neighbors in S, a contradiction. If, either, a or c is
in K then S ′ ⊆ S, since there are only forbidden edges from a and c to the
vertices of S ′. Therefore, by Lemma 2, we conclude that we can solve the
instance (G1, G2) in polynomial time.

Theorem 2. Graph Sandwich for (1, 1)-well-coveredness can be
solved in polynomial time.

Proof. Let (G1, G2) be an instance of Graph Sandwich for (1, 1)-well-
coveredness. Without loss of generality, assume that the algorithm pre-
sented in Lemma 1 outputs a partition (S ′, K ′ ∪ T ′) of V . By Lemma 2,
we can also consider that there is no sandwich graph G = (V,E) such that
V (G) can be partitioned into (S,K) according to Proposition 3, with S ′ ⊆ S.
Hence, there is no vertex b having two neighbors a and c in G1 such that
a, c ∈ T ′ (see Lemma 3).

Suppose that (G1, G2) has a sandwich graph G = (V,E) which is (1, 1)-
well-covered. Let (S,K) be a partition of V (G) according to Proposition 3.
Note that if T ′ ∩K ̸= ∅, then S ′ ⊆ S, which is a contradiction. Therefore,
T ′ ⊆ S. In addition, for every vertex v at a distance at most two, considering
the graph G1, of some vertex that must be in S, it holds that v must be
contained in K, otherwise either S is not an independent set or some vertex
of K will have two neighbors in S. Analogously, if a vertex v has a forbidden
edge to a vertex that must be in K, then v must be in S.

Let A be the set of vertices of S ′ that must be in K, and let B be the set
of vertices of K ′ ∪ T ′ that must be in S by the successive application of the
rules described above. Note that T ′ ⊆ B, since S ′ ⊈ S and each vertex of T ′

has a forbidden edge to a vertex of S ′. Observe that sets A,B can be easily
found in polynomial time using search algorithms.

If some vertex is determined to be at same time in S and in K, then
(G1, G2) is a no-instance. Otherwise, we consider the following partition of
V :

S ′′ = {B ∪ (S ′ \ A)},

T ′′ = {v : v ∈ A and has no neighbor in S ′′ in the graph G2},
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and
K ′′ = {(K ′ \B) ∪ (A \ T ′′)}.

If (G1, G2) is a yes-instance then no vertex v ∈ K ′′ has two neighbors in
S ′′ in the graph G1, otherwise we have a contradiction (see Proposition 3).

If T ′′ = ∅ then every vertex in K ′′ has at least one edge of G2 to some
vertex in S ′′. Thus, when T ′′ = ∅ we can easily construct the the solution
graph G for (G1, G2) in polynomial time. Now, suppose that T ′′ ̸= ∅. Since
T ′′ ⊆ A it follows that S ′′ must be in S for a (S,K) partition of V (G)
according to Proposition 3, if any. Thus by Lemma 2 it holds that (G1, G2)
can be solved in polynomial time.

4 The NP-complete case

Next, we will deal with (1, 2)-well-covered graphs. The NP-completeness of
such a case points out a contrast between the complexity of Recognition
and Graph Sandwich problems for (k, ℓ)-well-covered graphs, since (1, 2)-
well-covered graphs are polynomial-time recognizable [3].

In order to prove the NP-completeness of Graph Sandwich for (1, 2)-
well-coveredness, we present a reduction from Positive 1-in-3 Sat,
a well-known NP-complete problem [36]. First, we present some auxiliary
definitions and preliminary results.

Let G = (V,E) be a graph and R, T ⊆ V . We say that T 2–dominates
R if each vertex of R has at least 2 neighbors in T . Let I = (U,C) be an
instance of Positive 1-in-3 Sat where U is the set of variables and C is
the set of clauses. Let T ⊆ U , we say that T 2–dominates C if each clause
of C has at least two literals in T , in this case T is called a 2-dominating set
of variables.

Lemma 4. Let I = (U,C) be an instance of Positive 1-in-3 Sat, where
U = {u1, u2, u3, . . . , un} and C = {c1, c2, c3, . . . , cm}, and let T ⊆ U such
that T 2-dominates C. Then, I can be solved in time O(2|T |m).

Proof. We can check each of the 2|T | truth assignments of T . For a given truth
assignment of T , each clause contains at most one variable with undefined
value. Thus, it is easy to see that, in linear time, one can check whether such
an assignment can be extended into a satisfiable assignment for I.
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From Lemma 4, we know that the hard instances of Posivite 1-in-3
Sat have no 2-dominating set of variables of bounded size. Also, we assume
that there is no variable occurring in all clauses, otherwise the instance is
trivial.

Theorem 3. Graph Sandwich for (1, 2)-well-coveredness is NP-
complete.

Proof. Graph Sandwich for (1, 2)-well-coveredness is in NP, since
given a graph G and a partition V = (S,K1, K2), we can check in poly-
nomial time the conditions (1), (2), (3) of the characterization presented in
Proposition 4.

Let I = (U,C) be an instance of Posivite 1-in-3 Sat. Without loss of
generality, we assume that I does not have a 2-dominating set of variables of
size smaller than 8, and that every satisfying truth assignment of I, if any,
requires at least 2 literals set as true. In addition, we consider that every
variable occurs in at least one clause.

We construct an instance (G1, G2) of Graph Sandwich for (1, 2)-
well-coveredness, such that I is satisfiable if and only if there is a (1, 2)-
well-covered sandwich graph G for G1 = (V,E1), G2 = (V,E2), as follows:

1. First, initialize V = {a, b, c}, and E1, E2, E3 = ∅;

2. For each ui ∈ U add a vertex (called variable vertex) ui to V .

3. For each cj ∈ C add a vertex (called clause vertex) cj to V .

4. For each cj = (ux ∨ uy ∨ uz) ∈ C, add uicj,∀ i ∈ {x, y, z}, to E1.

5. For each pair cj, cℓ ∈ C, j ̸= ℓ, add cjcℓ to E1.

6. For each cj ∈ C, add cja, cjb, cjc to E1.

7. For each ui ∈ U add uia, uib, uic to E0. (Remark E0 = E2 \ E1)

8. Add every possible edge uiuj to E0.

9. Set E3 = ({uv : u ̸= v and u, v ∈ V } \ E2)
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Forbidden
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Figure 1: Graph Sandwich for (1, 2)-well-coveredness instance,
(G1, G2), obtained from an instance I = (U,C) of Positive 1-in-3 Sat.
Here are depicted all optional edges in thick green lines, and all forced edges
in thin black straight lines of (G1 = (V,E1), G2 = (V,E2)). We depict only
the forbidden edges ab, ac, and bc in dashed red straight lines, omitting the
forbidden edges between a variable vertex x and a clause vertex cj such that
x does not occur in cj.
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This completes the construction of (G1 = (V,E1), G2 = (V,E2)).
For the sake of reader’s convenience, we offer in Figure 1 a framework for

the construction.

Now, suppose that I = (U,C) is satisfiable. Let η : U → {T, F} be a
satisfiable truth assignment for I. We build a (1, 2)-well-covered sandwich
graph G = (V,E) for (G1 = (V,E1), G2 = (V,E2)) with partition (S,K1, K2)
from η as follows (see Figure 2):

• first, set E = E1;

• set u ∈ S if and only if η(u) = T ;

• set u ∈ K2 if and only if η(u) = F ;

• set all vertices cj in K1;

• set vertices a in S; b in K1; and c in K2;

• if η(ui) = F then add to E the edges uia, uib, uic;

• add to E two edges, uib, ujc, where ui ̸= uj and η(ui) = η(uj) = T ;

• finally, add to E the edges uiuj whether η(ui) = η(uj) = F .

In order to prove that G is a (1, 2)-well-covered we consider the charac-
terization of Proposition 4.

Notice first that S is a maximal independent set and that K1, and K2

are cliques. Also note that, because η is a satisfiable truth assignment for
Positive 1-in-3 Sat, it holds that every vertex of K1 ∪ K2 has 1 or 2
neighbors in S. Since each clause vertex cj has NS(cj) = {ui, a} where
ui is the only true literal of cj in η, each false literal vertex ui satisfies
NS(ui) = {a}, and, by construction, both, b and c, have exactly one neighbor
in S. This satisfies condition (1) of Proposition 4.

Now, observe that edges of E3 between cliques K1 and K2 are: the edge
bc, and the edges between cj and uℓ, where η(uℓ) = F and uℓ does not occur
in cj. If η(uℓ) = F and uℓ does not occur in cj, then |NS(cj) ∪ NS(uℓ)| =
|{a, ui}∪{a}| = 2. Since, by construction, b and c have no common neighbor
in S, then |NS(b) ∪NS(c)| = |{ui} ∪ {uj}| = 2. Thus, conditions (2), (3) of
Proposition 4 are satisfied, and G is a (1, 2)-well-covered graph.
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Figure 2: Diagram showing a (1, 2)-well-covered sandwich graph G with par-
tition (S,K1, K2) obtained from a satisfiable 1-in-3 sat truth assignment
η : U → {T, F}, where some edges are omitted for simplicity.

Conversely, suppose that there is a (1, 2)-well-covered sandwich graph
G = (V,E) for (G1, G2). SinceG = (V,E) is a (1, 2)-well-covered graph, there
is a partition of V into a maximal independent set S and cliques K1, K2, as
described in Proposition 4 . We proceed by defining a satisfiable Positive
1-in-3sat assignment η : U → {T, F} for I = (U,C), where the boolean
variable ui = T if and only if vertex ui ∈ S.

It remains to show that η is satisfiable.

Claim 1. Every vertex clause cj belongs to K1 ∪K2.

Proof. Since every clause vertex cj satisfies that acj, bcj and ccj ∈ E1, if cj ∈
S, then vertices a, b, c belong together to K1 ∪K2, what is a contradiction,
since ab, ac, bc ∈ E3. Therefore, cj ∈ K1 ∪K2.

Claim 2. There is only one vertex x in {a, b, c}, such that x ∈ S.

Proof. Since ab, ac, bc ∈ E3, then a, b, c cannot be together in K1 ∪K2. By
Claim 1, we have that cj ∈ K1 ∪ K2. Hence, a, b, c cannot be together
in S, otherwise |NS(cj)| ≥ 3, contradicting Proposition 4. Suppose there
are exactly two vertices of a, b, c in S, say a, b ∈ S. Then, all the variable
vertices belong to K1∪K2, otherwise |NS(cj)| ≥ 3 for some cj, because every
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clause vertex belong to K1 ∪K2, and cj is adjacent to a, and b. Thus S =
{a, b}, which contradicts the maximality of S, since S ⊊ {a, b, c}. Therefore,
|S ∩ {a, b, c}| = 1.

From previous claims, and since a, b, c have the same open neighborhood
in G1 (also in G2), we can assume that: a ∈ S; cj ∈ K1 ∪ K2 (for all cj);
b ∈ K1; c ∈ K2.

Claim 3. Each clause vertex cj lies at a same clique, say K1.

Proof. Suppose that there are two clause vertices lying at distinct cliques,
say cj ∈ K1 and cℓ ∈ K2. Since a ∈ S, each clause vertex belongs to K1∪K2,
and each clause vertex cj is adjacent to a, then, by Proposition 4, it follows
that each vertex clause cj is adjacent to at most one variable vertex in S, and
the other two variable neighbors are in K1 ∪K2. Notice now that the set of
variable vertices in K1∪K2 forms a 2-dominating set of variables for I. Since
each clause vertex has forbidden edges for all but three variables, we have
at most three variable vertices in each clique, which implies that I = (U,C)
has a 2-dominating set of variables of size at most six, a contradiction, since
we are assuming that I does not have a 2-dominating set of variables of size
smaller than 8.

Thus, all the clause vertices belong to just one clique, that we will assume
to be K1.

Claim 4. If a variable vertex ui ∈ K1 ∪K2, then ui ∈ K2.

Proof. Since each clause vertex belongs to K1, if ui ∈ K1 then every clause
has ui as literal. Thus, by setting ui as true and the other literals as false,
we obtain a satisfiable assignment for I = (U,C), contradicting the fact that
every satisfying truth assignment of I, if any, requires at least 2 literals set
as true.

In order to conclude the proof of Theorem 3, it remains to prove the
following claim.

Claim 5. For any clause vertex cj of G, it holds that there is exactly one
variable vertex ur adjacent to cj such that ur ∈ S.
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Figure 3: Diagram showing a (1, 2)-well-covered sandwich graph G with par-
tition (S,K1, K2), where some edges are omitted for simplicity.

Proof. Since each clause vertex cj is adjacent to a, by Proposition 4(1), there
is at most one additional neighbor of cj in S. Hence, in order to prove the
claim, it is enough to prove that each clause vertex cj has one additional
neighbor in S. From previous claims we know that b ∈ K1 and that c ∈ K2.
By Proposition 4, it follows that |NS(b) ∪ NS(c)| = 2. Hence, there are
two variable vertices, say u1 and u2 in S, such that, in G, it holds that
{u1, u2} = (NS(b) ∪NS(c)). Since there are clauses ci and cj containing,
respectively, variables u1 and u2, clause vertices ci and cj have two neighbors
in S, satisfying that NS(ci) = {a, u1} and NS(cj) = {a, u2}.

Suppose there is a clause vertex cℓ with NS(cℓ) = {a}. Since each clause
has at most one neighbor in S \ {a}, we have that the variable vertices in
K2 correspond to a 2-dominating set of variables. Therefore, by assumption,
|K2 ∩U | ≥ 8. Hence, there is a vertex u ∈ K2 ∩U such that variable u does
not occur in clauses ci, cj and cℓ. Therefore, ciu, cju, cℓu ∈ E3 (see Fig. 3).

SinceNS(ci) = {u1, a}, from Proposition 4(2)NS(u) ⊆ {u1, a}. Moreover,
since NS(cj) = {u2, a}, then, from Proposition 4(2), NS(u) ⊆ {u2, a}. Hence,
NS(u) = {a}. But, since NS(cℓ) = {a} and cℓu ∈ E3, from Proposition 4(3)
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|NS(cℓ)∪NS(u)| should be equal to two, a contradiction. Thus, every clause
vertex has a variable neighbor in S, and the claim holds.

Therefore, the defined assignment η is a satisfiable assignment for Posi-
tive 1-in-3 Sat, and this concludes the proof of Theorem 3.

5 Concluding remarks

In this paper, it was proved that the Graph Sandwich problem for the
property of being well-covered and partitionable into k independent sets and
ℓ cliques is in P for (k, ℓ) ∈ {(0, 1), (1, 0), (1, 1), (0, 2)} but it is NP-complete
when (k, ℓ) = (1, 2) (see Table 1). The tractable results generalize stud-
ies on (k, ℓ)-well-covered graphs’ recognition, and the NP-completeness case
points out a contrast between the complexity of Recognition and Graph
Sandwich problems for the property of being a (1, 2)-well-covered graph.

We left the Graph Sandwich problem for the property of being (2, 0)-
well-covered (well-covered bipartite) open. Besides, the study of Graph
Sandwich for other polynomial-time recognizable subclasses of well-covered
graphs, such as well-covered claw-free graphs, also seems interesting.
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[11] V. Chvátal and P. J. Slater. A note on well-covered graphs. Annals of
Discrete Mathematics, 55:179–181, 1993.

[12] F. Couto, L. Faria, S. Gravier, S. Klein, and V. F. dos Santos. Char-
acterizations, probe and sandwich problems on (k,ℓ)-cographs. Discrete
Applied Mathematics, 2020.



REFERENCES 21

[13] F. Couto, L. Faria, and S. Klein. Chordal-(k,ℓ) and strongly chordal-
(k,ℓ) graph sandwich problems. Journal of the Brazilian Computer So-
ciety, 20(1):16, 2014.

[14] S. Dantas, C. de Figueiredo, and L. Faria. On decision and optimization
(k,l)-graph sandwich problems. Discrete Applied Mathematics, 143:155–
165, 2004.

[15] N. Dean and J. S. Zito. Well-covered graphs and extendability. Discrete
Mathematics, 126(1–3):67–80, 1994.

[16] M. Demange, T. Ekim, and D. De Werra. Partitioning cographs into
cliques and stable sets. Discrete Optimization, 2(2):145–153, 2005.

[17] L. Faria, S. Klein, I. Sau, and R. Sucupira. Improved kernels for signed
max cut parameterized above lower bound on (r, ℓ)-graphs. Discrete
Mathematics & Theoretical Computer Science, 19(1), 2017.

[18] L. Faria and U. S. Souza. On the probe problem for (r, ℓ)-well-
coveredness. In C. Chen, W. Hon, L. Hung, and C. Lee, editors, Com-
puting and Combinatorics - 27th International Conference, COCOON
2021, Tainan, Taiwan, October 24-26, 2021, Proceedings, volume 13025
of Lecture Notes in Computer Science, pages 375–386. Springer, 2021.

[19] O. Favaron. Very well-covered graphs. Discrete Mathematics, 42:177–
187, 1982.

[20] T. Feder, P. Hell, S. Klein, and R. Motwani. List partitions. SIAM
Journal on Discrete Mathematics, 16(3):449–478, 2003.

[21] T. Feder, P. Hell, S. Klein, L. T. Nogueira, and F. Protti. List matrix
partitions of chordal graphs. Theoretical Computer Science, 349(1):52–
66, 2005.

[22] C. Figueiredo, L. Faria, S. Klein, and R. Sritharan. On the complexity of
the sandwich problems for strongly chordal graphs and chordal bipartite
graphs. Theoretical Computer Science, 381:57–67, 2007.

[23] A. Finbow, B. Hartnell, and R. Nowakowski. A characterization of well
covered graphs of girth 5 or greater. Journal of Combinatorial Theory,
Series B, 57(1):44 – 68, 1993.



REFERENCES 22

[24] A. Finbow, B. Hartnell, and R. J. Nowakowski. A characterization of
well-covered graphs that contain neither 4- nor 5-cycles. Journal of
Graph Theory, 18(7):713–721, 1994.

[25] A. O. Fradkin. On the well-coveredness of cartesian products of graphs.
Discrete Mathematics, 309(1):238 – 246, 2009.

[26] M. Golumbic, H. Kaplan, and R. Shamir. Graph sandwich problems. J.
Algorithm, 19(3):449–473, 1995.

[27] H. Haghighi. A generalization of Villarreal’s result for unmixed tripartite
graphs. Bulletin of the Iranian Mathematical Society, 40(6):1505–1514,
2014.

[28] S. Kolay, F. Panolan, V. Raman, and S. Saurabh. Parameterized algo-
rithms on perfect graphs for deletion to (r, ℓ)-graphs. In Proc. MFCS
2016, volume 58 of LIPIcs, pages 75:1–75:13, 2016.

[29] M. Lesk, M. D. Plummer, and W. R. Pulleyblank. Equi-matchable
graphs. Graph Theory and Combinatorics. Academic Press, pages 239–
254, 1984.

[30] V. E. Levit and D. Tankus. Weighted well-covered claw-free graphs.
Discrete Mathematics, 338(3):99 – 106, 2015.

[31] M. R. Pinter. Strongly well-covered graphs. Discrete Mathematics,
132(1):231 – 246, 1994.

[32] M. D. Plummer. Some covering concepts in graphs. Journal of Combi-
natorial Theory, 8(1):91–98, 1970.

[33] E. Prisner, J. Topp, and P. D. Vestergaard. Well covered simplicial,
chordal, and circular arc graphs. Journal of Graph Theory, 21(2):113–
119, 1996.

[34] G. Ravindra. Well-covered graphs. Journal of Combinatorics, Informa-
tion and System Sciences, 2(1):20–21, 1977.

[35] R. S. Sankaranarayana and L. K. Stewart. Complexity results for well-
covered graphs. Networks, 22(3):247–262, 1992.



REFERENCES 23

[36] T. J. Schaefer. The complexity of satisfiability problems. In Proceedings
of the tenth annual ACM symposium on Theory of computing, pages
216–226, 1978.

[37] D. Tankus and M. Tarsi. Well-covered claw-free graphs. Journal of
Combinatorial Theory, Series B, 66(2):293–302, 1996.

[38] J. Topp and L. Volkmann. Well covered and well dominated block graphs
and unicyclic graphs. Mathematica Pannonica, 1(2):55–66, 1990.

[39] R. H. Villarreal. Unmixed bipartite graphs. Revista Colombiana de
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