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Abstract  

Solvation and binding thermodynamics of a drug-like molecule is quan-
tified by the respective free energy (FE) change that governs physical 
properties like log P/log D and binding affinities as well as more com-
plex features such as solubility or permeability. The drug discovery pro-
cess benefits significantly from reliable predictions of FEs, which are 
hence a key area for the theoretical and modeling community. Despite 
the clear physical background rooted in statistical mechanics, the desired 
accuracy goal is hard to achieve. Current modeling methods still need to 
be improved in various areas related to the FE problem, such as the qual-
ity of force fields and quantum-mechanical approximations, the effi-
ciency of sampling algorithms as well as the robustness of computational 
workflows. In this context, blind prediction challenges, where partici-
pants are tasked with testing their computational methods and workflows 
on compound property predictions without knowing the experimental 
data, are excellent testbeds to evaluate and improve the modeling meth-
odology. SAMPL (Statistical Assessment of the Modeling of Proteins 
and Ligands) and Drug Design Data Resource-Grand Challenges (D3R-
GCs) represent widely known initiatives demonstrating how the “blind 
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prediction” concept boosts the development of FE predictions. In this 
chapter, we summarize the status of recent SAMPL and D3R-GCs from 
the point of view of long-time participants, with the aim of providing the 
community with a collection of datasets and references.  
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Introduction 

Reliable predictions of thermodynamic properties of solvated molecules are an important 
requirement when it comes to applying methods of computational chemistry in a drug dis-
covery project. Owing to the complexity of the problem, calculating ensemble properties 
in a dense, interacting, many-body system, molecular-level approaches are in practice re-
stricted to only a few tractable properties with pharmaceutical and physiological relevance. 
These encompass, for instance, partition and distribution coefficients of drug-like mole-
cules between water and a non-aqueous phase, log P and log D at specified pH, which are 
related to bioavailability and measure the concentration ratios of purely neutral (log P) or 
neutral and charged species (log D) between the phases. Another example is the binding 
affinity of a ligand interacting with a protein target under idealized, e.g., purely aqueous 
environmental conditions, ignoring the complex interplay with other cellular components. 
Even under these simplified conditions that merely mimic narrow aspects of complete bi-
ological systems, computational chemistry methods are pushed to their limits in terms of 
speed and accuracy because the target quantity, the (standard) free energy change (i.e., 
Gibbs or Helmholtz energy, depending on external conditions), which is directly linked to 
the equilibrium constant of the phenomena mentioned above, is challenging to compute. 

From a statistical-mechanical point of view, free energy (FE) calculations are difficult as 
the FE is directly related to the system’s partition function and can be expressed as an 
ensemble average over the Boltzmann factor of the Hamiltonian, leading to large uncer-
tainty when it is obtained directly from molecular dynamics (MD) over typically accessible 
time scales. The simulation time to sample all states sufficiently is correlated with the size 
of the system. For example, modeling ligand-biomolecule binding involves sampling of all 
possible states of protein side chains, water in the binding site, etc., which requires more 
simulation time compared to small systems where, for instance the solvation free energy 
(SFE) shall be computed. Consequently, special FE simulations methods have been devel-
oped to allow for sufficiently accurate predictions. These methods form the basis of atom-
istic calculations of host-guest and protein-ligand binding constants or partition coeffi-
cients, commonly employing empirical molecular potential energy functions (“force 
fields”, FF) for modeling interactions, which represent another layer of uncertainty besides 
sampling errors originating from finite simulation times. The FF quality is strongly corre-
lated with the accuracy of FE predictions. For FF development, generalizability and quality 
need to be balanced, for instance with respect to combining small molecule FFs with water 
and protein interaction models. 

Quantum mechanics (QM) plays an important role for all aspects of modeling those pro-
cesses with biological relevance, not only for the determination of FF parameters, but also 
for phenomena where covalent bonding patterns change. This might happen with targets 
that covalently bind to a ligand molecule, an extremely challenging area of computational 
biophysics and chemistry, but is of immediate importance already for small molecule 
chemistry itself. For instance, electronic polarization induced by the solvent changes its 
energetics. Furthermore, knowledge of the protonation state is an important ingredient as 
the pH-dependent ensemble determines the population of different forms and modulates 
partitioning properties or binding affinities. Protonation patterns in a given ionization state 
might also vary, a phenomenon known as tautomerization that grows exponentially in com-
plexity with the number of titratable sites. Within physics-based modeling approaches, pro-
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tonation and tautomerization state calculations require QM-based FE methods for the de-
termination of acidity constants, pKa, which add another layer of uncertainty, as the elec-
tronic structure depends on levels of theory, basis sets, and solvation models that polarize 
the wave function of the species. Of course, each protonation state is additionally charac-
terized by a conformational ensemble to be sampled adequately, further complicating the 
computational workflow. 

Obviously, the challenges and uncertainties mentioned above have a clear methodical in-
terconnection when it comes to modeling protein-ligand binding and characterization of 
small molecule physical properties as indirect measures for bioavailability. Given a de-
tailed protein target model, a realistic atomistic modeling workflow would start with the 
determination of a ligand’s most probable protonation state at a specified pH, followed by 
assignment of an appropriate FF to all components and sampling by FE simulation methods 
to determine (relative or absolute) affinities, i.e., binding constants and the corresponding 
standard binding FE. In parallel, the small molecule protonation features would be required 
for calculating log P and log D between water and an organic solvent, the latter case usually 
under the assumption that charged species do not partition into the nonaqueous phase. 

From the point of view of practitioners and method developers in the respective fields of 
computational biophysics and (medicinal) chemistry the assessment of the application do-
mains and quantitative model uncertainties is of utmost importance. In this context the 
SAMPL (Statistical Assessment of the Modeling of Proteins and Ligands) series of blinded 
prediction challenges provided a timely platform for unbiased evaluation of computational 
methods for liquid phase FE calculations, addressing all key quantities discussed in the 
preceding paragraphs. Blind challenges provide an excellent format to examine the quality 
of computational modeling methods. When participants submit predictions without know-
ing the answer before they perform the calculations the community is able to examine the 
robustness of specific methods and to resolve confusions in the field, in which methods 
usually perform better with datasets from within a specific compound domain while being 
far less predictive for novel datasets. In other words, blind challenges serve to identify and, 
if possible, to prevent selection bias and model overfitting. 

There are several examples of blind challenges in the field of computational chemistry and 
biophysics, such as the “Critical Assessment of the Structure or Proteins” (CASP) and the 
Cambridge Crystallographic Data Centre’s blind tests of small molecule crystal structure 
prediction. In the context of FE predictions, besides SAMPL, the D3R (Drug Design Data 
Resource) organized the Grand Challenges (GCs), continuing on an earlier predecessor, 
the Community Structure-Affinity Resource (CSAR) [1–4]. In this chapter, we focus on 
discussing SAMPL and D3R-GCs with the hope that readers will get an overview on the 
current status of FE predictions within blind challenges in recent years and that this opens 
a door for future discussions on how to improve the accuracy of FE predictions. 

Beginning with SAMPL, currently funded by NIH and organized by David L. Mobley (UC 
Irvine) with co-investigators John D. Chodera (MSKCC), Bruce C. Gibb (Tulane), and 
Lyle Isaacs (Maryland), the first challenge was organized by a research group at Stanford 
University and scientists at OpenEye Scientific Software. Previous organizers also in-
cluded several other academic researchers [5]. Especially J. Peter Guthrie (Western Uni-
versity) played a key role in curating SFE data from the literature, which made the first few 
SAMPL challenges possible. As SAMPL7 recently completed and SAMPL8 is ongoing, 
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we will focus our discussions here on the fully disclosed challenges SAMPL0-6 while in-
cluding currently available results for SAMPL7.  

Table 1. Summary of SAMPL and D3R-GC Challenges 

Challenge Years Overview paper Participant papers Challenge data  

SAMPL0 2007 [6] [6] [7] 
SAMPL1 2008 [8] [9-14] [15] 
SAMPL2 2009 [16,17] [13,18–26] [27] 
SAMPL3 2011-2012 [28,29] [30–45] [46] 
SAMPL4 2013-2014 [47–51] [52–73] [74] 
SAMPL5 2015-2016 [75–78] [79–103] [104] 
SAMPL6 2017-2018 [105–107] [108–144] [145] 
SAMPL7 2020-2021 [146,147] [148–154] [155] 
SAMPL8 2021-2022    
D3R-GC1 2015-2016 [156] [157–169] [170] 
D3R-GC2 2016-2017 [171] [172–194] [195] 
D3R-GC3 2017-2018 [196] [197–205] [206] 
D3R-GC4 2018-2019 [207] [208–222] [223] 

D3R was funded by NIH through the years 2014 to 2019 and the project was located at the 
University of California San Diego (UCSD) where it was co-directed by Rommie Amaro 
and Michael Gilson. For D3R, we will concentrate on GCs, and only briefly mention the 
Continuous Evaluation of Ligand Protein Prediction (CELPP), a weekly organized pose 
prediction challenge, and other tasks that were solely focusing on pose predictions within 
GCs. The first GCs was named GC2015, where 2015 indicates the year of the challenge. 
Subsequent GCs were named sequentially. In this chapter, for convenience, we denote GC1 
to mean GC2015. A summary of SAMPL and D3R challenges is collected in Table 1, and 
we will break down the discussions based on the type of properties listed in Table 2. With 
the help of the organizers of the previous challenges we collected input data from past 
challenges in publicly accessible GitHub repositories as indicated in the column Challenge 
date in Table 1; these data are made available under a permissive license. 

Table 2. Type of Properties Predicted in Different Challenges 

Property SAMPL D3R 

 0 1 2 3 4 5 6 7 GC1-4 CSAR CELPP 
Solvation free energies  n n n n n       
log P / log D      n n n    
pKa       n n    
Tautomer ratio   n         
Host-guest    n n n n n    
Protein-ligand affinities  n  n n   n n n n 
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Aqueous Solvation Free Energy (SAMPL1-SAMPL4) 

The aqueous solvation free energy (SFE) ΔGs, also known as gas to liquid water transfer 
energy or hydration free energy, is the free energy to move one solute molecule from the 
gas phase to the liquid water phase at a given standard state. The calculation of solvation 
free energies was an early focus of the SAMPL challenges because prediction of a complex 
thermodynamic property for which good experimental data were available, or could be 
generated, was considered a good metric [28]. For the more recent log P and log D chal-
lenges (see below), SFE prediction remained a fundamental theme because a common ap-
proach to predicting log P consists of computing the difference between the SFE in a sol-
vent such as 1-octanol or cyclohexane and the SFE for water (i.e., the hydration free en-
ergy). The experimental data sets that were generated for the SAMPL SFE challenges have 
become useful community resources such as the Minnesota Solvation Database [224] and 
FreeSolv  [225], which provide test and training data for novel SFE methods. 

The SAMPL0 challenge was organized as an informal blind challenge to predict the hy-
dration free energy of 17 compounds that contained multiple interacting polar groups to-
gether with a few monofunctional molecules for comparison with their more complicated 
analogues [6]. The dataset was meant to challenge current SFE prediction methods and 
spanned –11.01±0.2 kcal/mol to +1.07±0.2 kcal/mol; the SFE here and in the following is 
quoted for the Ben-Naim standard state of 1 M gas to 1 M aqueous solution and all errors 
were estimated [6]. A Poisson-Boltzmann (PB) implicit solvent, single conformer approach 
achieved a prediction accuracy of 1.87±0.03 kcal/mol and 2.57±0.03 kcal/mol for different 
Born radii sets. An explicit solvent alchemical free energy MD approach with the AMBER 
GAFF force field and different charge models yielded predictions with RMSEs ranging 
from 1.33±0.05 kcal/mol to 2.05±0.05 kcal/mol. For both methods, weaknesses with par-
ticular chemical groups (benzamides for PB, esters for MD) were uncovered. Although 
limited in scope, the first SAMPL exercise demonstrated the usefulness of true predictions 
for well-defined physicochemical properties. 

The SAMPL1 data set contained 63 molecules biased towards a drug-like character (in-
cluding an important number of nitro derivatives and pesticide compounds) for which 
aqueous solvation free energies could be extracted from the literature [8] although due to 
problems in data preparation only 56 could be used by all participants. The experimental 
ΔGs ranged from –20.2±1.9 kcal/mol to –1.5±0.1 kcal/mol. In this SAMPL challenge, only 
a handful of groups were invited to participate. Approaches included quantum chemical 
methods with various approximations for the solvent [9,14], Poisson-Boltzmann calcula-
tions [11,12], and molecular dynamics (MD) all-atom explicit solvent alchemical FE cal-
culations [10]. The overall accuracy of the predictions remained modest with RMSEs be-
tween 2.4 and 3.6 kcal/mol [8], even though some of the tested methods had previously 
achieved accuracies of 0.5 kcal/mol in non-blind calculations. SAMPL1 also highlighted 
the challenge to obtain reliable experimental SFEs, given that new data are rarely pub-
lished, and errors are often not or only insufficiently included. It also showed that errors in 
the experimental data may be uncovered by comparison to the computational predictions 
[14]. 

Given that SAMPL1 had demonstrated the need to test established methods in blind pre-
dictions and motivated the field to improve existing approaches, SAMPL2 was launched 
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as an open challenge for all interested participants. In the SFE prediction challenge, organ-
izers made available 23 blinded compounds (the “obscure” dataset for which predictions 
had to be made) as well as 17 compounds for which SFE were either communicated to the 
participants (the “explanatory” dataset) or not known (the “investigatory” dataset) [16]. 
These compounds formed a relatively diverse group, with fragment-like structures in the 
“explanatory” and “investigatory” datasets, and more drug-like structures in the “obscure” 
dataset, the latter having uracil and paraben derivatives significantly over-represented. The 
experimental SFEs of the obscure dataset ranged from –25.4±0.2 kcal/mol to –7.0±0.1 
kcal/mol. Implicit solvent methods with single conformers predicted with RMSEs in the 
range 2.0–2.2 kcal/mol, implicit solvent methods with multiple conformers showed overall 
best agreement with experiment with RMSEs within the range 1.5–1.7 kcal/mol, and all-
atom explicit solvent MD methods obtained RMSEs in the range 2.4–2.5 kcal/mol. Flexible 
molecules such as sugars proved to be particularly challenging, possibly due to the diffi-
culty of sufficiently sampling all relevant conformers. Prediction of the rank order of mul-
tiple halogenated uracil compounds was also difficult for many methods, possibly due to a 
lack of inclusion of polarization effects, which might have led to underprediction of SFEs 
for halogenated compounds, including hexachlorobenzene in the explanatory dataset. In 
general, methods performed better for smaller, more rigid compounds with less negative 
SFEs [16]. 

The SAMPL3 challenge [28] focused on chlorinated and especially polychlorinated com-
pounds because of the difficulty to obtain new datasets for drug-like compounds, the pos-
sibility to explore series of substitutions on a common scaffold, the importance of poly-
chlorinated compounds in atmospheric and environmental chemistry, and lastly, the sur-
prisingly poor performance of many approaches in SAMPL2 for two chlorinated com-
pounds, hexachloroethane and hexachlorobenzene. The dataset of 36 chloro-organic com-
pounds was organized in three distinct chemical subsets with varying numbers of chlorine 
substituents. Subset 1 contained polychlorinated derivatives of ethane (up to six chlorine 
atoms) with all possible substitution combinations. Polychlorinated derivatives of biphenyl 
and of dibenzo-p-dioxin were present in subsets 2 and 3, respectively, with aromatic ring 
systems bearing different substitution patterns for the chlorine substituents. The experi-
mental SFEs in this dataset covered the fairly narrow range from –4.61±0.25 kcal/mol to 
+1.87±0.1 kcal/mol, with a standard deviation of only 1.42 kcal/mol about the mean, which 
made it difficult for any prediction to distinguish itself from the hypothetical null model of 
just choosing the (experimental) mean. More than half of the predictions consisted of ex-
plicit solvent MD approaches [31,37,39], with the remainder being implicit [37,38,43] and 
semi-explicit [43]. Overall, the challenge confirmed that the accuracy of most methods 
decreased with increasing number of chlorine substituents; an exception was an MD-based 
method with an RMSE of 1.2 kcal/mol for which the authors explicitly parameterized chlo-
rine for compounds with four or more Cl substituents on an aromatic ring [39]. The accu-
racy of the experimental SFE for two polychlorinated biphenyls was questioned [24,39] 
but could not be independently checked due to the difficulty of obtaining new data. Due to 
its focus on chloroderivatives and narrow dynamic range, the dataset was not well suited 
to assess the overall ability of methods to correctly predict SFEs but pointed out specific 
problems with chlorines, namely transfer energies that were generally too positive, possi-
bly due to under-estimation of polarizability [28].  

SAMPL4 [50] was the last challenge with a hydration free energy prediction because no 
new experimental measurements of SFEs had become available and even obtaining suffi-
ciently obscure data from the literature had become difficult. The data set provided for the 
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SAMPL4 challenge consisted of a diverse set of 52 small molecules divided into two sub-
sets: a blind set of 24 compounds, whose hydration free energies had not been published 
but were known to the SAMPL4 organizers, and a supplementary set of 28 compounds, for 
which hydration free energies were available in the literature or could be calculated from 
literature data. After reassessment of the reliability of the experimental data and other prob-
lems, 47 compounds were selected to be retained for assessment of the predictions [50,51]. 
The dataset contained a varied selection of small molecules such as branched alkanes and 
alkenes, methoxyphenol/guaiacol and their chlorinated derivatives, cyclohexane deriva-
tives, anthracene derivatives, and a number of polyfunctional and flexible compounds. 
Many compounds contained multiple oxygen or hydroxyl substituents, capable of hydro-
gen bonding, resulting in a large SFE dynamic range from –23.62±0.31 kcal/mol (manni-
tol) to +0.14±0.10 kcal/mol (cyclohexene) [51]. Almost half of all predictions were made 
with alchemical free energy MD or Monte Carlo methods with explicit solvent 
[50,63,65,68,69,71,73], followed by single conformation or multi-conformer implicit 
methods (about one third) [61,62,64,65,67,72]. Hybrid solvent [72] and other methods, 
including a quantum mechanics (QM)+implicit solvent approach [66] provided a diverse 
set of strategies. The top performing methods with RMSE ≤ 1.23 kcal/mol included the 
QM approach with implicit solvent and functional group corrections [66], a single confor-
mation PB approach [61], and alchemical explicit solvent MD calculations with the 
AMBER GAFF force field and updated hydroxyl parameters [50]. MD with a polarizable 
force field was less successful than many of the classical force field MD approaches [68]. 
The very low SFE of mannitol was predicted as too positive by several approaches with a 
high average unsigned error across all submissions of 3.94 kcal/mol [50]. For example, the 
COSMO-RS implicit approach, one of the consistently well performing approaches on pre-
vious SAMPL datasets [14,21,38], predicted mannitol as its sole outlier with an error of +6 
kcal/mol, resulting in an RMSE of 1.46 kcal/mol, which would have been 1.18 kcal/mol if 
mannitol had been omitted [67]. SAMPL4 showed a diverse set of methods converging on 
robust, predictive protocols with SFE RMS errors below 1.5 kcal/mol even though diffi-
culties with larger and polyfunctional molecules remain [50].  

Overall, the SFE prediction challenges indicated that, over the years, prediction accuracy 
improved moderately and by the time of SAMPL4 (2013), the state of the art for small 
molecule hydration free energy predictions was in the 1.2–1.5 kcal/mol RMSE range, using 
a variety of implicit and explicit approaches. Of course, it is not surprising that classical 
MD simulations in particular showed limited accuracy when predicting SFEs because of 
the large difference in polarization between the gas phase and the aqueous environment 
that is not captured in classical force fields. The lack of suitable experimental data has 
made it difficult to assess if any improvements have been made since SAMPL4. SAMPL3 
with its focus on a small and specific subset of chemical space showed that all methods 
will have likely blind spots that, if not accounted for, will diminish their accuracy. The 
general difficulty to provide a representative breadth of molecular targets (for instance, 
charged species have been absent) cautions to not too literally take the SAMPL SFE results 
as the ultimate assessment of method accuracy. It is, however, encouraging that the overall 
improvement in accuracy in SFE predictions from SAMPL0 to SAMPL4 was achieved for 
increasingly more challenging molecules, suggesting that some lessons were learned in 
previous challenges and applied to improve the computational methods.  
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Tautomers, log P, pKa, log D (SAMPL2, SAMPL5-SAMPL7) 

Starting with SAMPL5, the SFE challenges were replaced with challenges to predict par-
tition coefficients (log P) or distribution coefficients (log D) between water and an organic 
phase such as octanol or cyclohexane. Partly this shift reflected the difficulty in acquiring 
new unknown SFE datasets, but at least as important was the insight that SFEs do not 
necessarily make a good test case for typical applications such as drug binding to a recep-
tor. As mentioned above, SFEs include a transfer between two environments (a gaseous 
and liquid phase) with a strong shift in polarization whereas this shift is less pronounced in 
a binding process or in moving between two condensed phase environments. Therefore, 
partition coefficient predictions ought to make a more suitable test for many methods such 
as ones based on classical force fields. 

We begin this section with the log D perspective for the distribution of species between 
water and a nonaqueous phase first introduced during SAMPL5, where participants were 
asked to predict the coupled problem of protonation equilibria, pKa (assumed to be relevant 
for the aqueous phase only), and partitioning of neutral states, log P. Following the histor-
ical context, we then focus on the separate parts of the SAMPL6 challenge, here designated 
“SAMPL6” and “SAMPL6.2” targeting pKa and log P(octanol-water), respectively. 
SAMPL7 revisited the problem of determining log D by challenging participants with pKa 
and log P(octanol-water) predictions of the same set of compounds, allowing for calcula-
tion of log D to be compared to experimental data. The organizers of the SAMPL5-
SAMPL7 challenges provided participants with a set of protonation microstates, i.e. tauto-
mers, allowing for treating the macroscopic problem on the basis of statistical populations 
of individual microstates. Participants were allowed to add their own microstates to the list. 
This approach culminated in the requirement to explicitly submit relative free energies be-
tween all microstate pairs during SAMPL7, although we only briefly elaborate on this chal-
lenge as not all relevant publications are accessible at the time of writing. During these 
later challenges, it was implicitly assumed that tautomerization free energies are computa-
ble and necessary for inclusion in the expressions for macroscopic quantities. Indeed, the 
quality of these individual microstate free energies was only tested once, during SAMPL2. 
We therefore review these results at the end of this section. 

log D 

The SAMPL5 challenge tasked the participants with predicting the cyclohexane-water dis-
tribution coefficient of 53 compounds. In their analysis of the SAMPL5 challenge results, 
the organizers characterized methods that yielded good accuracy as measured by RMSE 
and MAE (mean absolute error) as well as correlation measured by R2 and Kendall’s Tau 
[75]. The best-performing submission of this challenge achieved an RMSE of 2.1 pK units 
by combining log P and pKa predictions under the common assumption of negligible pres-
ence of charged species in the organic phase. Due to the difficulty of predicting aqueous 
pKa values, several groups decided to submit log P predictions only [91]. The RMSE of 
2.1 is still not close to so-called chemical accuracy of about 1 pK unit, especially consid-
ering the small dynamic range of the measured distribution coefficients. Only two other 
models could also be considered consistently well-performing, i.e., belonging to the top 10 
for at least three out of the four metrics mentioned above [81,88]. One of these models only 
submitted log P values while the other included the ionization behavior. Additionally, only 
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five models in total achieved RMSEs equal to or smaller than 2.5, which emphasizes the 
peculiar difficulty of predicting distribution coefficients.  

An additional surprising result of the SAMPL5 challenge was that even a “null hypothesis” 
which assumes a log D of every compound of exactly zero would have performed better 
than any submitted model [75]. These disenchanting results were a major reason for the 
design of the subsequent SAMPL6 and SAMPL7 challenges, where pKa and log P predic-
tions were investigated separately to identify the major sources of predictive uncertainty. 

pKa 

During the SAMPL6 challenge a broad range of conceptually different empirical and phys-
ics-based computational methods had been used to predict pK values, as presented and 
discussed with respect to their performance in detail in the original overview paper [226]. 
To provide some context for the results of the SAMPL7 challenge, the main results are 
summarized here. The empirical approaches used during SAMPL6 can be divided into 
three categories, Database Lookup (DL), Linear Free Energy Relationship (LFER), and 
Quantitative Structure-Property / Machine Learning (QSPR/ML) approaches. The physical 
approaches can be divided into pure quantum-mechanical (QM) methods, QM with a linear 
empirical correction (QM+LEC) to account for the Gibbs Energy of the proton in solution 
or potential systematic errors caused by the chosen method, and QM in combination with 
molecular mechanics (QM+MM). Generally speaking, the empirical methods require sig-
nificantly less computational effort than their physics-based counterparts once they are 
properly parametrized. 

The best-performing models included four empirical and one QM-based model. These five 
methods were able to predict the acidity constants of the SAMPL6 challenge compounds 
to within 1 pK unit upon submission. In fact, while most empirical models – except for the 
DL and two of the five QSPR/ML approaches – were able to predict the acidity constants 
to within about 1.5 pK units, the range of predictions was much wider for the QM-based 
models. Unlike in the SAMPL7 challenge, the number of submissions was not limited here, 
and many groups in this category submitted multiple predictions to test the performance of 
different variations using the same basic methodology, encompassing, e.g., different levels 
of theory, model parameters, or conformational ensembles. 

The high-performing empirical models included both LFER methods, such as ACD/pKa 
Classic (submission ID xmyhm) and Epik Scan (nb007), and QSPR/ML methods such as 
MoKa (nb017) and S+pKa (gyuhx), all performing with root mean square errors (RMSE) 
between 0.73 and 0.95 pK units [227–230]. All these well-established tools for the predic-
tion of physicochemical properties therefore demonstrated their reliability and high quality. 

Among the physics-based models, the most straightforward approach involved calculation 
of the acidity constants without any empirical corrections and using the experimental value 
for the Gibbs energy of solvation of the proton [231]. One group applied different calcula-
tion schemes to the compounds of the SAMPL6 challenge that differed in the use of gas 
phase and/or solution phase geometries as well as additional high-level single point gas 
phase calculations [108]. While the results achieved by this method were quite promising, 
with an initial RMSE of 1.77 pK units (ryzue) that could be improved to 1.40 by including 
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a standard state correction and a different value for the free energy of the proton, the authors 
also showed the effectiveness of a simple linear regression scheme to correct the raw acid-
ity constants. In this case the RMSE of the best-performing model decreased further from 
1.40 to 0.73 pK units after regression. 

This type of empirical correction was in fact used by most QM-based approaches, including 
the best-performing method of the SAMPL6 challenge, improving some systematic defi-
ciencies of the QM level of theory and basis sets, while the proton’s Gibbs energy of solv-
ation was effectively an adjustable parameter [226]. The best-performing QM+LEC 
method, xvxzd, achieved an RMSE of 0.68 pK units during the challenge using the 
COSMO-RS solvation model. This also made it the best-performing model overall, and the 
two methods yqkga and 8xt50 that used the same solvation model were just slightly worse, 
with RMSEs of 1.01 and 1.07 pK units, respectively [116,226,232]. 

A QM+LEC method using a different, integral equation-based solvation approach, 
EC-RISM, only achieved an RMSE of 1.70 pK units for the submitted model (nb001), but 
a post-submission optimization of the conformer generation workflow and use of exact 
QM-derived electrostatic interactions improved the RMSE to 1.13, which is more in line 
with the other high-performing QM+LEC methods [124]. Another solvation model, per-
forming not quite as well as COSMO-RS during the SAMPL6 challenge, is the CPCM 
implicit solvation model used by one group [123]. For these two models, differing only by 
training either a single LEC for all compounds (35bdm) or two separate LECs for deproto-
nation of neutral compounds to anions and deprotonation of cations to neutral compounds 
(p0jba), the RMSEs for the full set of compounds were 2.04 and 1.95 pK units, respec-
tively. Nevertheless, the results obtained by a pure QM model using the same method were 
significantly worse, with an RMSE of 3.74. All these results show that accurate values can 
be predicted when using the QM+LEC approach with different solvation models. 

A slightly different approach was used by one participant (0wfzo) where QM calculations 
of the Gibbs energy of deprotonation and thermodynamic integration, an MM method, 
were combined to calculate the difference of the solvation free energies between the acid 
and its conjugate base [110]. This approach yielded only average results during the 
SAMPL6 challenge, with an RMSE of 2.89 for the macroscopic acidity constants calcu-
lated from the submitted microscopic acidity constants, excluding two compounds, SM14 
and SM18 from the analysis as they exhibited multiple values too close to each other. 

In the SAMPL7 challenge a consistent set of molecules was investigated for their log P 
and pKa except for two compounds, SM28 and SM33, for which no ionization could be 
detected within the experimental pH range. Probably due to the more complex challenge 
design, which required the submission of microstate free energies relative to some refer-
ence state from which macroscopic acidity constants were computed, only 9 blind predic-
tions were submitted. Of the blind predictions only one method had a performance similar 
to the best models of the SAMPL6 challenge (EC-RISM, a QM+LEC method) with an 
RMSE of 0.72 while the next best model had one of 1.82 (IEFPCM/MST) [147]. Most 
other methods, surprisingly, had RMSEs of 2.90 or higher, a stark contrast to the various 
methods with good performance in the SAMPL6 challenge. 

It is possible that the challenge design also led to lower diversity of submitted methods. 
While in the SAMPL6 challenge different empirical and physics-based models were used, 
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here almost all submissions were pure QM-based models without an empirical correction. 
These were also not among the best-performing models in the SAMPL6 challenge, where 
empirical models and QM+LEC approaches had lower average errors. 

log P 

The first calculations of partition coefficients were already necessary during the SAMPL5 
challenge to determine cyclohexane-water distribution coefficients, but octanol-water par-
tition coefficients only came into focus in the second part of the SAMPL6 challenge. In 
their analysis of the SAMPL6 challenge results, this time the organizers compared the 20 
best methods, as measured by their RMSE, MAE, and correlation measures R2 and Ken-
dall’s Tau [105]. The seven consistently well-performing methods included three different 
empirical and four QM-based approaches, three of which employed different methods. 
With RMSEs between 0.38 (hmz0n) and 0.54 (dqxk4) these models showed excellent per-
formance on the kinase inhibitor fragments of the SAMPL6 challenge. The QM models 
differed by use of their solvation model, using either COSMO-RS, EC-RISM or SMD to 
represent the solvent [128,129,142]. The consistently well-performing empirical models 
on the other hand were three different QSPR models [105,126]. 

While some of the empirical and QM-based methods appeared to be able to predict water-
octanol partition coefficients with good accuracy, no MM-based or “mixed” model showed 
up in the list of consistently well-performing methods. Although the best MM model 
achieved a very good RMSE of 0.74 by using the modified Expanded Ensembles method 
(nh6c0), this submission reached only rank 28 when compared with all submitted methods 
[131]. This absolute rank should not be used to judge model performance as participants 
were allowed to submit more than one prediction using only slightly varying models, thus 
distorting a fair comparison. In later challenges, submitting more than one “ranked” model 
was no longer allowed, while it was still possible to submit several “unranked” predictions 
for internal comparison. The mixed models are less consistent, with some breaking into the 
top 20 as measured by performance, but failing to achieve the necessary correlation, while 
for others the opposite is the case. For example, the third-best performing model with an 
RMSE of 0.41 (3vqbi) ranked only at 25 for the Kendall’s Tau and was thus excluded from 
this group [128]. On the other hand, mixed methods with good correlation did not achieve 
the required performance, such as (5krdi) [125]. 

In the SAMPL7 challenge 31 blind submissions were made to predict the partition coeffi-
cients of 22 different N-acylsulfonamides and structurally similar compounds [147,233]. 
Performance on these compounds was generally worse, with the five consistently well-
performing models achieving RMSEs of 0.58 (TFE-MLR) to 1.55 (TFE-NHLBI-TZVP-
QM). Due to the lower number of submissions, the consistently well-performing models 
were chosen from the 10 models performing the best in every category instead of 20. A 
possible cause for the worse performance on average is the different makeup of the two 
data sets: while in the SAMPL6 challenge various kinase inhibitor fragments were inves-
tigated, here an N-acylsulfonamide motif was present in all molecules. 

While not an official part of the SAMPL7 challenge, the compounds’ octanol-water distri-
bution coefficients were measured, and for groups that had submitted both partition coef-
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ficients and acidity constants it was possible to calculate distribution coefficient predic-
tions. Here, the main problem was a lack of submissions as only six submissions fit these 
criteria. Still, the performance was significantly better than during the SAMPL5 challenge 
with the best model (TFE IEFPCM MST + IEFPCM/MST) predicting the log D to within 
1.27 [147]. Furthermore, five of the six models achieved RMSEs of less than 2.30 which 
was significantly better than what was achieved during the SAMPL5 challenge. It is im-
portant to note that, in this case, the organic phase was represented by octanol, instead of 
cyclohexane, which may be part of the reason for the significantly better performance, as 
octanol is more commonly used for investigating partitioning behavior. Because of this, 
there is more data for octanol to train, e.g., empirical models, but also force fields and 
empirical corrections for other methods. A larger number of acidity constant predictions 
could lead to more insight into the distribution behavior because unfortunately many of the 
best-performing log P submissions had no corresponding pKa model. 

Tautomers 

Returning to the problem of microstate thermodynamics mentioned above, a brief review 
of the SAMPL2 tautomer challenge results is in order [16,17]. The dataset contained 68 
tautomer pairs for which 7 participants submitted 20 models with predicted tautomerization 
free energies. Analogously to the SFE part of the challenge, it was divided into three com-
ponents: “obscure”, “explanatory” and “investigatory”. These consisted of provided, un-
disclosed, and unknown aqueous phase experimental equilibrium constants respectively. 
All models were QM-based, mostly taking only a single conformation per molecule into 
account and differing in the solvation models used. Two different approaches were applied 
by the participants: direct calculation of the FE differences in solution, e.g., with the 
COSMO-RS [234] and EC-RISM [20] solvation models, and calculation of solvation free 
energies, e.g. via COSMO-RS [21], IEF-MST [26] and SMx (x=8, 8AD, D) [25], together 
with tautomerization energies in the gas-phase. The latter allows for the calculation of SFE 
and gas-phase reaction free energies at different levels of theory, which reduced the RMSE 
of COSMO-RS based submissions from 3.2 to 2.9 kcal/mol. The best performing model 
with an overall RMSE of 2.0 kcal/mol was EC-RISM, which was able to predict the correct 
sign for all except one tautomer transition. However, performance for different components 
of the dataset differed widely, indicating large uncertainty for either computational predic-
tions, experimental data, or both. The performance of the individual models for the respec-
tive tautomer pairs is described in detail in the overview paper [16]. As an example for 
imbalanced predictions, several submissions e.g. IEF-MST and SMx showed discrepancies 
in predictive power between the lactim-lactam tautomerism of six-membered rings and 
1,2-diketones (pairs 1-8), for which they yielded good results, and five-membered pyra-
zolones and isoxazolones (pairs 10-16) that performed less satisfactorily [25,26]. Other 
discrepancies were revealed for COSMO-RS and EC-RISM in post-submission analyses 
[20,234,235]. In fact, the unknown experimental uncertainty of tautomerization free ener-
gies in water makes an analysis of computational predictive power very difficult. Similarly, 
due to the experimental difficulties in obtaining reliable numbers, later challenges only 
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implicitly accounted for the tautomerization problem by challenging participants with 
highly tautomerizable species. 

General remarks on tautomers, log P, pKa, log D (SAMPL2, SAMPL5-7) 

Viewing the problem sets of this section in context, one recognizes considerable progress 
in the field on one hand, but persistent issues on the other. There is clear improvement in 
physics-based acidity predictions that require QM calculations, almost on par with empir-
ical approaches. Predicting partitioning thermodynamics, though, suffers from apparent 
inconsistencies. These inconsistencies could be related to diverse chemistries among dif-
ferent datasets that could result in worse-performing force field parameters in one context 
and high quality in another. At the same time, the tautomer problem has so far not been 
adequately explored due to limited high-quality data availability. This lack of reference 
data could hamper predictions that heavily rely on the adequate calculation of populations 
underlying macroscopic properties. Taken together, successful calculations of derived 
properties such as distribution coefficients must be based on well-performing models in 
different areas. This means that further challenges addressing diverse chemistries in a va-
riety of solvents, including ionization processes, will guide the way towards improvement. 
This is explored in the SAMPL8 challenge, which involves the calculation of acidity con-
stants in water and distribution coefficients log D between water and a broad variety of 
polar and apolar organic solvents. 

Host-guest (SAMPL3-SAMPL7) 

SAMPL3-SAMPL7 contained host-guest challenges. In each challenge, there were several 
supramolecular hosts and a group of guest molecules associated with each host. The goal 
was to predict the binding free energies of the guest bound to the host. The host-guest 
system had its own advantages, compared to the solvation free energy challenges: The 
model could mimic the ligand-receptor interaction as well as the water dynamics in the 
binding pocket and compared to the protein-ligand challenges, the system was relatively 
small, so it would have less errors introduced by inadequate sampling of the conformational 
states of proteins. This meant that participants could focus more on reducing the errors 
introduced by other components of the simulation protocols. There were several methods 
to collect the experimental binding affinity including NMR, UV/Vis spectroscopy and ITC, 
with the experimental conditions such as buffer concentrations varying across challenges. 
Different computational methods were applied in predictions such as pathway methods like 
double decoupling methods [236], binding energy distribution analysis method (BEDAM) 
[237], orthogonal space random walk (OSRW) [238], attach-pull-release (APR) [239] 
method and metadynamics [240]. Thermodynamic integration (TI) [241], Bennett ac-
ceptance ratio, (BAR) [242] methods are often included in those pathway methods to cal-
culate the energy; end point methods like MM/PBSA [243], MM/GBSA [243], solvent 
interaction energy (SIE) [244], Mining Minima (M2) [245] and Movable Type [246] were 
also employed. From the perspective of energy evaluation, participants used force fields 
like OPLS, GAFF, MMFF94, CHARMM, Openff or CGenFF, fixed-charge models like 
RESP/AM1-BCC as well as polarizable force fields like AMOEBA. QM methods like DFT 
have also been used to evaluate the energy. For solvent models, pathway methods and end 
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point methods were usually coupled with either explicit solvents or implicit solvents re-
spectively. For conformational sampling, MD was commonly used although other methods 
like docking and MC methods were also used to generate conformations. 

Highlights and Lessons Learned for Each Challenge 

SAMPL3 [29] was the first time that the host-guest system was introduced. There were 19 
submissions provided by 10 groups. For the datasets, there were three hosts, H1, H2, and 
H3 with 7, 2, and 2 guests respectively. The hosts were all cucurbit[n]uril (CB), H1 was 
acyclic cucurbit[n]uril; H2 and H3 were macrocyclic cucurbit[n]uril. The overall perfor-
mances were relatively poor with high RMSE and low correlations or both, and none of 
the predictions could yield a low RMSE with high correlations. The SIE approach [244] 
achieved some of the most accurate results. In this approach the receptor was kept rigid 
after the minimization step which indicates that the more elaborate sampling methods like 
MD may not help improve the accuracy. This could be related to the coupling between 
sampling and energy evaluation, as improving sampling efficiency may sometimes amplify 
the effect of inaccurate energy models. Another interesting observed trend was that con-
ceptually similar free energy estimators like TI, MBAR, and FEP provided quite different 
results suggesting that the details of how to set up those simulations as well as the choices 
of force field may strongly affect the predictions. Furthermore, the different protonation 
states of bound/unbound ligands may be related to the source of errors of H1 systems. 

In SAMPL4 [47] two hosts, cucurbit[7]uril (CB7) and Octa-acid (OA), with 14 and 9 
guests were provided, respectively. There were 22 submissions for CB7 and 13 submis-
sions for the OA system. Free energy simulations with classical force fields were particu-
larly popular in this challenge and 19 out of 35 used an explicit water model, which was in 
contrast to SAMPL3 where the implicit solvent model was the most popular water repre-
sentation. In general, the overall performance of this challenge was similar to SAMPL3; 
none of the methods ranked best for all error metrics while few alchemical free energy 
methods were among the top of all metrics in both hosts. Alchemical free energy methods 
calculate the free energies by employing some unphysical intermediates. In this challenge, 
two null models were introduced, one assigned a constant binding affinity to all guests and 
the other assigned –1.5 kcal/mol per heavy atom. For CB7, 18 of 22 submissions outper-
formed both null models in terms of correlation but fewer than half performed better in 
RMS. For OA, many of the methods performed equally well or better compared to null 
models in both the correlation and the RMS error.  

For SAMPL5 [77], there were three hosts CBClip (10 guests), Octa-acid (OA, 6 guests), 
Tetra-endo-methyl octa-acid (TEMOA, 6 guests) receiving 12, 21, and 21 submissions re-
spectively. SOMD-double decoupling [98] and attach-pull-release (APR) [103] were two 
new methods that had not been tested in previous SAMPL challenges. They both performed 
relatively well and were among the top performers in all host systems. Although these both 
were pathway methods, they differed in the construction of the pathway and the force field 
employed. 

In SAMPL6 [106] three hosts OA (7 guests), TEMOA (7 guests), CB8 (13 guests) were 
presented, receiving 42, 43, and 34 submissions respectively. In general, the CB8 system 
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was more challenging compared to the OA systems. Compared to the CB systems in pre-
vious SAMPL challenges, this round was more challenging mainly because of the com-
plexity of the guest sets. In general, simulation-based free energy methods yielded above 
average R2 and classical force fields tended to overestimate the binding affinity. 

SAMPL7 [146] contained three types of host systems (1) cucurbituril-derivatives, (2) Gibb 
deep cavity cavitands (GDCCs) and (3) modified cyclodextrins. The cucurbituril-deriva-
tives system consisted of one host TrimerTrip with 16 guests, which received 7 submis-
sions. The GDCCs system consisted of two hosts (OA and exo-OA) each with 8 guests and 
16 submissions. The modified cyclodextrins system had 2 guests bound to 9 different hosts 
with 7 submissions. In this challenge, submissions with the AMOEBA polarizable force 
field had outstanding performances, indicating that the choice of force field may be the 
dominant factor of the accuracy for this challenge. Considering different host confor-
mations could improve the accuracy for the TrimerTrip system. 

Conclusions of which methods or parameter sets outperform others were hard to draw since 
(1) methods and parameters varied along challenges and, (2) more challenges were needed 
for statistically validated answers. Other factors associated with specific systems like (1) 
protonation state, (2) experimental ranges and, (3) potential host conformations were also 
important, as treating them differently will significantly alter the performance for given 
methods/parameters. Across SAMPL challenges, some trends were still worth noting such 
as 1. Predictions using explicit solvent free energy simulations seemed to have more con-
sistent performance. 2. In early challenges, the QM methods without sampling were not 
successful, so the percentage of those submissions reduced in later challenges. 3. The over-
all RMSE through SAMPL3-6 did not significantly improve, suggesting the force fields 
still need to improve. 4. The AMOEBA force field performed well in the latest SAMPL7 
challenge, which emphasized the importance of a polarizable model. 5. In most recent chal-
lenges, some physical methods have begun employing empirical corrections based on the 
specific host being considered.  

Protein-ligand (SAMPL1,3,4,7, D3R-GC1-4) 

The “protein-ligand” challenges related to protein-ligand interactions aimed at evaluating 
the performance of existing methods for reproducing crystallographic complexes (pose 
prediction), for classifying docking conformations according to their relative affinities 
(ranking) and for prediction of relative free energies in smaller, structurally homogeneous 
datasets (affinity). These challenges were initiated in 2008 with SAMPL1, and were con-
tinuously present in SAMPL3 (2011), SAMPL4 (2013), D3R-GC1 (2015), D3R-GC2 
(2016), D3R-GC3 (2017), D3R-GC4 (2018) and SAMPL7 (2019). Several other similar 
challenges (e.g. CSAR [1–4], http://www.csardock.org/) took place in parallel during this 
period but will not be discussed in detail here. 

SAMPL1 

The SAMPL1 challenge included two retrospective data sets focused on compounds tar-
geting the JNK3 kinase and the urokinase. The first data set was designed by Vertex, with 
52 co-crystal structures belonging to ~12 classes and Ki values spanning 3.55 pK units 
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(5.15-8.70). The second dataset was proposed by Abbott and included 27 co-crystal struc-
tures from ~9 classes with Ki values spanning 4.9 pK (4.3-9.2) [247,248]. 

Overall, 174 submissions from 54 groups were received for the three sections of the chal-
lenge: pose prediction (cross- and self-docking), virtual screening and affinity prediction. 
In the pose prediction section, the self-docking on urokinase provided predictions with 
median RMSD of 1.0-2.0 Å whereas on JNK3 the results were more varied, with RMSD 
for some predictions in the range 1.0-1.5 Å and for others >2.0 Å. As expected, the cross-
docking was more challenging for both proteins, with RMSDs ranging from < 0.5 Å for a 
few predictions to >2.0 Å for the majority of them. It is interesting to note that in this 
subchallenge a human expert manually posing compounds (Marti Head) outperformed the 
automated methods. In the virtual screening section, the participants used FRED, GLIDE 
(with SP and HTVS parameters), GOLD (with the ASP scoring function) and ROCS (with 
and without EON). No significant overall differences were observed between different 
tools, but a smaller intra-method variance was observed for ROCS and FRED compared 
with the other methods. In the affinity prediction section, the results were system-depend-
ent, with median errors of 0.7-1.9 and 0.6-3.7 kcal/mol and Kendall tau values ranging 
from 0.35 to 0.55 and from -0.2 to 0.43 for urokinase and JNK3, respectively [249].  

SAMPL3 

In SAMPL3, the participants of the protein-ligand binding section were required to rank 
500 fragment-like potential binders of bovine trypsin according to their predicted relative 
affinities [250]. The main difficulty in this prospective SAMPL3 challenge was that the 
binding affinities were separated by less than the apparent predictive limit of the methods 
employed, which in most cases can be evaluated at 1 kcal/mol for intermolecular interac-
tions in aqueous environment [250]. 

There were 11 submissions using different approaches: free energy decomposition scheme 
based on a thermodynamic cycle and empirical scores (LISA) [42], exhaustive search and 
solvated interaction energy (SIE) [35], RosettaLigand with protein flexibility [33], GOLD 
with increased search efficiency [34] and annealing of chemical potential in a Grand Ca-
nonical Monte Carlo (GC/MC) simulation [30]. The best predictions [34] were obtained 
by selecting in an initial benchmark the most adapted docking software (GOLD) for the 
target protein, with increased search efficiency (by contrast with the reduced conforma-
tional search that is a standard approach in virtual screening campaigns involving datasets 
of this size). This protocol provided an enrichment factor of ~10 for Top 20 compounds, 
with bootstrapped ROC AUC of 0.77±0.07 [34]. 

SAMPL4 

The dataset provided in 2013 for the virtual screening SAMPL4 challenge [49] consisted 
of 321 drug-like compounds (305 after removal of some problematic or duplicate struc-
tures), potential binders in the micromolar range to the HIV-1 integrase. The challenge was 
focused on three binding sites known for this protein: LEDGF/p75, fragment, and Y3 sites. 
The challenge was focused on three aspects: (1) virtual screening, to identify the binders 
from the proposed dataset; (2) pose prediction, to predict binding modes; and (3) affinity 
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prediction, to predict absolute or relative affinities for 8 compounds with known binding 
modes. The main difficulties encountered during this challenge were the high structural 
similarity between active and inactive compounds and the presence of three different bind-
ing sites, with some compounds exhibiting multiple site binding. 

For the virtual screening section there were 26 submissions from 9 research groups. The 
best prediction involved docking with GOLD, then pharmacophore/electrostatic similarity 
search with MOE for filtering, but also substantial manual intervention and expert 
knowledge from a person with more than 10 years of experience working on this specific 
target [53]. Another interesting submission used AutoDock/Vina docking calculations fol-
lowed by BEDAM alchemical binding free energy calculations to score predictions [58]. 
To avoid inconsistencies, the dataset and all submissions were re-analyzed after the chal-
lenge by dropping all alternate isomers of active compounds, i.e., excluding the ‘‘inactive 
or very weak active’’ category and retaining only true actives and inactives. This reduced 
the number of compounds analyzed from 305 to 189, while retaining the same 56 active 
compounds. In these conditions, another submission that used GOLD/ChemScore was 
ranked second, with an overall ROC AUC of 0.73 and enrichment factor at 10% of 2.89 
[59]. The pose prediction section received 12 submissions from 5 research groups. The 
best predictions used XP Glide with rescoring via DrugScore and MMPB/SA, AutoDock 
Vina, Wilma docking with SIE re-scoring or DOCK 3.7. The affinity section received 15 
submissions from 4 groups. Most submissions used docking to predict affinities and sub-
mitted docking scores as “affinity” predictions, with one notable exception which used an 
MM-PB/SA approach [49]. 

D3R-GC1 

The D3R Grand Challenge 2015 (D3R-GC1) [156] was focused on two protein targets: 
Heat Shock Protein 90 (HSP90) and Mitogen-Activated Protein Kinase Kinase Kinase Ki-
nase 4 (MAP4K4). In Phase 1 the participants were asked to provide affinity predictions 
for 180 HSP90 ligands and pose prediction for 6 of them, as well as pose prediction for 30 
MAP4K4 ligands and affinity predictions for 18 of them. In Phase 2 the participants were 
required to provide the same affinity predictions as in Phase 1, taking into account the 
additional structural data released at the end of Phase 1. The chemical structures of com-
pounds from the HSP90 dataset belonged to three distinctive classes (benzimidazolones, 
aminopyrimidines and benzophenone-like), whereas the MAP4K4 dataset was more di-
verse. 

In the affinity ranking section, the best-performing submissions used DockBench, GOLD, 
PlantsPLP, rDock, Surflex-GRIM, and RosettaLigand-Omega-ROCS. Surprisingly, infor-
mation about ligand poses from phase 2 did not lead to more accurate affinity rankings. In 
the pose prediction section, 39 and 30 submissions were received for HSP90 and MAP4K4, 
respectively. For HSP90, half of the submissions provided rank 1 poses with median 
RMSD < 2 Å, but their success can be attributed more to the human expertise than to the 
choice of docking software, as submissions using the same software packages (e.g., Auto-
Dock Vina or Glide) yielded differing levels of accuracy. Along the same lines, 4 of the 
most successful 11 methods involved visual inspection of computationally generated 
poses, while it seems that none of the 28 less successful methods involved human inter-
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vention. The binding free energy subchallenge consisted of three sets of 5, 4, and 10 chem-
ically similar HSP90 ligands, whose binding free energies were spanning 2.6, 3.8 and 2.1 
kcal/mol, respectively. Among the 32 predictions submitted, 29 used docking-based meth-
ods, with free energy estimates based on scoring functions, force fields with implicit sol-
vent, and electronic structure calculations with implicit solvent, and 3 submissions used 
alchemical free energy methods with explicit solvent. These latter simulations were per-
formed with FESetup and Sire/OpenMM [251] and with AMBER/MBAR [158]. It was ob-
served that more rigorous methods did not necessarily yield improved accuracies, com-
pared with the results of simpler approaches based on scoring functions [156]. 

D3R-GC2 

The D3R Grand Challenge 2 (D3R-GC2) [171] involved a single protein, farnesoid X re-
ceptor (FXR). In Phase 1 the participants were asked to provide affinity predictions for 102 
FXR ligands and pose predictions for 36 of them. In Phase 2, the same affinity predictions 
as in Phase 1 were required, taking into account the additional structural data (36 new 
protein-ligand complexes) released at the end of Phase 1. Most of the ligands could be 
organized in four homogeneous classes based on their chemical structures (benzimidaz-
oles, isoxazoles, sulfonamides, spiro compounds), along with a few diverse structures. The 
challenge also included the prediction of relative affinities for two homogeneous subsets 
of 15 and 18 compounds that are suited for free energy calculations. 

In the pose prediction section, the predictions used one or several docking programs, some-
times combined with molecular dynamics simulations or machine learning. A few methods 
superposed the challenge ligands onto the structures of similar ligands in available co-crys-
tal structures, instead of using docking. About half of submissions achieved a median 
RMSD of <2.0 Å for their top-ranked pose, despite the flexibility of the binding site, and 
its relatively featureless and hydrophobic character. However, the most accurate results 
were obtained when the predictions could be guided by available co-crystal structures of 
similar ligands with FXR. Unlike the previous challenges, manual intervention was not 
involved in the top ranked submissions of this challenge. In the ranking section, 59 and 82 
submissions were received in Phases 1 and 2, respectively. Most of them used structure-
based approaches, with a wide range of methods based on force fields with implicit solvent 
models, electronic structure methods with implicit solvent models, and methods that com-
bined physical models and machine learning. The top performing submissions used dock-
ing software such as SMINA, Vina, and Glide, the IChem-GRIM and HYDE scoring meth-
ods, and IDOCK. A few ligand-based approaches were also used, making use of Quantita-
tive Structure-Activity Relationships (QSAR) models or combining ligand binding pose 
data. Interestingly, the availability of accurate poses in Phase 2 did not improve the ranking 
accuracy. In the free energy section, 30 submissions used alchemical approaches in explicit 
solvent to provide relative binding free energies between pairs of ligands, whereas 39 sub-
missions applied other approaches, including methods based on scoring functions, force 
fields combined with implicit solvent, and electronic structure calculations with implicit 
solvent. As in the case of ligand ranking, no clear improvement was observed with addi-
tional structural information available in Phase 2. The explicit-solvent free energy methods 
did not provide better accuracy compared with the other methods. The submissions that 
performed well on one or another subset involved the Autodock Vina energy score, a trained 
random forest model, and MMGB/SA calculations trained on available FXR binding data, 
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but only one method performed well across both subsets, a knowledge-based scoring func-
tion (ITScore_v2_TF) developed with a statistical mechanics-based iterative method using 
available FXR binding data. Interestingly, similar alchemical methods provided consistent 
results between participants, as two independent groups using Schrodinger’s FEP+ ob-
tained centered root-mean-square error (RMSEc) values of 1.48 and 1.52 kcal/mol for sub-
set 1, and 1.31 and 1.49 kcal/mol for subset 2. It is also noteworthy that an absolute binding 
free energy method, combining Jarzynski non-equilibrium pulling and umbrella sampling, 
performed well in Phase 2 for the subset 2, leading to an RMSEc of 0.94 kcal/mol and tau 
of 0.62 [171]. 

D3R-GC3 

The dataset proposed for the D3R Grand Challenge 3 (D3R-GC3) [196] was focused on 
cathepsin S (CatS) and five kinases. In the Subchallenge 1, for Phase 1A the participants 
were asked to predict the affinity ranking for 136 CatS ligands, the crystallographic poses 
for 24 of them, and the relative binding affinities for a subset of 33 compounds. In phase 
1B, the organizers released the crystallographic structures of the complexes without the 
coordinates of the ligands and asked to predict again the protein-ligand complexes using 
self-docking instead of cross-docking. In Phase 2 the participants repeated the ranking pre-
dictions taking into account the additional structural data released at the end of Phase 1B. 
Subchallenges 2 to 5 included only ranking predictions for kinases, as follows. Subchal-
lenge 2 proposed three subsets with 85, 89, and 72 diverse ligands for kinases vascular 
endothelial growth factor receptor 2 (VEGFR2), Janus Kinase 2 (JAK2), and p38-α (also 
called mitogen-activating protein kinase 14 or MAPK14), respectively; 54 of these ligands 
were common for all three kinases. Subchallenge 3 included 17 congeneric JAK2 ligands 
(that were different from those of Subchallenge 2), whereas Subchallenge 4 contained 18 
congeneric ligands of the kinase Angiopoietin-1 receptor (TIE2). Finally, Subchallenge 5 
required the prediction of affinities for two compounds in the complex with the wild type 
and five mutants of the nonphosphorylated ABL1 protein: ABL1(F317I), ABL1(F317L), 
ABL1(H396P), ABL1(Q252H), and ABL1(T315I). 

The pose prediction challenge (involving CatS ligands only) proved to be quite difficult, 
with few submissions achieving a mean or median RMSD for the top-ranking pose below 
2.5 Å. However, the best predictions did well, with lowest median RMSD values of 1.87 
Å and 1.01 Å, in Phases 1A and 1B, respectively. Interestingly, all but two of the top-
performing submissions in Phase 1A used visual inspection to help with their pose predic-
tions and, in contrast, only one of the ten lowest-performing methods, based on pose 1 
median RMSD, used visual inspection. In the ranking section, a notable submission for 
the CatS dataset in Phase 1 clearly outperformed the others, using a physics-based energy 
function (ICM VLS score) and the knowledge-based Atomic Property Field 3D QSAR ap-
proach, in conjunction with poses produced by ICM-Dock with ligand bias and 4D receptor 
conformational ensembles (LigBEnD) [201]. For ABL1, the top-performing methods in-
clude the Rhodium docking and scoring algorithm developed by Southwest Research Insti-
tute and a topology-based machine-learning method [202]. For JAK2 SC2, the best predic-
tion used GNINA docking and a convolutional neural network scoring model [200]. For 
JAK2 SC3, the three best predictions involved a knowledge-based scoring function, 
ITSCORE2, and two variations of a convolutional neural network docking and scoring 
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method [200]. For TIE2, the top-performing methods included two topology-based ma-
chine-learning methods [202] and a convolutional neural network docking and scoring 
method [200]. Although in this challenge there was an increased use of machine- and deep-
learning methods, it is not clear that such methods performed better than alternative meth-
ods. Both types of approaches provided similar overall performance for all targets, with the 
exception of TIE2, for which all but three submissions used machine-learning. In the free 
energy section, a single submission was received, which used explicit solvent alchemical 
free energy methods [196]. 

D3R-GC4 

The D3R Grand Challenge 4 (D3R-GC4) [207] was based on two protein targets: cathepsin 
S (CatS), which was already present in the previous D3R-GC3, and beta-secretase 1 
(BACE). The BACE subchallenge included three stages. In Phase 1A, the participants were 
required to predict the affinity ranking for 154 ligands, the crystallographic poses of a sub-
set of 20 ligands, and the binding affinities for a designated free energy subset of 34 struc-
turally homogeneous ligands. In Phase 1B, the organizers released the corresponding re-
ceptor structures (without ligand coordinates) for the 20 BACE ligands composing the pose 
prediction subset, and the participants could repeat the pose prediction using this additional 
structural information. In Phase 2, the organizers released the complexes from the pose 
prediction subset and the participants were required to repeat the affinity predictions for 
the 154 ligands and the relative free energy for the subset of 34 compounds, taking into 
account the 20 released protein-ligand complexes. The CatS subchallenge included a single 
stage, Phase 2, with ranking prediction for two datasets of 459 ligands and 39 ligands, the 
latter being designed for relative free energy calculations. 

For the ranking section, 10 submissions were received for CatS, using a custom ICM-
docking procedure and iterative 3D Atomic Property Field quantitative structure–activity 
relationships (QSAR) model [217], topology-based deep learning methods with features 
generated by algebraic graphs, differential geometry, and algebraic topology scores [218] 
and the DeepScaffOpt method with an ensemble of deep neural networks trained on CatS 
data from ChEMBL. In BACE1 phase 1 there was an approach, using the GOLD docking 
software and Goldscore scoring function, that clearly outperformed all other methods 
[252]. In BACE1 phase 2, the top submissions included the same GOLD/GoldScore 
method [252] and a second method using SkeleDock with the Kdeep scoring function. In 
the affinity prediction section for BACE1 ligands, 60% of all phase 1A submissions 
achieved cross-docking with a median pose 1 RMSD < 2.5 Å, whereas in self-docking 
(phase 1B) 59 out of 71 submissions (83%) predicted a median pose 1 with RMSD < 2.5 
Å. Interestingly, the best submissions performed well in both phases 1A and 1B. In the free 
energy section, the BACE1 dataset involved scaffold hopping, while the CatS dataset in-
cluded only one chemical scaffold. Among all submissions, only one and five methods 
used alchemical free energy methods in explicit solvent for BACE1 phase 2 and CatS, 
respectively. All other submissions were structure-based and ligand-based scoring methods 
providing relative binding free energies between pairs of ligands. For CatS, the top-per-
forming methods included four submissions that used explicit solvent alchemical free en-
ergy methods [208], whereas for BACE1 the one submission using an alchemical free en-
ergy approach exhibited poorer performance. 
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SAMPL7 

The docking section of SAMPL7 involved the second bromodomain of the Pleckstrin ho-
mology domain interacting protein (PHIP2). This challenge was organized in three phases: 
(1) identification of binders from a dataset of 799 unique fragments that were screened by 
X-ray crystallography; (2) prediction of fragment binding modes of the active compounds; 
and (3) selection of new compounds for screening from an experimental database contain-
ing more than 41 million compounds [253]. A total of 44 submissions were received (21, 
19, and 4 for phases 1, 2, and 3 respectively). In phase 3, the participants suggested new 
compounds for screening, but none were actually screened because the experimental group 
concluded the suggested compounds were too un-drug-like (e.g., too hydrophobic) and also 
because of logistical difficulties due to the COVID-19 pandemic. 

The main difficulty of this challenge was the extremely low affinity of the fragments and 
the presence of 4 different binding sites. Therefore, most participants made predictions 
only for the main binding site, which was well characterized in the literature. The methods 
used for these predictions were ligand-based, generally involving machine learning (ML) 
approaches, or structure-based, with docking with or without constraints, and in some cases 
with post-processing based on molecular dynamics (MD) simulations or ML models. 

CELPP 

The Continuous Evaluation of Ligand Protein Predictions (CELPP) [254] was a special 
kind of blinded prediction challenge that took place during a 66-week period in 2017 and 
2018. It was designed to address reproducibility issues in the prediction of protein-ligand 
complexes using docking calculations that are related to human intervention (e.g., prepa-
ration of the protein and ligand, choice of the protein structure(s), or docking parameters). 
Participants build a workflow for the prediction of protein-ligand complexes, which was 
then challenged with the prediction of 10–100 new protein-ligand crystal structures each 
week. After the publication of the pre-release notifications by the PDB that takes place 
every Friday at 20:00, the complexes to be predicted were selected and prepared in a stand-
ardized format (including the identity of protein and ligand, crystallization conditions, etc.), 
then the challenge was open for submissions from Sunday at 0:00 to Tuesday at 14:59. The 
submissions were evaluated from Tuesday to Friday, until the beginning of the next round. 
This is a typical example of a cross-docking challenge, where the protein used for docking 
was crystallized with another ligand or in the apo form. In total, 1,989 targets were evalu-
ated during this period. The results obtained during this continuous challenge on a very 
diverse dataset of proteins and ligands can be further used to identify the strengths and 
weaknesses of existing approaches, to improve the docking algorithms, and more generally 
to improve the efficiency of structure-guided drug design. 

General Remarks on Protein-ligand Challenges 

Although it is difficult to evaluate how the prediction accuracy of protein-ligand interac-
tions evolved over time due to the diversity of datasets proposed and the limited number 
of independent benchmarks, these challenges acted as incentives for the development of 
existing methodologies. In the vast majority of cases, the use of existing information to 
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guide the predictions led to significantly improved results. The manual intervention at dif-
ferent stages of the whole process (choice of the receptor structure, of the docking software 
and the scoring function, post-processing and selection of best poses, etc.) generally proved 
to be beneficial, although there were some exceptions. Over time, the submissions involv-
ing alchemical free energy calculations showed good performance in many cases, but these 
methods are computationally demanding and hampered by limitations such as force field 
accuracy and incomplete sampling. These approaches are now challenged by the machine- 
and deep-learning methods that became more and more present in the recent challenges, 
showing performances similar or even superior to the traditional approaches. 

Conclusion and Perspectives 

The SAMPL and D3R grand challenges were initiated to provide an unbiased comparison 
between different computational methods based on curated sets of unpublished experi-
mental data in order to help practitioners in the field to assess their applicability and relia-
bility. We summarized the historical evolution of these competitions, the scientific ques-
tions they sought to explore, and the progress of the community in reliably doing so. In this 
concluding section we look to evaluate the impact of these challenges on the field. 

While gaining new theoretical insights and improvements have been a strong incentive for 
all participants, one would have hoped that predictions from physics-based methods would 
have generally improved over the years. Surprisingly, results obtained by participants in 
the SAMPL challenges make it clear that this is not the case. More progress has been seen 
for host-guest/protein-ligand interactions compared to QM-based predictions of solution 
properties. Overall, empirical methods that can be tuned quite quickly are still in the lead 
over physics-based methods, which evolve more slowly. 

Identifying reasons for this finding remains a difficult but important task for future blind 
challenges. Sources of errors will have to be investigated from a theoretical but also exper-
imental point of view. Limitations in comparing theoretical results with experimental data 
often arise from the fact that experimental errors from donated data are hardly ever known, 
and therefore, it is difficult to assess whether predictions achieved an accuracy within the 
boundaries of the experimental errors. This is important because while certain properties 
like binding constants to soluble proteins like proteases can be measured with high accu-
racy, experimental determination of other properties, like tautomer ratios in different sol-
vents, proves to be very challenging. Also, meaningful statistical correlations between pre-
dicted and measured data are often hampered by small dynamic ranges of measured prop-
erties, which might be a consequence of limited structural diversity in ligand sets. Never-
theless, some experimental data points have been identified as likely experimental outliers 
by consistent mispredictions from different participants. 

Of course, there are theoretical factors that constitute sources of errors. Most molecular 
properties of relevance are not governed by a single conformation in the gas phase but by 
conformational ensembles in complex condensed phases. While prediction of properties in 
solution is at the heart of the SAMPL challenges, and significant progress has been made 
here, sampling and ranking of conformations is still a weak link and likely source of error 
propagating into the final result. This problem is understood in principle, but sampling at 
a high level of theory would be needed for proper treatment, which is still simply out of 



 
 

24 
  

reach for practical reasons, and most initiatives focused on improvements to force fields 
[255,256] or fast semiempirical or DFT techniques [116,257]. Approaches making use of 
neural network potentials such as ASE-ANI [258] augment physics-based methods with 
state-of-the-art AI-based machine learning making high quality results available at a frac-
tion of the time. The drawback that each property to be predicted requires separate training, 
is overcome by techniques like SchNOrb [259] that predict the molecular wave function 
directly, from which in turn different properties can be derived. Alternatively, using quan-
tum computers would be an obvious solution for this task, but those with a quantum volume 
that is high enough for the required calculations are still a mere promise for the foreseeable 
future. 

After more than a decade since the first SAMPL challenge began, all reasons to conduct 
those challenges are still valid. New computational techniques and approaches will con-
tinue to be developed and SAMPL challenges are well positioned for continuing to criti-
cally monitor the advances. Still, the long-term perspective is unclear and needs to be se-
cured by broadening the base for funding not only for the hosts, but also for participants as 
well, as they are investing considerable computational and human resources. Therefore, 
the SAMPL roadmap suggests containerization [260] by introducing a new category of 
challenge formats where participants submit methods in software containers rather than 
predictions. Additionally, a steady stream of high-quality experimental data is key to future 
SAMPL challenges, and would allow reviving challenges like the SFE challenge, which 
was stopped due to lack of new experimental data. Establishing a crowd sourcing initiative 
for experimental data could be an effective way to achieve this and a way of broadening 
the funding base at the same time. Capacity for testing does exist in academia, but is much 
higher in industry, where there is also much broader access to chemical matter available. 
Here, industry could be of tremendous help in multilateral partnerships with academia. 
While intellectual property and data privacy are of high importance, industry has entered 
into innovative pre-competitive collaborations already. Recent examples for this are the 
EU-funded MELLODDY project on data exchange and distributed federated learning 
[261] or the Open Force Field initiative [256]. To make the blind challenges shiny, this is 
the way! 
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