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On Harmonic Balance Method-based lagrangian contact formulations for
vibro-impact problems

T. Vadcard™?, A. Batailly!, F. Thouverez?

Abstract

This article assesses two Harmonic Balance Method-based numerical lagrangian strategies for the characterization of the
periodic response of a mechanical system subject to unilateral contact constraints. The model used for evaluation is
an academic rod model facing an obstacle that is firstly considered as equivalent to a stiffness (flexible) and then as
a rigid obstacle. Nonlinear frequency response curves are obtained through an arc-length continuation procedure and
confronted to the corresponding time integration simulations. An in-depth comparative analysis is conducted on the time
signals obtained through both frequency domain strategies: (1) linear complementarity problem (LCP-HBM) and (2)
dynamic lagrangian frequency time (DLFT-HBM). The unilateral contact conditions are thoroughly investigated in the
time domain and compared with the reference time integration simulations. Particular attention is paid to the relation
between both methods and it is shown that the DLFT-HBM is asymptotically equivalent to the LCP-HBM. This study
also shows that the oversampling of time signals inside alternating frequency-time procedures generates non-physical
high harmonics. Finally, a convergence analysis is conducted in order to assess the influence of the different numerical
parameters on the respect of the unilateral contact laws.
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Formulations lagrangiennes du contact basées sur la méthode de I'équilibrage
harmonique pour des problemes de vibro-impact

T. Vadcard™?, A. Batailly!, F. Thouverez?

Résumé

Cet article évalue deux stratégies numériques lagrangiennes basées sur la méthode d’équilibrage harmonique pour la
caractérisation de la réponse périodique d’un systéme mécanique sujet & une contrainte de contact unilatéral. Un modele
académique de barre est utilisé, d’abord face & un obstacle consdéré comme une raideur (flexible), puis face & un obstacle
rigide. Les courbes de réponse en fréquence sont obtenues grace & une procédure de continuation par longueur d’arc
et elles sont confrontées a des simulations issues de I'intégration temporelle. Une fine étude comparative est réalisée
sur les signaux temporels obtenus par les deux méthodes fréquentielles : (1) le probleme de complémentarité linéaire
(LCP-HBM) et (2) la dynamic lagrangian frequency time (DLFT-HBM). Le respect des conditions de contact unilatéral
est soigneusement étudié dans le domaine temporel et comparé avec les solutions de référence de I'intégration temporelle.
une attention particuliere est portée a la relation entre les deux méthodes fréquentielles et il est montré que la DLFT-HBM
est asymptotiquement équivalente a la LCP-HBM. Cette étude montre également que le suréchantillonnage des signaux
temporels au sein des procédures d’alternance fréquence-temps génére des harmoniques non-physiques d’ordre haut.
Finalement, une étude de convergence est conduite pour évaluer 'influence des différents parametres numériques sur le
respect de la loi de contact unilatéral.

Mots-clés
Méthode d’équilibrage harmonique ; Contact unilatéral ; Dynamique non-réguliére ; Probleme de complémentarité linéaire
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The field of nonsmooth dynamics in mechanics refers to the description of problems whose solutions are not
twice differentiable in time, i.e featuring discontinuities at singular instants. Two types of situations are usually
encountered: acceleration discontinuities for example for the stick-slip phenomenon in friction-induced vibrations

problems [21] and velocity discontinuities for vibro-impact problems [1]. The latter are being adressed in this paper.
This subject of research is highly active, as shown by the wide variety of predictive numerical strategies developed to
accurately describe contact interactions [1, 4, 6, 16, 18, 21, 23, 26, 27, 33, 34, 35]. Time marching strategies [/, 10,

, 33, 34] are usually privileged since they only require few approximations on the solutions. Actually, they provide
a good insight on both transient and steady state behaviours. However, the associated high computational cost
makes this type of strategies ill-suited for the research of periodic solutions. When such solutions are investigated,
other solution methods, such as the harmonic balance method (HBM) may be used in a more effective way without
relying on initial conditions. Though, it is well known that the Fourier basis provides a poor approximation of
nonsmooth functions which constitutes a roadblock for the application of HBM to nonsmooth mechanical systems.
The wavelet Galerkin procedure [17, 37] has proven to provide a good estimation of contact forces if the wavelet
family is properly chosen. Mixed approaches are also possible by coupling a family of Fourier functions with several
wavelet functions [21]. An hybrid approach coupling the shooting method and the HBM was also developed in order
to characterize vibro-impact systems with friction [11]. The HBM is used throughout this paper since it is more
versatile and does not require a choice of a wavelet functions beforehand.

The HBM privileged industrial applications are systems that are under periodic external loadings. In fact, it was
initially developed to tackle nonlinear periodic oscillations of electronic circuits [12, 30]. Another typical application
of the HBM may be found in the field of turbomachinery where the whole system is under periodic aerodynamic
and mechanical forcing due to the rotation of the shafts. Therefore, it is widely used on industrial applications in
the field of nonlinear dynamics applied to bladed disks in terms of friction damping [petrov high-accuracy 2010,

, 17], geometric nonlinearities [11, 25] and rubbing interactions [0, 38]. The methodologies allowing to account
for nonlinearities in numerical simulations are usually classified according to the type of nonlinearity at stake.
Thus, it usually makes it difficult to conduct simulations with several types of nonlinearities because of the wide
variety of strategies. Therefore, this paper is based on an HBM approach which has proven its efficiency for friction
applications, and for which it is shown that it may be also considered for vibro-impact configurations. The use of
this common strategy will allow to account for both tip/casing interactions as well as friction damping in further
calculations. As a first step towards this goal, the study presented in this article uses an academical vibro-impact
system allowing to finely evaluate the performances of the methodology without any restrictions on the domain of
application.

Contact nonlinearities associated with the HBM come with a difficulty inherent to the frequency formulations:
Coulomb’s law and Hertz-Signorini-Moreau conditions must be applied in the time domain, thus standard strategies
to evaluate the nonlinear contact forces are a part of an Alternating Frequency-Time (AFT) procedure [2, 3, 6, 7,

, 20, 29, 36, 39, 42, 43], the AFT procedure was assessed in [43] on both smooth and nonsmooth applications.
The nonsmooth behaviour of contact interactions has widely been studied by means of the HBM. For instance,
the HBM was used on phenomenological nonsmooth systems in order to observe sophisticated behaviours such as
quasi-periodic orbits [7, 306], sub-harmonic and super-harmonic resonances [2, 9, 20], detached solution branches
[2, 11, 15] or vibration localization [11, 31]. Several methodologies have also been developped in order to compute
solutions to nonsmooth problems based on the HBM, without relying on an the AFT scheme. One may state
the asymptotic numerical method [18], the linear complementarity problem formulation proposed in [26] and the
event-driven strategy suggested in [23].

When it comes to unilateral contact, several contact treatments exist in order to compute nonlinear forces. A

large majority of the methodologies rely on a penalty-based contact treatment [2, 6, 7, 9, 11, 18, 20, 23, 31, 306, 13,

]. For some applications, the latter being too challenging from a numerical standpoint, an additional regularization
is added [0, 18, 43, 44] to smoothen the nonsmoothness of contact forces. To the contrary, the Dynamical Lagrangian
Frequency-Time associated with HBM (DLFT-HBM) directly simulates the unilateral contact law [29] without
requiring a penalty-based contact treatement. The latter is widely used for computing friction-damped frequency
responses [5, 15, 29, 10]. However, very few calculations were made in a stiff unilateral contact context, except for a
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phenomenological model [28]. Hence, this article focuses on assessing the DLFT-HBM for a vibro-impact problem.

Many research works suggest a new approach when it comes to unilateral contact constraints [1, 16, 26, 27, 46]:
the linear complementarity problems (LCP) are composed of a set of linear algebraic equations whose variables are
subject to inequalities and complementarity conditions. This family of problem is particularly well suited for contact
interactions since they can include the unilateral complementarity conditions as part of the whole constrained
problem. These problems are solved through dedicated solvers that can be of different nature: (1) pivotal [24]
and (2) iterative (Newton-like) [10]. These algorithms were initially developed for game theory [24], and more
recently applied to nonsmooth dynamics. In the field of contact dynamics, the LCP is mainly used at each time
step in time-marching strategies [16, 27, 16]. However, the periodicity assumption of the HBM allows to consider a
high-dimension LCP over the whole period, as shown in [26]. Since the solutions to these problems strictly respect
the unilateral contact constraints, they provide a new comparison basis in the HBM framework.

With the intent of providing multiple solutions to the same problem with different methods in order to precisely
identify differences between them and the reference solution, this paper presents and assesses two HBM-based
strategies to find periodic solutions to the equation of motion subject to unilateral contact constraints: the DLFT-
HBM and a LCP formulation of the HBM (LCP-HBM). In Sec. 2, both formulations are thoroughly derived and
precise descriptions are given for a better understanding of these methodologies. The rod model test case is then
presented in Sec. 3. The numerical behaviours of both harmonic methodologies with contact conditions are presented
for comparison with the unilateral law. Finally, in Sec. 4 the DLFT-HBM is pushed to its limits and a critical
viewpoint is given on the interpretation of AFT time signals.

This section aims to present all the theoretical and methodological elements required for the understanding and
implementation of the lagrangian contact harmonic balance methods exposed in this paper.
The nonlinear equation of motion for a n-dof (degrees of freedom) system with respect to time reads:

Mxk(t) + Cx(t) + Kx(t) + fu(x(t),%(t)) = fox(w, t) (1)

where x is the unknown displacement field, M, C and K respectively stand for the mass, damping and stiffness
matrices, f; is the nonlinear contact forces vector and f.y is an external periodic excitation of fundamental angular
pulsation w. The overdots refer to time derivatives. In the case of contact interactions, nonlinear forces and gap
constraints are subject to complementarity conditions as well as inequalities. In order to find a solution to a contact
problem, nonlinear forces must be computed such that Hertz-Signorini-Moreau conditions or Unilateral Contact
Constraints (UCC) are respected. These conditions on a single contact constraint read [1]:

XD >0 g)>0  Abglt) =0 (2)

where A(t) is the contact force in the normal direction and g(¢) the gap function. These three conditions are usually
rewritten in the compact form on time-discretized vectors:

0<Alg>0 (3)

2.1 Harmonic balance method
Excitation forces, that are assumed periodic may be approximated with a truncated Fourier series with Ny harmonics:

fox faO +Z ay* cos(kwt) + by* sin(kwt)) (4)

where aj* and by are known a priori. Usually, the excitation is considered monoharmonic and the only non-zero
coefficients are a * and b{*.
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Assuming the solution displacement x and nonlinear forces f,;; are periodic with the same period as the excitation
forces fox, both quantities can also be approximated by truncated Fourier series Eq. (4):

Ny
x(t) zlao + Z (ay cos(kwt) + by, sin(kwt)) (5)
2 k=1
1 al
fa(t) :§a81 + Z (a}' cos(kwt) + b sin(kwt)) (6)
k=1

nl

where ay, by, aj’ and bzl are the real Fourier coefficients: the new unknowns of the problem. The choice of N}, is
made such that the contact forces fy,)(¢) as well as the correponding response in terms of displacements are accurately
described. Unlike the excitation forces, all the coefficients are generally non-zero because of the nonlinear phenomena.
All the aj and b}, where e = {—, nl, ex} are vectorial of dimension n and read:

ay = [ay',ay?, ... ap™" for k€ [0; Ny (7)
p= byt by, o™ )T for ke [1; Ny (8)
In order to simplify expressions, all Fourier coefficients are concatenated in n(2N}, + 1)-dimensional vectors such
as:
- 1

X = [iaa— a/ b/ ... a;h b;h]—r (9)

~ 1, 0T T nn T ol AT om T
f=[5(ag) (a) (b1) ... (ak,) (bN,) | (10)

7 Lo T (oexyT (pexyT ex \T (pex \T
fexz[i(ao) (ar™) (by") ... (ax,) (bX,) 1" (11)

The ‘@ notation refers to multiharmonic vectors. By introducing B as the real Fourier functions basis such as:

B(1) =3,

It is possible to rewrite the Fourier series Egs. (4) to (6) as follows:

cos(wt), sin(wt), ..., cos(Nywt), sin(Nywt)] " (12)

x(t) = (B(t) ® I,)X (13)
() = (B(t) ® I,)fn (14)
£ (1) = (B(t) @ I,)foy (15)

And by deriving this expression with respect to time ¢, it is possible to obtain velocities and accelerations:

x(t) = (B(t) @ L,)x = ((VB)(t) @ L)X (16)

%(t) = Bt) @ I,)x = (V’°B)(t) @ I,)x (17)

where V is the derivative operator for the basis B defined as:

V = blockdiag(0, V1, ..., V) and V2 = VV 18
g h

with the elementary derivative block Vy:

V) = (_2w k(;") Vk € [1, Ny] (19)
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Thanks to the B basis, it is possible to define the Inverse Discrete Fourier Transform (IDFT) matrix F that allows
to compute discretized time signals of size N; given the multiharmonic vectors,

F=(Bt)|...BEt)|...Btx)) @1, (20)

the Discrete Fourier Transform (DFT) matrix F can be expressed as its Moore-Penrose pseudo-inverse:
T -1
F=F (7F") (21)

The Fourier matrices are mainly used to switch between the time domain and the frequency domain, such that,

e=F{e(t)}licy v, {ot)}licr n, =T (22)

The substitution of the truncated Fourier series and its derivatives Eqs. (9), (10), (11), (16), (17) in Eq. (1)
followed by a Fourier-Galerkin projection yields n(2Ny, + 1) nonlinear algebraic equations in the frequency domain:

H(X,w) = Z(w)X + £ (X) = fux (23)

where Z(w) is a block diagonal matrix, referred to as the dynamic stiffness matrix whose N}, 4+ 1 blocks are defined
as follows:

K — (kw)*M kwC

Zo=K and Zyw)= < “kC K- (kw)2M

) Vk € [1, Mi] (24)

The nonlinear dependence of Eﬂ on x makes Eq. (23) nonlinear. It is thus necessary to solve it through an iterative
method. These methods are usually based on Newton-Raphson or pseudo-Newton algorithms [32]. In this article,
the Newton-Raphson algorithm is used to compute the solutions to the HBM nonlinear problem.

2.2 Harmonic balance equation condensation

The algebraic formulation of the truncated equation of motion allows to use two exact condensation procedures in
order to reduce the size of the nonlinear problem, and thus the computation times. The first condensation procedure
aims to retain only the nonlinear dof in the resolution and the second condensation allows to divide the size of the
nonlinear harmonic system by two by associating the nonlinear dof of each structure in pairs.

Condensation of linear dof

Among the n dof, it is possible to separate the nonlinear dof that withstand nonlinear forces from the other dof,
referred to as linear. These two sets of dof are respectively identified by the subscripts nl and L. The fact that there
are no nonlinear forces on linear dof, x|, can be expressed through Eq. (25) such as:

Z Zon ) (X 0 oy
LL  Zinl fL Y e I (25)
an,L an,nl Xnl fnl fex,nl
X1, = ZE,IL (?ex,L - ZL,nlinl) (26)

The substitution of X, into Eq. (25) leads to the following expression:

Zredinl + ?nl,red = ?ex,red (27)
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where:

Zica =Znin — an,LZilLZL,nl (28)
Fex,red = ff\:ex,nl - an,LZilL’fex,L (29)
Af:nl,red = ?nl (30)

The harmonic system being condensed on the nonlinear dof, its size becomes 1, (2N}, + 1) equations with ny,; being
the number of nonlinear dof. The Z,.q matrix is in fact the Schur complement to the Zp, 1, block of the matrix Z.

Condensation of relative nonlinear dof

In the framework of contact interactions, two structures are generally involved. Moreover, contact laws are formulated
with the so-called gap function g (and its first derivative with respect to time, the relative speed), resulting from the
distance between both structures, also called relative displacement z, in some applications. In the case of co-located
nodes, it is possible to write the gap function as g(t) = x.(t) = 2! (t) — 22(t) where 2! and x? respectively refer to the
nonlinear dof for the first and the second structure. This gap expression only stays valid if the nodes associated with
x! and 2?2 are facing each other, this is particularly true for unidimensional configurations because no misalignment
can occur (contrarily with 2D and 3D applications). This configuration is illustrated with 1D structures on Fig. 1.

2

Figure 1. Representation of the relative dof formalism in 1D.

We may note that the contact forces involved in an interaction are reciprocal. Due to the latter property of
contact interactions and the algebraic nature of the HBM nonlinear system of equations, it is possible to formulate a
condensed problem where the multiharmonic vector of relative nonlinear displacement X, = Fg = Fx, is the new
unknown of the problem. This exact condensation yields a significant computation speed up since it divides the size
of the nonlinear system Eq. (27) by a factors two. Without this condensation step, it would be necessary to solve
the equilibrium on both structures 1 and 2 at the same time, whereas the condensed system only requires to solve
one equation per pair of nonlinear dof. The new unknown is written as:

Xp = Xy — X (31)

In order to perform the condensation on relative nonlinear dof, it is necessary to partition the system equation into
two parts, each part being related to one of the two structures.

1 1 1l Sl 2\ el

Zredxnl + fnl,red (xnh an) - fex,red (32&)
2 F2 | F2 F1 F2) _F2

Zredxnl + fnl,red (an’ an) - fex,red (32b)

The third law of Newton naturally implies:

frh,red (irlll’ i?11) = 7fr?l,red (i}llvsir%l) = Inlr (33)

By multiplying Eq. (32a) by (Z.,) " and Eq. (32b) by (Zfed)fl, using the reciprocity of the contact forces Eq. (33)
and then substracting one equation with the other gives Eq. (34):

%Ki~ %2+ (Zhe) ™+ (220) ) Bt = (Zhea) ™ Bhsea — (Z2e0) ™ e (34)
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_ v 1
It is then possible to multiply Eq. (34) by Z, = ((Zﬂed) ! + (Zfed) 1) in order to retrieve the classical form of
the HBM equilibrium system:

ZF (irlll - iil) +Af;11,1" = Zr ((Zied)il?elx,red - (Z?ed)il%zx,red> (35)
The condensed external forces term fcx,r can be identified:

feX,r = Zr ((Zl}ed)ilﬂfelx,red - (ded)ilﬂf\:gx,red) (36)

The final system condensed on the nonlinear relative dof is as follows:

Zrir + ?nl,r(ir) = Es)gr (37)

n
The final size of the harmonic system is %(2]\7}1 + 1). It is worth noting that the two reductions steps presented do

not lead to any approximation of the system’s dynamic. However, the numerical quality of Z, and f., may be
affected since their expressions involve matrix inversions thus introducing numerical errors.

Retrieval of the results on linear dof

These condensation techniques imply the use of additional post-processing steps in order to retrieve the results on
the whole structure. When the condensed problem is solved, f,;, can be computed by means of Eq. (37) thanks to
the knowledge of a solution X, in terms of relative displacement. The contact forces multiharmonic vector can then
be substituted in the full system’s equilibrium Eq. (25) to linearly solve for X containing the solution for every dof of
the system.

2.3 Alternating frequency-time procedure

The Alternating Frequency-Time (AFT) scheme is widely used for all types of nonlinearities in a HBM framework
[3, 6, 8, 13, 15, 29, 36, 38, 13]. The AFT method consists in going back and forth between the time and frequency
domains as a part of an iterative Newton-Raphson procedure. At each iteration of the optimization algorithm,
an iterate of the multiharmonic vector of unknown X is available, say X* at iteration k. Since the laws governing
nonlinearities are usually tailored for the time domain, the iterate X* is used to compute the time-discretized signals
associated by means of an IDFT: X* = {Xk(ti)}izl...m = Fx* and X¥ = {)‘(’“(ti)}i:l__J\,t = FVx*. The time
signals allow to compute the nonlinear forces such as f¥(t) = f(x*,%*) where f(e,4) is a nonlinear analytical
function that links displacements and velocities to nonlinear forces. Usually f cannot be easily expressed in the
frequency domain, thus justifying the use of the AFT scheme. As a last step, the multiharmonic vector of nonlinear
forces is computed through a DFT of the time signal of nonlinear forces £y} = F {f}j(t;)},_, . the knowledge
of the latter is enough to perform the computation of the HBM residual and to go on in the Newton-Raphson
procedure. An illustration of the AFT scheme is shown in Fig. 2 for a polynomial nonlinearity.

When using the AFT scheme, time domain signals are discretized. One should pay particular attention to
this discretization: the Nyquist-Shannon criterion must be respected. Given N}, harmonics, time signals must be
composed of at least Ny = 2Ny, + 1 time instants in order not to lose any information through Fourier transforms.
Two key concepts are defined below in order to understand more finely the influence of the time discretization on
the methodology:
oversampling: one of the main features of nonsmooth applications lies in the presence of velocity and acceleration

discontinuities. In order to precisely detect these discontinuities through the AFT, a large number N; of time
instants must be considered within the time domain thus yielding an oversampling of time signals.
truncature: as a consequence of the ]\c;v](i/ysampling, contact forces can contain harmonic contributions up to a
t{Vh

2N, +1
Nypw, the harmonics of higher order are truncated when going back to the frequency domain.

maximum frequency of wpyax = w. However, since the HBM resolution is limited to frequencies below
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Figure 2. AFT procedure for a cubic nonlinearity fu(z) = 2* (adapted from [6, 22]).

In the following article, the HBM bandwidth refers to frequency range used in the HBM resolution: frequential
contributions below Nyw. In the end, the AFT procedure can be interpreted as a step of oversampling of the time
domain signals followed by a step of truncature (or filtering) of the harmonics beyond the HBM bandwidth contained
in the nonsmooth forces. These two aspects come together since the high order harmonics are a direct consequence
of the oversampling.

2.4 Dynamic Lagrangian Frequency-Time

The Dynamic Lagrangian Frequency-Time associated with the HBM (DLFT-HBM) [29] is a methodology based
on the AFT strategy used to deal with contact interactions, such as dry friction and unilateral contact. These
nonlinearities cannot be dealt with a simple AFT procedure since the forces cannot be written as analytical
expressions in the time domain. The DLFT-HBM is in fact an alternative version of the AFT strategy where the
workflow is modified in order to make it possible to compute contact forces without analytical expressions.

2.4.1 General overview
As a starting point, the condensed equation of motion used for DLFT-HBM is written as a reminder:

He(Xr) = ZoXe + A(Xy) — foxr = 0 (38)
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For this paper, the quantities of interest X, X and ?ex,r are along the normal direction in order to model unilateral
contact, and tangential directions are ommited. All the equations presented in this section consider a single nonlinear
relative dof, the extension to several contact nodes is straight-forward and thus not developped here.

Given the fact that X is nonlinear with respect to X;, the system Eq. (38) has to be solved by means of a nonlinear
Newton-Raphson iterative solver. Since X, is unknown and A directly depends on X, via Eq. (3), the contact forces
multiharmonic vector X is also considered as an unknown of the problem. The main objective of the DLFT-HBM is
to solve the nonlinear constrained optimization problem associated with contact without using Lagrange multipliers,
that would double the size of the system. _

The DLFT-HBM methodology uses augmented lagrangians A in order to estimate contact forces and the main
unknown of the problem for the solver is x,. In a more practical way, the Newton-Raphson procedure iterates over

the displacement field X,, and at the k-th iteration, the contact forces Xk are estimated thanks to the optimization
solver iterate x~.

The augmented lagrangian methodology relies on a modification of the nonlinear function residual H,(X;) by
including a constraint. For DLFT-HBM, since X, is the unknown used in the optimization process, the incorporated
constraint is the gap positivity condition: g > 0. Before proceeding, it is necessary to define the gap function in the
frequency domain. In the presented case, contact nodes are not necessarily co-located so g(t) = 2. (t) + go(t) where
go(t) is the distance between the contact nodes of undeformed structures. In the frequency domain, this expression
can be written such as,

gx = SEr + EO (39)

where gy = F {go(ti)},—_; ~, and gx is the multiharmonic vector of the gap function associated to the displacement
field x,.
The DLFT-HBM methodology relies on a prediction-correction scheme in order to produce an estimate of the

~k
contact forces A and then compute the residual of the objective function Eq. (38) at the k-th iteration.

2.4.2 Prediction step

As a starting point, the contact forces are predicted in the frequency domain by isolating X in the equilibrium
equation Eq. (38) and including the gap constraint weighted by a positive penalty factor e:

~k ~
Ay = for — Z, X0 — gl (40)

X
This expression cannot be used in the frequency domain since UCC apply on the variables g and A in the time
domain. Hence, the predicted contact forces are transferred to the time domain by IDFT:

AE— Fan (41)

where )\i = {Ai(ti)}izl...Nt' The introduction of the term gy has the objective of penalizing the contact forces in
order to induce the respect of the gap constraint. Its impact over the contact forces can be detailed into three cases
in the time domain, say at time ¢;:
e violation of gap constraint (g%(t;) < 0): the penalty term increases the equilibrium’s residual, ensuring no
solution can be found with a large violation of g > 0,
e separation (g¥(t;) > 0): the penalty term makes the prediction A% (t;) negative if ¢ is large enough, allowing
to detect contact phases based on the sign of \£(t;),
e contact (gk(¢;) ~ 0): the penalty term is small and has few influence over the residual.
The negative values of the contact forces violate the contact force positivity condition, however this defect of the
predicted forces is adressed in the following correction step.
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2.4.3 Correction step

In order to compute the actual contact forces A¥ = {)\k(ti)}

) from the predicted ones )\i, it is needed to make
a correction step such as:

i=1... N

Ao(ts) = Na(ta) + Ab(t) Vi€ [1,N{] (42)

where )\’;(ti) is the correction of the contact force at time ¢;. These corrections are computed based on the sign of
the predicted contact forces:

e separation (A} (t;) < 0): the contact force should be zero, implying that A*(t;) = 0 and A% (¢;) = —AE(t;),

e contact (AX(t;) > 0): the contact force is equal to the prediction, so ¥ (t;) = M (t;) and AE(t;) = 0.

The switching condition between the two states is based on the sign of predicted contact forces. This allows
to circumvent the oscillating nature of the gap that oscillates around zero during a contact phase in the HBM
framework. The detection is then smoother when considering the sign of the predicted contact forces as it prevents
oscillations between contact and separation even if the gap function oscillates around zero.

It is worth noting that the correction step annihilates the negative values of the contact forces generated through
the introduction of the penalty term. In the end, the corrections ensure that contact forces \F respect the positivity
condition: AF > 0.

Following the correction step, the contact forces multiharmonic vector Xk is computed by transforming A* back

~k
to the frequency domain through a DFT. A can then be used in order to compute the residual of the objective
function Eq. (43), such as:

Ho (%) = ZoxE + A (&) — B (43)

In order to advance in the Newton-Raphson procedure, the computation of a numerical value for the residual
is sufficient as it allows to compute the jacobian matrix of the system by finite differences if the latter cannot be
formulated as an analytical expression. The optimization solver corrects the iterate until the residual of the objective
function is sufficiently close to zero. The DLFT-HBM nested in the optimization procedure is illustrated in Fig. 3,
this figure also allows to understand how the different variables are linked with each other.

2.4.4 Properties of the solutions

This section aims to showcase a property of the solutions found by DLFT-HBM: the value of the penalty factor
does not have a physical influence over the solutions.

The convergence of the methodology is dependent on the penalization of the predicted contact forces, because
the latter intervenes in the prediction of the contact forces Eq. (40). However, the way the methodology is built
ensures that solutions found by the DLFT-HBM satisfy the equation of motion in the frequency domain and respect
the UCC, for any value of €. This property is guaranteed thanks to the way the corrections )\’;, = {/\f,(ti)}i:lm N,
are built. Indeed, the corrections )\f, (t;) can only take positive or null values and a strict complementarity is ensured

between )\f, and \*: )\f, 1 AF (see Sec. 2.4.3). Thanks to these two properties, one may write the following:

0<A LA">0 (44)

Given the relation between the couple of variables ()\’;,, )\k), it is possible to derive that }\f, is proportional to a
theoretical gap function that strictly respects the UCC such that )\f, = sgf,, and it follows,

1
0<-Ay =gy LA">0 (45)

Vadcard et al.


mailto:thibaut.vadcard@ec-lyon.fr

harmonics j

frequency ! time
domain } domain
1] |
Prediction | =
S - e memmmmm- - oy
05 . _, IDFT - F<
"\ (xk ! Ak (xR
| H B N L>_\’§(_X_r2__--l _____ }.{(.X.l.)l -1 \
1 5 10 /! | 0 T/2 T
harmonics j |
||Hr(frk7 WMl ~07 Newton-Raphson 1 correction
solution found correction |
k=k+1 |
1 |
! 20
. ~DFT < < 1l
I=E) 05 [ | ~—
O | .sj<
| 0
0 | B B : _ |
1 5 10 | 0 T/2 T

Figure 3. DLFT-HBM procedure.

The theoretical variable gf, is not explicitly calculated throughout any iteration of the procedure but its definition
helps to demonstrate the properties of the procedure. Following the observation of Eq. (45), it is possible to express

~k
the corrected nonlinear forces A thanks to Eq. (42) as:

k ~k ~k ~
A= Ax + >‘y = fex,r - Zrif - E(gi - gfr) (46)

Substituting Eq. (46) into the DLFT-HBM objective function Eq. (43) yields:

Hy (if) = Zrif JFE%XJ - Zrif - 5(@;]2 - gf') —fexr = *5(§£ - Ag?') (47)

Xk

In the end, the convergence criterion of the DLFT-HBM is controlled by the difference between the gap function
of the system gy and the theoretical one g, weighted by . The alternative expression of the objective function

Eq. (47) provides a new interpretation of the residual: H,(x¥) is a numerical measure of the respect of the UCC
~ 3k . . . .
by the couple (g¥,A"). Indeed, when the Newton-Raphson iterative procedure finds a solution, the residual of the

Vadcard et al.


mailto:thibaut.vadcard@ec-lyon.fr

objective function is close to zero, so:
=0 = g ~g (48)
Since the couple (gf,, )\k) strictly respects the UCC, it follows from Eq. (48) that (g, Ak ) also respects the UCC:
0<gy,~gy LA>0 (49)

Finally, it is possible to verify that this convergence criterion also ensures that the equation of motion is respected

~k
by construction of the contact forces A from Eq. (42):

AN =for—ZXF — (8 —80) = ZX + X (X)) — foxp ~ 0 (50)

0
All the conditions are then satisfied and the solution found by the DLFT-HBM is in fact a solution to the vibro-impact
problem. Actually, € has no influence over the physical nature of the solutions and acts like a numerical tolerance on

the UCC.

2.5 LCP-HBM

When it comes to the respect of the UCC in structural dynamics, a new approach has emerged in recent years [1, 16,

, 27, 46]. Numerous methods have been developed in order to tackle the UCC by solving linear complementarity
problems (LCP), in time integration schemes [I, 16, 27], or even associated with the HBM [26]. This type of problem
belongs to the family of constrained optimization problems, requiring the use of dedicated solvers. Often more costly
in terms of computation times, these solvers lead to solutions that strictly respect Eq. (51), unlike methods that
involve regularized and/or penalized contact for instance.

{gzw)\+p (51&)
0<glLA>0 (51b)

The convex analysis concepts involved in the formulation of a LCP are strictly equivalent to those used to formulate
a nonsmooth mechanical problem [1], this makes the LCP a theoretical tool particularly well-suited for the solution
of contact problems.

In order to formulate a LCP for a structural contact problem, since Eq. (51b) already stands for the UCC,
the only step is to derive a linear relation between g and A of the form of Eq. (51a) from the equation of mo-
tion. In the case of HBM, one must derive a relation of the type g = WA + p from the harmonic equation
of motion Eq. (23). This relation should be formulated in the time domain for the LCP to be relevant. The
association of the HBM with a LCP resolution was initially proposed in [20], the resulting strategy is denomi-
nated LCP-HBM. In this article, the LCP-HBM is modified to consider oversampled time signals, contrarily with [20].

2.5.1 Constraint matrix

As a first step towards the derivation of the LCP-HBM problem, it is necessary to define the constraint matrix
cg (t). This matrix is directly linked to the contact configuration and the geometry of the problem. It allows to
compute the gap function ¢(¢) from the displacement field x(¢) and the nonlinear forces fy,(¢) knowing the Lagrange

multipliers A(%):

g(t)
fnl(t)

e (1)x(t) + go(t) (52a)
A(t)en(t) (52b)

In order to illustrate the geometrical interpretations of cl—\]r7 Fig. 4 shows how the local quantities (A, g) are linked to
the absolute quantities (f,1, x) through the constraint matrix, in a unidimensional configuration.
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Figure 4. Geometrical interpretation of cy;.
In the configuration presented in Fig. 4, the constraint matrix is cxy = 1 . In this particular case, it is not

dependent on time because the normal vector to the contact interface is always oriented on the same axis x. In
three-dimensional applications, this is not always the case and the time dependence of the constraint matrix must
then be accounted for.

2.5.2 Derivation of the LCP-HBM equation

The present section aims to detail the mathematical developpements necessary to obtain the linear relation between
g and A. For these developpements, Eq. (23) is chosen as a starting point before the harmonic condensation steps
presented in Sec. 2.2. The developpements are made for a single contact constraint, but this methodology can easily
be extended to several contact constraints.

In order to formulate the HBM problem in the time domain, it is necessary — by analogy with the AFT procedure
— to define a time discretization covering a period where the calculations are carried out. The time instants of the
discretization are noted t;, with ¢ € [1, N]. Following this, Eqs. (52a) and (52b) can be cast into systems of N,
equations on the whole discretization such as:

g =C{X+go (53a)
Foi= CxA (53b)

where g = {g(t;)},_;._x, is the discretized gap function, X = {x(ti)};,_; _, is the discretized displacement field,
go = {9o(ti)},—1. , is the discretized initial gap, Fun = {fu(t:)},_, , is the discretized nonlinear force and
A= {A(t:)};—1. n, the discretized Lagrange multiplier. In the same manner, the matrix Cy; contains the constraint
matrix cn(t) at each time step:

ey (t) (0)
Cy = (54)
(0) ey (tn,)

The classical HBM equation Eq. (23) involves both unknown multiharmonic vectors X and f,)(X). In order to
derive the linear relation between g and A, it is then necessary to substitute X and f,(X) by their time-discretized
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counterparts thanks to Egs. (53a) and (53b). The substitution of the contact forces is quite straight-forward by
transferring Eq. (53b) into the frequency domain:

£ = FFy = FCnA (55)
Substituting Eq. (55) into Eq. (23) yields:
ZX + FONA = fex (56)

Once A has been substituted, the next step is to express g into Eq. (56). In order to do so, a relation between g and
X is obtained by substituting X = Fx in Eq. (53a):

g =go+CyX =go+ CL{Fx (57)
For the purpose of using Eq. (57) into Eq. (56), it is necessary to multiply Eq. (56) by CLFZ %
CRFX + CYFZ ' FCxA = CLFZ T,y (58)
Finally, from Eqs. (58) and (57), one may write the following relation:
g — go + CLFZ ' FCxA = CYFZ ', (59)

At this point, both multiharmonic vectors X and Eﬂ were substituted with the time-discretized variables g and A:
Eq. (59) has become a linear relation between A and g of the following form:

g=WA+p (60)
where W and p can be identified as follows:

W = —CLFZ 'FCx (61a)

p=CNFZ o + 80 (61D)

Knowing W and p, the LCP-HBM problem is completely defined. It is possible to provide a LCP solver with
the couple (W, p) in order to search for a solution to the following LCP-HBM problem:

g = (—CY{FZ'FCx) A+ CNFZ .\ +go (62a)
W P
0<glA>0 (62D)

Once the problem Eq. (62) is solved, the couple of variables (g, A) is known on the whole period as an output.
In the HBM framework, in order to retrieve the associated solution displacement field X, it is necessary to linearly
solve the HBM system using the previously determined contact forces A as known external forces:

Zx = f., — FCxA (63)

In the same manner as the AFT procedure, the oversampling of contact forces generates harmonic contributions
beyond the HBM bandwidth. These harmonics are filtered away when substituting A in the HBM equation. In fact,
the LCP-HBM method can be qualified as a pseudo-AFT strategy since there is a need to solve the system Eq. (62)
on time-discretized unknowns A and g as a first step and then linearly solve the frequential system Eq. (63) with
known contact forces A. The whole strategy is summed up in Fig. 5.
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Figure 5. LCP-HBM procedure.

2.5.3 Solution methods for a LCP

Since the LCP is a class of problems involving a system of equations under inequalities and complementarity
conditions, a dedicated LCP solving method must be employed. Such algorithms are generally divided into two
categories, that are pivoting algorithms and iterative algorithms:

e iterative algorithms [10] are Newton-like iterative algorithms that take into account the supplementary
constraints of the LCP problems.
e pivoting methods [I, 24] take advantage of the algebraic nature of the system by swapping and sorting the

different columns and rows of W and p.

For this paper, the Lemke pivoting algorithm is chosen since it was successfully used in the case of rubbing
interactions involving an industrial finite elements model [26]. For algorithmic reasons, pivoting methods are
restricted to the computation of solutions when the problem does not have trivial solutions i.e. A = 0. As a
consequence, this defect prevents the computation of full nonlinear frequency response curves (NFRC) in the presence
of turning points. Turning points are generally responsible for the coexistence of trivial and non-trivial solutions at
the same pulsation. However, this flaw does not prevent to make qualitative comparisons of the LCP-HBM with
other methods presented in this work.

The LCP-HBM methodology developped in this article uses rectangular Fourier matrices so that the time
domain is oversampled in order to gain in precision. This point correponds to the main difference with the strategy
developped in [20] where Fourier matrices are kept square. However, the oversampling empirically leads to the
singularity of W, which can be attributed to the loss of information in the oversampled Fourier transforms. Though,
the singularity of W does not affect the convergence of the Lemke’s algorithm.

The objective of this section is to assess DLFT-HBM and LCP-HBM through of an academic rod model. The model
and the strategy is firstly presented and followed by a presentation of the different characteristics of the solutions
found by the different harmonic methodologies through various types of obstacle. Finally, a presentation of NFRC is
made to account for the robustness of the continuation procedure.

3.1 Models & strategy

In order to assess the DLFT-HBM and LCP-HBM methodologies, a finite element unidimensional rod model
impacting a flexible obstacle is considered [0], it is represented in Fig. 6. The obstacle is considered to be a single
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spring of stiffness kops. It has been introduced in order to make the simulations of a gradual difficulty. Such

phenomenological models are usually used to evaluate numerical strategies for contact [6, 26, 15]. An harmonic
W12 03 i fex(t) n & Tobs

W AT , ) N N

NP ¢ 00 9% 9 0 © 9 EAp 0 § ¢ o9

AN kobs

NN L 90

Figure 6. Model with a flexible obstacle (adapted from [6]).

excitation force fox(t) of angular pulsation w is applied on the contact node. The gap function associated with the
contact constraint is g(t) = zops(t) — 2(¢). The elementary mass and stiffness matrices of a rod in traction and
compression are given by:

pAl

T 6

2 1
and K, = —
1 2

1 —11 (64

with E the Young modulus, [ the beam length, p the density and A the section area, whose values are given in
Tab. 1.

A E p L 9o n
15.6cm? | 210GPa | 7800kgm™3 | 13cm | 0.2mm | 20

Table 1. Rod model parameters.

The final objective is to be able to characterize contact interactions with a rigid obstacle. To this end, the obstacle
stiffness is increased in order to approach the rigid obstacle behaviour. The values of stiffness for ko range from
1-10°N-m~! to 1-10" N-m~'. As a reference, the equivalent stiffness of the rod is about kyoq = 2.5 - 107 N-m™1, it
is the result of a ratio between a unitary force applied at the end of the rod over the static displacement generated
by this force. In order to put the stiffness of the obstacle into perspective with the rod’s flexibility, kops is normalized
with respect to kyoq: kobs ranges from 0.4k.oq to 40k.0q. The range of stiffness for the obstacle was chosen so that
the obstacle goes from weakly nonlinear when kqops = 0.4k;0q, to highly nonlinear when kqps = 40k,0q. For instance,
in the configuration where ks = 40k;0q, the obstacle is so stiff that it is hardly displaced at all. In the paper, the
flexible obstacle configuration refers to the configuration represented in Fig. 6, regardless of the value of kgps. To
the contrary, the rigid obstacle configuration refers to the configuration represented in Fig. 7 where the obstacle is
perfectly rigid and no contact stiffness is involved in the simulations. This last configuration is numerically very

i Fexl1) 03

Figure 7. Model with a rigid obstacle (adapted from [6]).

challenging since the DLF'T-HBM method was mainly used and tested on configurations where both structures are
flexible. The excitation amplitude is chosen to be fo, = 25 - 102 N, this corresponds to a linear vibration amplitude of
|z(t)||., = 5.36 - 10~* m at the first eigenfrequency wy = 63953 rad-s~'. The linear frequency response curve is given
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in Fig. 8. The rod model’s cutoff frequency is around wyax = 2.81 - 10° rad-s™! ~ 44wy for both the clamped-free
and free-free configurations.

107

06 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8

w (rad/s) 104

Figure 8. Linear forced response curve, vibration amplitude of the contact node (—), intial gap go (- - ).

3.2 Reference solutions: time integration

The reference solution provided in this paper is based on an explicit Time Integration (TI) procedure [!]. By
construction of the integration scheme, the strict respect of the UCC is ensured. The time step is taken as dt = 10~ "s
in order to have numerical stability of the integration scheme. The reference solution at w = wy is represented in
Fig. 9.

Both solutions respect the UCC, but the Fig. 9b displays a displacement of the obstacle related to its stiffness
that is, by definition, not present for the rigid obstacle. The type of obstacle obviously affects the dynamics of
the rod. In fact, this affects mainly the spectrum of the contact forces. The rigid obstacle generates more high
frequency content, such as an impulsional sollicitation numerically traducing a strong velocity discontinuity. Thanks
to the flexibility of the obstacle, the contact forces appear to be filtered. This will have a particular importance for
harmonic resolutions. The influence of the flexibility of the obstacle on the contact forces spectrum is represented
in Fig. 10a. This representation shows the benefits of using a flexible obstacle: it acts like low-pass filter for the
contact forces that are generally broadband. For most of ks values, the forces are converged around the Lagrange
spectrum (—) until approximately 44w,.s (corresponds to the cutoff frequency of the model) (- -), after which
signals begin to differ. This shows that it can be almost impossible to capture the very high frequency participations
caused by nonsmooth phenomena such as velocity discontinuities. The main limitation of the HBM being its finite
bandwidth, a non negligible part of the contact forces spectrum has to be filtered out. However, as observed in
Fig. 10b, the mechanical structure also acts like a low-pass filter because the displacement spectrum is not as broad
as the contact forces spectrum.

3.3 Flexible obstacle

In this section, thorough examinations are made on LCP-HBM and DLFT-HBM solutions on a single point at
w = wy for kops = 4kyoq. Both solutions are converged in terms of displacement field as represented in Fig. 11. The
solutions appear identical in terms of absolute displacement in Fig. 11a but the contact laws simulated by both
HBM methods are slightly different as shown in Fig. 11b after substracting the reference TT signal to the solutions.
In fact, according to Fig. 11b, the small differences at the contact phase around T'/2 induce larger differences in the
free-flight phase. The behaviours of the different solutions are represented in the contact phase on a zoomed view in
Fig. 11c.

In order to evaluate the simulated contact laws, it is necessary to investigate the quantities g and A represented
in Fig. 12, for both HBM strategies the contact forces are represented in the time domain before the filtering induced
by the DFT F that neglects harmonics generated through oversampling. For the LCP-HBM, the time-discretized A
is displayed straight out of the Lemke’s algorithm, before truncature. For the DLFT-HBM, A is retrieved from the
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Figure 9. Reference solutions for the two configurations (a) displacements with a rigid obstacle , (b) displacements with a

flexible obstacle, (c) contact forces with a rigid obstacle , (d) contact forces with a flexible obstacle, TI rigid obstacle (--),
TT flexible obstacle with kops = 4kroa (—), obstacle (7).

time domain in the AFT procedure at the last iteration right before applying the DFT. Since the contact forces
are oversampled in the time domain (N, > 2N}, + 1), the spectral contributions are still broadband because of
nonsmoothness of the contact law. However, these signals do not represent the actual forces injected in the system
since the frequency content beyond Nyw is not considered in the HBM system resolution.

The gap signals show two ways of handling contact. In fact, the DLFT-HBM’s gap in Fig. 12b appears to
oscillate around g = 0 and becomes negative whereas the LCP-HBM gap in Fig. 12a strictly respects the g > 0
condition. On the other hand, contact forces before filtering are also of different nature. Indeed, the DLFT-HBM
force signal in Fig. 12d is superimposed with the TI reference in the time domain but the LCP-HBM contact forces
in Fig. 12¢ are of impulsional nature and appear to be non-physical. This is actually because the solution to a LCP
problem intrinsically respects the complementarity conditions and in this case, the UCC are strictly respected before
filtering. However, since these signals are inscribed in the HBM framework, these results need to be truncated to
the HBM bandwidth in order to be physically analyzed. These truncated contact forces are represented in Fig. 13.
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Figure 10. Spectrum for TT simulations with variable kobs at wres = wo, (a) contact forces, (b) displacements, Lagrange (—),
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For both strategies, the truncated contact forces are computed by making a back and forth transformation in the
frequency domain on the time-discretized contact forces A represented on Fig. 12.

The filtering of the nonsmooth contact forces lead in both cases to truncature oscillations. The truncated signals
are the actual contact forces that the system undergo. This shows that both methods fail to respect the A > 0
condition. The oscillations also invalidate the AT g = 0 condition since contact forces are not zero as the gap is still
positive. The observations made on the gap and truncated contact forces can be summed up in Fig. 14.

The unilateral contact curve (=) represents the portion of the (g, \) space on which all UCC are respected.
The HBM simulated contact laws represented in Fig. 14 approximate the reference unilateral law. The conclusions
remain the same: DLFT-HBM allow residual penetration where LCP-HBM does not and both methods generate
truncature oscillations on contact forces.

3.4 Rigid obstacle with penalty

The results shown in Sec. 3.3 have presented a number of properties on HBM methods when the obstacle can be
modeled by a single stiffness, which is not the general case. In this part, the perspective is changed in order to
analyze further the methodologies. The obstacle is no longer considered flexible, but rigid with a bilinear penalty law.
The flexible obstacle presented in Sec. 3.3 and the rigid obstacle with a bilinear penalty law are strictly equivalent.
The only difference between these two configurations is a post-processing consideration. Indeed, in the rigid with
penalty case the gap differs and becomes:

g(t) = go — x(t) (65)

This means that was previously considered as the displacement of the obstacle is now considered as residual
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Figure 11. Displacement of the contact node for N, = 20 and Ny = 400, (a) absolute displacements, (b) deviation from the TIT
reference (only DLFT-HBM and LCP-HBM), (c) absolute displacements around the contact area, T1 (flexible obstacle) (—=),
TT (rigid obstacle) (--), DLFT-HBM (-4-), LCP-HBM (——), obstacle (7).

penetration: a defect of the contact treatment. The dynamics of the rod is the exactly the same, however the contact
law diagrams are different due to the new expression of the gap function g(t). It is possible to display the HBM
simulated contact laws for several values of ks in Fig. 15.

The kops stiffness influences the residual penetration since it is directly related to the asymptotic contact
law A = max(—kopsg,0). Within this framework, the HBM methods tend towards the kops bilinear penalty law.
If the penalty stiffness is sufficiently large, this allows to approximate a rigid obstacle. As expected from the
equivalence with the flexible obstacle simulations, the DLFT-HBM and LCP-HBM behave in the same manner as in
Sec. 3.3. Indeed, LCP-HBM solutions do not penetrate in the sense of penalty and respect the following inequality
A > max(—kopsg,0). The DLFT-HBM solution oscillates around the asymptotic law and its behaviour is quite the
same as in Sec. 3.3. This change of perspective only allows to visually see the influence of the penalty stiffness on
the residual penetration, which was not possible when the obstacle’s displacement was not considered as a defect of
the methodology (i.e flexible obstacle).

3.5 Rigid obstacle

Finally, it is also possible to directly consider the obstacle as completely rigid without using a penalty stiffness, it
refers to the model represented in Fig. 7. The solutions given for this model are converged in amplitude for every
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Figure 12. Gap and contact forces prior to DFT filtering for a flexible obstacle for N, = 20 and N; = 400, (a) LCP-HBM
gap, (b) DLFT-HBM gap, (c) LCP-HBM contact forces pre-filtering, (d) DLFT-HBM contact forces pre-filtering, TT flexible
obstacle (-e-), DLFT-HBM (—-), LCP-HBM (-=), obstacle (7).

value of ¢ that allows the solver to find a solution. This is important as it underlines the relevance of the solution
in terms of amplitude without any study on the € convergence. In terms of behaviour, there are no significant
differences with the results presented in Sec. 3.3: it shows a robustness of the strategy with respect to the type of
obstacle.

3.6 Nonlinear frequency response curves

It is possible to obtain NFRC by coupling the DLFT-HBM with an arc-length continuation procedure [12] as well as
a bordering algorithm [19] to ensure convergence at points of singular jacobian matrix. The equation of motion
is normalized in time and space as a step of numerical preconditioning for the continuation procedure. These
calculations are done for the flexible obstacle case and the stiffness of the obstacle ranges from kqps = 0.4k;0q to
kobs = 40k.oq and displayed in Fig. 17. The reference frequency responses are obtained through a TT simulation
with a linear chirp excitation on the frequency range of interest for both a rigid obstacle (- - ) and a flexible obstacle
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Figure 13. Filtered contact forces for a flexible obstacle for N, = 20 and N; = 400, TT flexible obstacle (-e-), DLFT-HBM
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Figure 14. Simulated contact laws for Ny = 20 and Ny = 400, (a) whole period, (b) around g = 0, DLFT-HBM (—),
LCP-HBM (—), unilateral contact ().

(--). The chirp excitation formula is given by:

fx(t) = abcos (1 + (= w0) 51 ) ) (66)

where al, is the amplitude of the excitation, w; the instantaneous pulsation of the excitation at ¢t = 0, wo the
instantaneous pulsation of the excitation at ¢t = T and T the duration of the signal. The LCP-HBM (o), flexible
obstacle chirp solutions (--) and DLFT-HBM (—). The TT chirp simulations experience transient oscillations
around the jump from the nonlinear stable branch to the linear branch (around w = 6.6 - 10*rad-s~! for the rigid
obstacle TI simulation (- -)), this phenomenon is dependent on the sweep rate (we —wq)/2T of the chirp simulations.
The results shown in Fig. 17 show that LCP-HBM and DLFT-HBM are in good agreement with the reference TI
simulations. Moreover, the NFRC show good convergence towards the Lagrange multipliers solutions that confirms
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Figure 16. Displacement of the contact node as a function of e for N, = 20 and Ny = 400, (a) whole period, (b) contact phase, TI
(Lagrange) (== ), DLFT-HBM ¢ = 1-10°N-m~" (), DLFT-HBM ¢ = 1-10° N-m~' (), DLFT-HBM ¢ = 1 - 10" N-m™*
(—), DLFT-HBM ¢ = 1- 10" N-m~! (—), LCP-HBM (—), rigid obstacle ().

that penalty methods can approximate the dynamics of the rigid obstacle configuration, as shown in [(]. However,
significant difficulties are experienced around the turning points in the continuation procedure. Indeed, in order to
compute the presented NFRC, the analytical jacobian matrix calculation was necessary in order to converge, its
expression is given in A.

It is also possible to obtain DLFT-HBM NRFC for the rigid obstacle configuration. In Fig. 18 NFRC are
displayed for both flexible obstacle (- -) and rigid obstacle (—). The reference solution is the TT solution for a chirp
excitation (--). A good agreement is shown between the rigid obstacle NRFC and the TT reference. Whereas, the
flexible obstacle, equivalent to a penalty method, does not show so good agreement in terms of maximum amplitude.
The rigid obstacle simulations have similar computation times as the flexible obstacle. Thus, it is more reliable
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Figure 17. NFRC for different values of kobs for N = 20 and Ny = 400, (&) kobs = 0.4krod, (b) kobs = 4krod,(C) kobs = 20kroa
(d) kobs = 40kyoa, linear (-+-+), go (- =), TI chirp excitation (rigid obstacle) (- - ), DLFT-HBM (—), LCP-HBM (e), TI chirp
excitation (flexible obstacle) (- - ).

to directly solve the rigid obstacle configuration since they do not require a calibration of kqps prior to the NFRC
calculation.

In order to understand more finely the dependence between the numerical parameters and the quality of the
solutions, a parametric study is led on both € the DLFT-HBM weighting parameter, and the number of harmonics
Ny, controlling the length of the Fourier series. These studies aim to highlight the importance of the numerical value
of both these parameters. In fact, these parameters play a central role in the complex methodologies presented in
this paper, thus it is important to precisely observe their influence over the results to ensure that the solutions found
are physically coherent. A spectral analysis is also conducted in order to evaluate the influence of the oversampling
of the time signals inside AFT schemes.
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4.1 Influence of ¢

The ¢ DLFT-HBM parameter is central as it is a numerical quantity that measures how close g« and gy, have to be
for the solution to be considered converged, as stated in Eq. (47). In a way this parameter is analogous to the solver
tolerance, which defines how close to zero the residual has to be before convergence. It also has an influence over the
DLFT-HBM prediction step at each iteration Eq. (40). Therefore it is interesting to evaluate its influence over the
solutions, and in particular on contact forces since it appears in their expression. The contact forces signals are
given in Fig. 19 both before and after truncature for several ¢ values. The simulations are presented for a flexible
obstacle, but the results remain valid for rigid obstacle as well.

The LCP-HBM contact forces are given as a point of comparison. In Fig. 19a, DLFT-HBM contact forces seem
to converge towards an impulsional signal as € increases. Moreover, the local maxima of the high € contact forces
seem to coincide with LCP-HBM impulsions. This observation suggest that there is a correlation between both
methodologies and that the DLFT-HBM converges towards a solution that strictly respects the UCC in the time
domain, like the LCP-HBM. This appears to be counter intuitive since the high ¢ solutions do not seem to tend
towards the TI signal in the time domain even though they simulate a perfect unilateral contact. However, even
if these signals diverge from the TI reference in the time domain before truncature, the truncature cuts all the
high frequency contributions generated by the nonsmooth corrections inside the oversampled AFT procedure. The
truncated signals represented in Fig. 19b appear to be more coherent with TI during the contact phase, but once
again the DLFT-HBM appears to tend towards LCP-HBM and not TI, especially when it comes to truncature
oscillations. The amplitude of these oscillations also increases as € becomes larger and the LCP-HBM oscillations
appear like a maximum bound of the truncature oscillations, this was particularly observed in [26]. The corresponding
simulated contact laws diagrams are represented in Fig. 20.

The observations made in Fig. 19 seem to be confirmed in Fig. 20, but this diagram also reveals a more deeper
aspect to the e convergence: the respect of the g > 0 and A > 0 evolve in opposite directions. As ¢ increases, the
residual penetration of DLFT-HBM solutions decreases but the truncature oscillations have a greater amplitude.
Given how ¢ influences the solution, it raises a question towards the choice of its value. Two strategies might be used:
taking e to the largest possible value leads to a quasi-strict respect of the g > 0 condition while there will be large trun-
cature oscillations and thus a poor respect of A > 0 or chosing ¢ as a compromise of both g > 0 and A > 0 conditions.

In order to verify the assumption that the DLFT-HBM tends towards LCP-HBM, it is possible to use a refinement

strategy for the value of £. This methodology consists in calling the DLFT-HBM solver successively with an increasing
value of € such as g; = 2¢;_; at the i*" iteration. The essential step to make this strategy work is to provide the
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Figure 19. Parametric study on € for N = 20, Ny = 600, kobs = 4kroa at w = wo, (a) contact forces before truncature, (b)
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solution of the (i — 1)* iteration as a starting point of the i*! iteration. The solution of the previous iteration being
relatively close of the solution of the current iteration, it is a guess that allows the optimization solver to converge
on very large values of € where a direct resolution would fail. These simulations are conducted on the rigid obstacle
case in order to ensure this behaviour on the most challenging model and the results are displayed in Fig. 21.

By refining € from g = 1- 10" N-m~! to €15 = 2% ~ 1- 10" N-m ™!, the DLFT-HBM simulated contact law
appears identical to the one simulated by LCP-HBM. Numerically, having ¢ this large means that gx and g, have
become so close that the couple (A, gx) strictly respects the UCC in the time domain before truncature as does
(A, gy) by construction. DLET-HBM and LCP-HBM solutions are then equivalent because the latter is built so
that the respect of the UCC in the time domain is ensured. This means that both methods, that can be qualified
as AFT and pseudo-AFT, present the same defect: the truncature of the contact forces comes with a difficulty to
represent the unilateral contact law. The LCP-HBM contact law, which is DLFT-HBM’s asymptotic contact law,
can be considered as the one lagrangian contact law for the couple (N;, Ny,) that strictly respects the gap condition
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Figure 21. Refinement procedure for ¢, Ny, = 20 and N, = 600, DLFT-HBM starting point € = o = 1 - 10'* N-m ™! ),
DLFT-HBM after refinement € = 2'%¢5 ~ 1- 10" N-m™" (—), LCP-HBM (==), unilateral contact (==).

after truncature. It seems that the only improvement that can be done is by widening the bandwidth of resolution
(increasing Ny,) in order to reduce the influence of the truncature on the contact law, hence describing more precisely
the transition from the separated state to the contact state (nonsmoothness). The observation made on Fig. 21
also show that both DLFT-HBM and LCP-HBM do not treat the gap condition and the contact force condition at
the same rank: only one of the two is chosen to be respected even after truncature. Indeed, the contact forces still
experience spurious oscillations that violate contact conditons even for extremely large values of €.
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4.2 Spectral analysis

In order to further investigate the bias of interpreting the pre-filtering contact forces signals inside an AFT procedure,
already evoked in Sec. 4.1, it is interesting to represent the spectrum of contact forces for different & values represented
in Fig. 22.
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Figure 22. Parametric study on e for N, = 20 and Ny = 600 at w = wo: contact forces spectrum for kops = 4kyod, (a) before
truncature, (b) after truncature, TT flexible obstacle (—), LCP-HBM (- - ), DLFT-HBM (—), HBM bandwidth (7).
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It is possible to compute spectra further than the HBM bandwidth since both methods need to oversample
the time domain to fully describe the contact phase. The DLFT-HBM spectra displayed in Fig. 22a show a good
concordance with TI inside the HBM bandwidth but the signals do not correlate beyond the cutting frequency.
Moreover, according to the value of ¢ for DLFT-HBM forces the spectra show a high level of variation. This
consolidates the idea that it is not careful to make any physical interpretations on the contact forces prior to
truncature and that it is necessary to use the filtered signal before doing so. As displayed in Fig. 22b, the value of ¢
has an impact over the spectra inside the HBM bandwidth, but its influence is very limited to the neighbourhood of
the asymptotic solution that is the LCP-HBM.
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4.3 Convergence analysis Ny,

The contact laws studied in Sec. 4.1 seem to be limited by the HBM cutting frequency. The influence of the number
of harmonics NV}, is assessed in Fig. 23. Increasing this value leads to a decrease of the amplitude of truncature
oscillations, moreover the oscillations around g = 0 are tightening. This means that all three UCC are positively
impacted by an increase of Ny,. Obviously, this improvement comes with computational cost and a high level of
precision on the contact law is not a necessary condition in order to converge on the system’s dynamic response. A
number of harmonics around 20 already ensures good nonlinear response curve convergence for the presented rod
model application as shown in Sec. 3.6.
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Figure 23. Simulated contact law as a function of Ny for DLFT-HBM with N; = 400 at w = wo, (a) whole period, (b) around
g=0, Ny, =10 (—), N, =20 (—), N, =30 (), N, =40 (—), N = 50 (—), unilateral contact (m).

This article presented two Harmonic Balance Method-based numerical strategies using Lagrange multipliers for
vibro-impact systems subject to unilateral contact constraints. Both these methodologies provide information
over the limits of the AFT procedure as well as the use of lagrangian in frequency formulations. The use of a
monodimensionnal rod model reveals the inherent difficulties to such nonsmooth systems. The system is being
firstly treated with a flexible obstacle that helps smoothen the contact interactions and acts like a low-pass filter for
the contact forces thus restraining the spectral width of the response. The linear complementarity problem taking
into account the unilateral contact constraints as part of the resolution, the positive gap condition is ensured on
the time signals even after HBM truncature. The dynamic lagrangian formulation appears to restitute a different
contact law because the unilateral contact constraints appear in a weaker form in its equations. Introducing a
rigid obstacle leads to the validation of the methodology on even more numerically challenging test cases, moreover
the nonlinear frequency response curves demonstrate the robustness of the given methodologies. An extensive
study over the DLFT-HBM’s main numerical parameter shows an asymptotic relation between the two presented
strategies: the DLFT-HBM’s simulated contact laws asymptotically tend towards the ones given by the LCP-HBM
formulation. This observation is attributed to the AFT or pseudo-AFT feature of both strategies as well as a
lagrangian formulation on the contact forces, thus favoring the gap condition over the force condition in the unilateral
contact constraints. The oversampling of time signals in AFT procedures was investigated and it was shown that
non-physical high harmonics are generated that need to be filtered before any interpretation. A final parametric
study is led on the number of harmonics and shows that the wider the bandwidth is, the better unilateral contact
constraints are respected. This work demonstrates some new aspects in lagrangian contact formulations associated
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with the harmonic balance method. Indeed, this paper shows that the LCP-HBM formulation is able to quantitatively
describe the contact interactions in an academic case, unlike what was initially proposed in the LCP-HBM founding
article [26]. Moreover, the DLFT-HBM numerical parameter € has been extensively studied in order to give insights
on the choice of its numerical value as well as its influence over the contact laws. Further works will be conducted
on the presented methodologies on industrial test cases in the field of turbomachinery to deal with rotor/casing
contact interactions.
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The residual expression is:

Ho(%) =X + A — 1L,

(67)

In order to compute the full jacobian matrix associated with a continuation procedure on w, it is necessary to

compute both a?jr and 5’Hr' The former reads:
ox, Oow
M. 1))
— = Zr -
0X, + 0X,

A
With aT computed through an AFT procedure:

ox,
02 —Z,.—¢<¢I and { oA } = ?%
i=1...Ny

0%, %, 0%,

And then the corrections are made based on the sign of Ax:

i 0 if Al <0 3 i
oA = AN , and aTA =F { ai}
0%, X i AL >0 0%, 0% J i1 N,
o,
OH,

It is now necessary to compute

Ow
oM, O0Z._ Of. O

o oo e e
The first term reads:

red

T~

As shown, it is necessary to build the 3 matrix prior to the calculation of 3 X,
w w
oY/ 07 07 _1
== —-|= Z7 7y,
Ow [aw]nl |:aw:|nlL LS
07 07Z
ZarZi' | 5| Z0'Zo — ZonZgt | o
oLy |:aw:|L L Shnt LA |:aw:|L,nl
Z Z
With the block diagonal matrix g— whose blocks % are defined by:
w w

0z, [-2k*wM  kC
B —kC  —2k’wM

) Vk € [[O,Nh]]
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The second term of Eq. (71) is as follows:

of, 0Z, i~ -
%: Ow ((Zl}ed) 1frled+(z1%ed) 1fr2ed>

~ 1
_1 | O 1 [0Zeq 1" i~
+Zr ((Zied) ' [ awd] - (Zied) ' |: 8wd:| (Z}ed) ! frled

w

~ 2
- afrc - aZrc 2 —173
+ (Zfed) ' [ 8wd] - (Zfed) ! |: 9 d:| (Z?ed) ! fl?ed)

where:

aEred 0Z -1 -1 0Z -1\7
=\ 5| Zy —ZurZ; || Zp |f
ow (L’%}LLL L PEEL ] B . L

X OA
The last term of Eq. (71) % is computed through an AFT procedure, as for =
w X,

o Ow  ow T . Ow J iy N, 7 Ow

And then the corrections are made based on the sign of Ax:

AN 0 if )\; <0 a'): X
- i d 22 -
Ow { 2 if A\l >0 an Ow ]:{ Ow }z‘=1

.. Ny
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