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ABSTRACT Today’s technology still limits the accessing to 2D information (images, graphics, charts,
maps, paintings, etc.) for visually impaired people (VIP). Existing solutions for human-machine interfaces
are expensive and have yet to be available to the many. Therefore, we propose a novel and inclusive
haptic architecture to access and interact with 2D data, relying on the force-feedback principle, and named
Force-Feedback Tablet (F2T). The F2T’s architecture is based on a flat thumbstick mounted on a 2D
actuated support, enabling force feedback effects on user’s finger. The flat thumbstick measures the user’s
intended movements independently from mobile support’s actual movements, enabling highly interactive
effects, static and dynamic effects, or guidances. Moreover, the mechanical structure does not need to
be backdrivable, simplifying the motion control, and reducing the costs of the device. Finally, the F2T
architecture allows designing lightweight, compact and scalable devices. To validate and demonstrate the
relevance of the F2T architecture, we present two lightweight prototypes. Two series of preliminary tests
with VIP and blindfolded participants confirmed the system’s effectiveness at providing shape and spatial
layout understanding. Results obtained during the evaluation are encouraging with high recognition rates.

INDEX TERMS Haptic interfaces, force feedback, human–computer interaction, visually impaired people,
accessibility.

I. INTRODUCTION
Nowadays, graphical data is increasingly ubiquitous. Most
information sources have been digitized, and the advent of
smartphones, social media platforms, and wearable smart
devices have powered an ever-growing exchange of video and
image content over the web. Thus, culture and education are
getting increasingly reliant on pictures, schematics, videos,
or maps. Accessing this information is difficult for Visually
Impaired People (VIP). There are 285 million VIP worldwide
(including 39 million blind people) [1]. Although many
solutions have been proposed to help tackle this issue over
the years [2], they provide limited access to graphics. Their
main drawbacks are the reliance on pre-made (text-audio)
descriptions, their linear nature, and the lack of spatial
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information [3]. This prevents their users to get general
content, or at-a-glance information.

Another solution is also widely used, relief documents,
such as maps with magnets, thermoformed surfaces or
3D representations of objects. Especially, they are used
for educational purposes in classic or orientation-mobility
classes of dedicated schools. However, such documents are
usually expensive to print, static, and require well-thought
simplifications to be intuitively understood. They often
present many details, and the sighted person assistance is
necessary to understand the presented information.

More recently, electronic touch simulating devices have
been developed to convey refreshable haptic information
(cf. infra). Compared to audio-based solutions, haptic devices
allow the active exploration of the represented graphical
content. Therefore, they provide more information about
the explored element’s spatial structure. Many theoretical
and experimental studies have highlighted the importance of
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active exploration to learn new sensori-motor control laws.
It is a necessary prerequisite to the emergence of spatial
awareness ( [4], [5]).

Despite those advantages, few haptic devices are developed
for VIP [6]. Such devices usually require an external
interface which often relies on specific hardware. As a result,
their cost is often prohibitive. Furthermore, they do not
allow for intuitive ‘‘non-visual’’ scene recognition, limited
by the feedback possibilities of existing touch-stimulation
technologies. To allow an intuitive exploration, a device
should provide information to both localize and recognize
the various elements (i.e. objects or areas) of the scene
through haptic exploration. Localizing and recognizing an
object requires the integration of its shape throughmovement,
and relies on edge perception. Tactile edges may be induced
with tactile gradient perception through our fingertips [7],
the object’s textures provide additional information and
reduce the cognitive load during the recognition.

Many efforts have been devoted to designing efficient
actuated systems for tactile displays ( [8], [9]). However,
most haptic technologies provide either edge or texture-based
perception. Consequently, they present incomplete repre-
sentations of data which prevents the user to understand
graphical information [3]. This lack of appropriate haptic
feedback technology is a real obstacle to VIP inclusion
in today’s digital society. Therefore, we propose a novel
architecture to design the graphical displays for VIP.

Our architecture relies on sensori-motor theories of
perception [5] and interactive force-feedback to allow the
intuitive perception of both the shape and texture of objects.
Our proposed architecture, the Force Feedback Tablet (F2T),
is based on an original 2D force feedback system, and
employs a combination of interactive effects (controlled by
both the user’s movements and image content) and guided
movements to help understanding complex dynamic graphi-
cal content. The F2T architecture will allow the development
of affordable haptic interface using force-feedback effects
to facilitate access to graphical information (such as art,
schemas or maps).

The paper is organized as follows: Section II describes a
representative overview of current devices based on the force
feedback principle. Section III introduces the theoretical
basis, principles and possibilities of the F2T. Sections IV
and V present the two prototypes of the F2T and the
results of their evaluations. Section VI recalls this research’s
main contributions and offers some future development
perspectives.

II. RELATED WORKS ON FORCE FEEDBACK HAPTIC
DEVICES
Current technologies for 2D data display consider haptic
surfaces and force feedback devices.

Haptic surfaces can be classified into three categories:
taxel-based matrices, stimulation surfaces, and wearable
actuators. Taxel surfaces (e.g. [10]–[12]) allow free explo-
ration of the whole surface and feeling object edges;

however, they display images with a limited (fixed by
their construction) resolution, and cannot display textures.
Stimulation surfaces (e.g. [13], [14]) display textures and are
less expensive than taxel surfaces, but they cannot display
edges and are limited to single-touch exploration. In general,
wearable actuators (e.g. [15], [16] can display textures, some
of them allow even multi-touch exploration; nevertheless,
to work properly, they usually require additional devices.

The force-feedback devices try to overcome these limits
in textures and landforms display. Indeed, they aim to
simulate physical properties of virtual objects by applying
mechanical feedback to the user’s body (mainly hand and
forearm). Recent solutions propose to (re-)present 2D or
2.5D objects. Kim et al. [17], Hausberger et al. [18], and
Maiero et al. [19] address solutions based on a touchscreen
mounted on actuated structures. These structures generate
a force feedback by moving the touchscreen to simulate
2.5D elements with different kinds of frictions. Despite
their effectiveness, these devices use a cumbersome structure
and require the user to see the screen. Consequently, these
solutions are inappropriate for VIP.

Other approaches use a small surface or a stylus attached to
a force feedback robotic arms ( [21], [26]), or a 2 degrees of
freedom arms integrated into a desktop computer; that makes
the user interact with the screen’s content [20]. However,
like the previously mentioned devices, these systems are
cumbersome and expensive.

Many 2D haptic systems use a pantograph architecture
([22], [23]). As the arm’s position is acquired by measuring
motor angles, these systems require a high backdrivability to
allow the user to manipulate easily the devices’ arms. This
backdrivability implies no reduction gears and high-torque
motors. The position is estimated using encoders on motor
axes, requiring the end effector to move to get the user’s
intentions. This approach limits the possibilities of interac-
tions with the user. Moreover, this device cannot provide
a consistent maximum force and velocity on the usable
surface, and the complex control model is necessary to move
arms properly. The interaction issue of pantographs has been
partially solved by acquiring the intended orientation with a
rotary end-effector; that makes it possible to move an avatar
in an interactive environment [24]. Generally, the specific
pantograph arms architecture makes these devices bulky for
a limited available surface. It cannot be considered as an
alternative for a portable system used by the VIP.

Saga and Raskar [25] propose a 2D device based on
an actuated sliding pad using a 2D SPIDAR architecture.
The sliding pad is moved over a touchscreen with four
actuated pullingwires. This system generates the haptic effect
simulating frictions and the height variations with a compact
design. However, it requires some movement of the end
effector which limits the interactive possibilities with the
user.

Consequently, we present a novel force feedback architec-
ture, named F2T, which provides edge and texture effects,
high interactive capabilities, and a high resolution dynamic
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TABLE 1. Comparison of some solutions for force feedback devices with the proposed architecture.

FIGURE 1. Principle of the Force Feedback Tablet (F2T): the F2T (left) consists of a mobile actuated support with a flat
thumbstick on top of it. The control system (right) controls the mobile support in position to follow the user’s finger using
thumbstick’ values. The control system gets the haptic information about the touched point (x, y ) of the displayed image
(here, a map where colors define height and friction properties, c.f. Section IV-A) to define an offset to induce in the
position control of the mobile support, and producing a force feedback on the user’s finger through the centering spring of
the thumbstick (c.f. Figure 2).

display of 2D data. In Table 1, we compare the technique of
our architecture with the recent solutions.

The originality of this device is twofold: a) the use of
a mobile flat thumbstick as the end effector to estimate
the user’s intended movement independently from actual
movement; this allows a large variety of complex haptic
and kinesthetic effects, and simplifying motion control and
mechanical actuation; b) the use of a simple yet efficient
structure allowing the design of lightweight, compact,
scalable, and affordable assistive devices suitable for VIP’s
daily tasks. The principle of F2T is outlined in Section III.

III. A NOVEL FORCE FEEDBACK HAPTIC ARCHITECTURE
The Force Feedback Tablet (F2T, Figure 1) is a new
architecture for devices using force-feedback to generate
haptic effects such as height/depth variations, borders (edges)
and textures. This device acquires the user’s intentions
independently from the current end-effector movement via
the thumbstick (Figure 2). This specificity allows applying
a wide variety of dynamic and interactive haptic effects
such as flow or movement deviation. We consider these
effects as active as they require external movements to be
represented.

FIGURE 2. A flat thumbstick is placed on top of the mobile support (in
blue) to acquire user’s intended movement. As the user manipulates the
thumbstick cap, the difference EJ between the finger’s position and the
support’s position is measured. The motion control moves then the
mobile support to follow user’s finger. By inducing offsets in this motion
control, it is possible to set a predefined offset in the position difference
EJ . The centering springs of the thumbstick apply a force that is nearly
proportional to the offset, allowing to control the force experienced by
the user.

A. PRINCIPLE OF THE FORCE FEEDBACK TABLET
The F2T is an architecture based on a 2D frame. The
mobile support is actuated through two orthogonal motorized
axes to allow the thumbstick to be moved on the X and
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Y axes. Therefore, the frame is similar to a tracing table.
However, it uses a speed control instead of position control.
A thumbstick is used as input for the user’s movement
intentions. The frame is servo-controlled in speed based on
this input to follow the user’s finger.

A flat thumbstick consists of two orthogonal linear poten-
tiometers which give the position difference EJ = (xj, yj) in
[−1, 1]2 of the thumbstick cap (Pfinger ) from thumbstick base
(Psupport ) within a range of several millimeters. Centering
springs maintain the thumbstick cap to its center position,
and apply an opposite force when the cap is moved, that can
be considered as proportional to the distance from the center
position.

The user’s intended movement can be measured
(through EJ ) independently from the support’s movement
making possible to use non-reversible transmission gears
(e.g. high reduction gear or screw-nut gears). Therefore,
the mobile support can stop the user’s movement without
powering the motors. Moreover, the mobile support move-
ments are not influenced by the lateral forces applied by
the user, allowing haptic effects and movements of higher
precision. Instead of letting the user to move the mobile
support, the system uses the thumbstick vector EJ (Figure 1)
to detect the user’s finger intentions and control the mobile
support speed through proportional control in (1) or a PID
controller to define themotors’ speed command EV = (Vx ,Vy)
and make the mobile support following user’s finger:

EV = α · EJ , EJ = Pfinger − Psupport (1)

where α is the maximum speed value. Therefore, the support
follows the user’s finger by minimizing the value of |EJ |.
Note that in this configuration, the user only manipulates
the thumbstick cap, which significantly reduces the problem
of perceived inertia of the manipulated device. Then,
the force feedback is obtained by applying offsets on the
support movements, simulating perturbations produced by
the presence of virtual objects or textures (Figure 1). The
user experiences force feedback through the thumbstick’s
centering spring that generates a force proportional to −EJ .

In Section II.B, we note EV the initial intended speed, that
is the movement generated by the device to follow the user’s
finger. The output speed EV ′ is modified by haptic effects that
is actually applied to the mobile support, and P = (xp, yp)
the current position of the mobile support on the available
surface.

B. MOTOR CONTROL
The F2T’s principles allow producing several haptic effects,
which add offsets to the control speed EV . These effects
can be cumulated by applying them successively. In this
case, the output speed EV ′ of an effect is used as the input
speed vector EV of the next effect. The number and order
of applied effects can be changed according to the desired
haptic perceptions to induce. In its first academic prototypes,
the following effects were proposed and implemented:

frictions, edges and reliefs, attractors, flows and railings. The
guidance modes of the device are also presented.

1) FRICTION
Friction is the simplest effect. It reduces the speed of the
mobile support to oppose the intended movement. Two
friction types can be simulated: fluid and solid. With fluid
friction, the initial speed is reduced proportionally (2):

EV ′ = EV − EV · ff (xp, yp) (2)

where ff ∈ [0; 1[ is the fluid friction coefficient. When ff
is close to 1, the effect produces the feeling of moving in a
viscous liquid.

The solid friction effect is generated by reducing the initial
speed with a constant value when the speed is higher than this
value, and stopping the movement otherwise (3):

EV ′ =

{
EV − fs(xp, yp) ·

EV
|| EV ||

when || EV || > fs(xp, yp)

0 else
(3)

where fs ∈ [0; 1[ is the solid friction coefficient. When
fs is close to 1, the effect produces the feeling of moving
on a rubber surface. Different levels of solid and fluid
frictions help users discriminate different objects through
their simulated textures, and thus recognize them faster.

2) EDGE AND RELIEF
Relief simulation is done by applying an offset proportional
to the gradient of the virtual object’s S height. Then,
the resulting speed is defined as (4):

EV ′ = EV −
−−→
grad S(xp,yp) (4)

Various effects can be experienced by applying this
principle (Figure 3). When the slope of the object’s edge
is small, the user’s finger will be either slowed down or
accelerated depending on the direction of the gradient. This
effect can be used to explore a bas-relief or to guide the users
along a trench, maintaining their finger on a path.

When the gradient is strong enough, the movement will
stop. In that case, the finger’s user can slide along the object’s
edge which makes the user easily recognizes object’s shape
and object’s outline.

3) ATTRACTORS
The F2T allows creating spatial attractor effects. These
attractors are 2D areas towards which the mobile support will
be pulled or repulsed with varying intensity. The attractor’s
strength of pull depends on the distance between the finger’s
user and the closest point of the attractor. This attraction force
is applied to guide the thumbstick until reaching the attractor
when the thumbstick ismoving outside the attractor area. This
force is defined by (5):

EV ′ = EV +
B

d(P,M )2
×

−→
PM

||
−→
PM ||

(5)
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FIGURE 3. a) (Side view) the gradient of the surface height is subtracted
from the initial speed, decreasing it when climbing or increasing it when
going down, simulating height variations. b) (Top view) when the height
gradient is high, such as in the case of a border, the mobile support is
stopped and slide along the border, allowing the feeling of the edge of an
object.

FIGURE 4. a) The surface defines a vector field that adds a vector EF(xp,yp)
to the initial speed, simulating a dynamic surface such as a waterflow. b)
The railing system constraints the speed toward a predefined direction,
given by direction of ER(xp,yp) by reducing the perpendicular component

of EV . This effect can be used to guide the user along a given direction.

where B is the character force of the attractor,M is the closest
of attractor point, and P is the position of thumbstick. The
attractor effect can be used to guide the user in a better way
than a trench, as the user’s finger is attracted when it goes out
of a path.

4) FLOW
As the tablet is actuated, it is possible to simulate a dynamic
area by defining an offset vector at each position (x, y) of the
image (Figure 4a). The flow effect adds the associated offset
to the position of the thumbstick (6):

EV ′ = EV +
−−−−−→
F(xp, yp) (6)

The flow effect allows simulating mobile (dynamic)
elements, such as water or wind, that carry the user’s finger
along with a specific flow.

5) RAILING
The railing effect intends to partially constrain the user to
move in a given direction (Figure 4b). Unlike trenches and
attractors, the railing effect (7) does not guide the user on a
predefined path, but deviates the movement make it closer to
the predefined direction. The rail direction vector ER can be
defined at each position (x, y) of the image. The railing effect

is generated by reducing the component of speed vector EV
that is orthogonal to the direction vector

−−−→
R(x, y):

EV ′ = EVEu + EVEuT × (1− ||
−−−→
R(x, y)||), Eu =

−−−→
R(x, y)

||
−−−→
R(x, y)||

(7)

where
−−−→
R(x, y) is the rail vector at current position P = (x, y),

and ||
−−−→
R(x, y)|| ∈ [0, 1], EVEu is the component of EV on direction

of
−−−→
R(x, y), and EVEuT is the orthogonal component that is

reduced according to the norm of ER. This effect can be used to
lead the user in a given direction, or increase the perception
movements.

C. F2T GUIDANCE MODES
The tablet is actuated and can move without being influenced
by user’s movements, therefore, it offers an original feature
to explore the haptic image. Indeed, it is possible to
‘‘forcefully’’ guide the user along a path. The proposed
guiding system uses a sequence of waypoints defining the
path to follow. The thumbstick moves towards the first point
Ti of the sequence, with a predefined speed vi. When the
thumbstick’s position is close enough to this point (d(P,Ti) <
dmin, where dmin must be defined according to the precision
of the tablet), point Ti is removed from the sequence and,
if the sequence is not empty, the thumbstick moves towards
the next point Ti+1. Pauses can be added among points to
provide additional feedback, such as an audio description of
the currently explored area.

Two guiding principles are proposed: full guidance, and
guidance through a series of attractors. In the fully guided
mode, the user’s inputs are no longer taken into account.
Therefore, the thumbstick is only driven by the control system
as in (8):

EV ′ = vi ×
−→
PTi

||
−→
PTi||

(8)

where Ti is the following point of the sequence and vi is the
speed associated with the point Ti.
In attractor sequence mode, points successively attract the

thumbstick with a constant force (9). However, the user’s
input is still taken into account, allowing resist the movement
and experience other effects.

EV ′ = EV + fi ×
−→
PTi

||
−→
PTi||

(9)

where fi is the attraction force associated with the attracting
point Ti. These guidance principles allow showing important
places and paths on a map, or even to tell the story behind a
piece of art.

This Section presented the principles of F2T and a set of
haptic effects. These principles have been integrated in two
academic prototypes, presented in Section IV and Section V.

IV. EVALUATION OF THE FIRST PROTOTYPE
A. F2T FIRST DESIGN
We applied the F2T architecture to build a first prototype,
shown in Figure 5. Its concept is validated by blindfolded
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FIGURE 5. First version of the F2T built using a Lego frame. The mobile
support is actuated with two continuous rotation servomotors, and the
thumbstick’s position is obtained using a top-view camera detecting the
servomotor’s position with blue markers placed on them.

and visually impaired people through several experiments.
The prototype’s mainframe is made of Lego pieces. The
mobile support is actuated by two continuous rotation
servomotors, through a pinion and rack transmission. The
user’s movements are detected using a flat thumbstick which
is made from portable game consoles. The thumbstick’s
position is obtained using a top-view camera detecting the
position of the servomotors on their respective racks. The
device is controlled by a standard PC through an Arduino
Nano board. This prototype weighs around 400g. The F2T’s
software is implemented in Java, and the tactile properties are
encoded using up to four classes of RGB images.

The first class of images encodes fluid friction, solid
friction and height: for each pixel of the image, red channel
encodes the fluid friction, blue channel encodes solid friction
and green channel indicates the elevation of the pixel. The
luminosity of color corresponds to different levels of friction
(friction coefficients in (2) and (3)) or levels of height
(gradient in (4)). Figure 6 gives some examples of tactile
images.

The second class for flows (6) and the third class for
rails (7) are both encoded using specific images which
define a vector (EF or ER) in each pixel through the red and
green channels, corresponding to the X and Y components
respectively, as illustrated in Figure 7.
The fourth class for attractor effects is encoded through

binary images where white pixels define the attractor’s area
in Figure 8.

The guidance is defined using a text file, where each line
defines a point in the path sequence with its coordinates,
the speed or attraction force, and guidance mode. This file is
loaded by the F2T software to generate a path (as illustrated
in Figure 9).

Using this list of files, the control software generates a
virtual environment that the user can explore. We developed

FIGURE 6. Examples of color-coded representations of the haptic effects
used to simulate image properties. From left to right: fluid friction, solid
friction and elevation. The last image combines these three properties
(yellow is a combination of red and green).

FIGURE 7. Illustrations of color-coded representation of the flow and rail
effects, where each pixel’s color encodes a vector. Left: the red and green
components of a pixel color encode the X and Y components of the
vector. Middle: colour chart. Right: example of a flow image descriptor.

FIGURE 8. Example of attractor image. White areas attract user’s finger
like magnets. We intend to use such a feature in reading assistance
applications to help spatializing texts and control text-to-speech software
speed.

a simple script language to load or change images and
paths, and to play sound files when predefined conditions are
fulfilled. This scripted systemmakes it possible to define sce-
narios and synchronize the guidance with audio-descriptions,
or to change the virtual environment configuration.

B. FIRST PROTOTYPE’S EVALUATION
We evaluated the suitability of the device to convey shape
and movements information through three evaluation tests
without time limits: E1, E2, and E3:

- E1 evaluates the perception of movement direction
(cardinal directions and their combinations), cf Figure 10.

- E2 evaluates the perception of a sequence of curve direc-
tions (Figure 11) and basic geometric shapes (Figure 12).
Participants must answer by reproducing the shape or angle
manually.

- E3 perception of complex shapes, using curved lines
representing rivers, a snake and interconnected circles,
inspired by Australian aboriginal paintings.1 These shapes

1Dream of the Snake by Warlimpirrnga Tjapaltjarri, and Three Rivers by
Rover Thomas Joolama, Musée du Quai Branly, France.
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FIGURE 9. Guidance points (green points) on the interface of F2T’s
software. The generated path is used to guide the user through the image,
facilitating a subsequent free exploration.

are illustrated in Figure 13. Participants had to answer by
describing the perceived shapes through oral feedback and
gestures.

Fourteen participants from both France and Poland
performed these tests; 7 were congenitally blind, 3 late
blind and 4 blindfolded. There are eight women and six
men ; six of them were in the age range 40 to 60 and
the others were in the age range 20 to 40. Half of the
participants were from academia, the other half from various
VIP charities. The candidates do not have other impairments

FIGURE 10. Line directions. Starting point of thumbstick is a black circle.
From left to right the figure present north to south, west to east,
south-east to north-west, north-east to south-west and south-west to
north to south-east directions.

FIGURE 11. Curve directions. Starting point of thumbstick is a black circle.
From left to right the figure present south-west to north-east, north-east
to south-west, south-west to north to south-east directions and S-shape.

FIGURE 12. Basic forms. Starting point of thumbstick is a black circle.
From left to right the figure present square, circle and triangle form.

FIGURE 13. Examples of complex figures. Left: Three Rivers painting. The
F2T guides the user through the three rivers and their confluence. Middle:
part of the Dream of the Snake painting. The shape of the snake’s body
was accentuated to cope with the first prototype’s smoothness
limitations. Right: simplified representation of the circles and path
patterns of the Dream of the Snake painting.

(no comorbidities). Each participant declared being unfamil-
iar with force-feedback devices.

Each participant signed an informed consent form. The
participants were placed in front of a table with the F2T.
A brief description of the F2T was given, followed by a two
minutes training with the device’s thumbstick manipulation.

Then, the evaluation consisted of the recognition of
a series of simple movements and geometrical shapes.
Firstly, 8 cardinal directions were tested in E1. Secondly,
simple shapes were tested in E2. Finally, complex shapes
in Figure 13 were tested in E3.

After three evaluation tests, we show the recognition rate
in Figure 14 for simple directions and simple geometric
shapes. The average overall recognition rate for simple shapes
is 89.3%. The participants easily recognized orthogonal
directions, curves and geometric figures, while the diagonal
recognition rate was lower (µ = 75%).

For complex shapes, every participant reproduced them
correctly. The length of the rivers and their relative location
were adequately estimated. However, the connected circles
were correctly recognized by less than half of the participants.

C. DISCUSSION
The perceived stimulations were qualified as suitable and
non-invasive, which made their cognitive interpretation
possible. Overall, simple shapes were recognized easily by
the participants. The observed confusion between curves
and stepped lines, and the lower recognition rates on
diagonals may be explained by the thumbstick’s jerky
movements. Those jerky movements are the weakness of this

FIGURE 14. Recognition rates for simple directions and simple geometric
figures.
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FIGURE 15. Second prototype of the F2T. The mobile support (thumbstick)
is actuated with two high-torque electric gearmotors, and its position is
obtained using magnetic encoders mounted on the motors’ axes,
allowing to measure the support position with low latency.

prototype’s motion control system: the motors, at low speed,
had insufficient power to drive the thumbstick in straight
diagonals and the long control loop (40ms) prevented smooth
motion control.

However, the interpretation is influenced by the end-
user’s education; therefore, an additional sensory channel
would help provide complementary data to haptic and tactile
representations.

Following this first series of tests, the participants sug-
gested several possible improvements for the device:

- increase the fluidity of the movements, which is critical
for curve recognition;

- use variations in guidance speed to simulate different
perceptual effects;

- implement multiscale exploration, through distinct levels
of details, in order to better perceive complex figures;

- let the participants freely explore the usable area of the
device before the tests;

- let the participants control the interaction type (guidance
vs free exploration).

The above reasons motivate us to build the second
prototype (cf. Section V).

V. EVALUATION OF THE SECOND PROTOTYPE
Most of the hardware and software related feedbacks
collected during the evaluation of the first prototype were
integrated into the design of the second one. This section
introduces the F2T second prototype and its experimental
evaluation.

A. F2T SECOND DESIGN
The F2T’s second prototype (Figure 15) was built with
3D-printed pieces and acrylic plates. This prototype is
actuated with DC gearmotors (6V, reduction of 250:1,
120RPM, 40N.cm−1 under 9V with a maximum current
of 500mA), which allow more precise and fluid movements

FIGURE 16. Six different angles presented in a randomized order. The
green area represents walls forming an acute, right or obtuse angle. The
participants could freely move in the black area, but were blocked by the
green one.

with a maximum speed of 8cm.s−1. The thumbstick’s
position is obtained through encoders instead of a camera
(first prototype) to reduce the latency to 1ms (compared
40 ms of the camera); it can increase the reliability and
responsiveness of the motion control system, and also allow
a more compact design. The usable surface is increased from
15×15 cm (in first prototype) to 20×20 cm; therefore, more
detailed image’s displays (and zoom in/out operations) can be
offered. The prototype weighs light around 900g and the cost
is low (does not exceed 100 e ).

An improved control system based on two control loops
was designed. The first loop controls the position of a
virtual thumbstick (the theoretical position). The second
loop constrains the real mobile support to follow the virtual
thumbstick position using a PID controller. This solution
increases the fluidity and precision of the movements
by reducing the delay of the main control loop and by
removing the accumulation of errors on the estimation of
the thumbstick’s position (due to inertia and the motor’s
imprecisions).

To evaluate its performance, two experiments were
designed: angle perception in Section V.B and room layout
perception in Section V.C.

Twelve blindfolded participants were involved in this study
(9 of them were in the age range of 20 to 30, and the
others were in the age range of 30 and 50). We involved
only blindfolded participants as some experiments require
drawing again the haptic image (displayed on the F2T).
These participants did not participate in the evaluation of
the first prototype, and they declared being unfamiliar with
force-feedback devices.

B. ANGLE PERCEPTION
1) PROTOCOL AND RESULTS
In the first step, six angles were presented in a random order
to every participant: 45, 90, 135, 225, 270 and 315 degrees
(Figure 16). They were asked to freely explore the image and
to slide along the two borders forming of the angle when
they found them. They were tasked to give the perceived
approximate angle value orally when ready. The exploration
time was recorded.

The collected results are summarized in Figure 17. The
average exploration time for all 6 angles was 58.5 seconds
(σ = 12.8 seconds). Right angles were easily identified, with
a Mean Average Error (MAE) of 1.7 degrees. The highest
MAE was observed for 45◦ angle (MAE = 9.5◦) and for the
135◦ angle (MAE = 8.2◦).
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FIGURE 17. Mean Average Error (red - in degrees) and response times
(blue - in seconds) for the six tested angles. The perceived angles were
expressed in the range 0-180 degrees instead of 0-360 degrees (e.g. the
angle of 315 degrees was expressed as this of 45 degrees).

2) DISCUSSION
Overall, this first experiment shows that the F2T can be used
to follow and recognize angles of an object’s edge with an
average angle estimation error of less than 10◦ across all
tested angles. Right angles (90◦ and 270◦) seem to be easier
to recognize, because horizontal and vertical movements are
smoother than diagonal ones. Besides, this could also be that
right angles occur more frequently in our daily environment;
as a results we are more familiar with them.

The participants needed longer exploration times for
re-entrant angles (> 180◦) as the explorable surface (black
areas in Figure 16) is larger. The reason is moving fast around
the junction point of re-entrant angles; this may cause the loss
of contact with the followed edge due to inertia. While salient
angles (< 180◦) are easy to follow by slightly pushing against
their borders. Indeed, we often observed that users lost time
trying to retrieve the lost re-entrant angles.

C. LAYOUT PERCEPTION
1) PROTOCOL AND RESULTS
The second experiment consisted of the exploration of 4
virtual rooms, which is symbolizing the layout of an
apartment. The participants were informed that each room
has an entrance and an exit door, with exit doors identified
by a high friction area (shown in red color in Figure 18). The
layouts of the rooms were presented from simple to complex.
Each room was explored successively by the 12 blindfolded
participants, starting at the entrance door. Before moving to
the following room, the participants were tasked to draw the
outline of the explored room (without the blindfold). This
outline must include the position of the entrance and exit
doors. The exploration time was recorded in each trial.

To understand deeper the layout perception, the partici-
pants were divided in two groups with respect to of two
experimental conditions. The first group started by freely
exploring the virtual room until they had a clear idea of its
shape, and were then asked to show the location of the exit
door, and to draw the perceived layout of the room on paper.

FIGURE 18. The four virtual rooms generated by the F2T (left). The walls
of the rooms are shown in green, and cannot be crossed with the
thumbstick. The entrance door was always at the bottom of the image (in
front of the user), and the exit door (in red) was encoded by a specific
force feedback texture. An example of the drawings from one of the
participants is given on the right.

FIGURE 19. Average Exploration Time (in seconds) for the 4 explored
room layouts: free exploration times (blue), and free exploration time
after the guided exploration (red).

The second group were first guided in the virtual room by
the F2T’s guidance mode; then, they could freely explore the
room until they felt confident enough to be able to draw its
shape.

The room’s shape and the door’s locations were perceived
and reproduced correctly in most trials. The layout of right
angled rooms was the most easily apprehended, whereas
rooms with diagonal walls usually proved more confusing
(Figure 18).

Figure 19 shows the Average Exploration Times (AET)
for each room for both experimental conditions. The AET in
the guided condition is 44.4% faster than the free-exploration
condition (53.0s vs 95.4s).

2) DISCUSSION
This second experiment shows that the F2T is an efficient
interface to help to recognize layouts, and more generally, 2D
graphical data. Indeed, the shapes of all rooms were recog-
nized well, with an average exploration time of 74.2 seconds
across both conditions.

We noticed a higher difficulty perceiving diagonals and
acute angles (i.e. sharp corners), which may be partly
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explained by the thumbstick producing non-smooth and
slightly curved diagonal movements, a consequence of
the non-uniform friction of the 3D printed pieces on the
X and Y axes. The participants also mentioned the difficulty
of memorizing the shapes of more complex rooms (i.e. rooms
with more diagonals and non-orthogonal angles), which
might explain why the shape of these rooms are more difficult
to reproduce.

Subjective reports gathered during post-test discussions
highlighted that the participants found useful of the active
exploration. That makes them to apprehend better and faster
the investigated shape. However, they reported that the
guiding speed was sometimes too high, and the prototype did
not provide absolute distance information during exploration.

These results highlight the importance of active explo-
ration to facilitate spatial comprehension using the F2T,
which further confirms prior results and observations by
others authors ( [17], [27], [28]).

VI. CONCLUSION
This paper proposed an original force-feedback-based archi-
tecture for haptic devices conveying 2D graphical data
for VIP. This architecture relies on the user’s movement
acquisition through a flat thumbstick. This approach has
many advantages:

- Firstly, this architecture removes the need for backdriv-
able mechanisms, which allows using less powerful, lighter
and less expensive gearmotors. It is also possible to block
user’s movements without powering the motors and to move
the thumbstick with greater precision. As the user moves
the thumbstick cap only, it also reduces the problem of the
perceived inertia when manipulating the device.

- Secondly, the architecture can use an XY plotting
mechanism with linear gears (e.g. pinion-rack or screw-
nut), which (1) simplifies the motion control, (2) provides a
consistent maximum speed and force on the whole surface,
and (3) makes the system design easily scalable in different
sizes for different uses (e.g. large devices for home uses or
smaller devices for mobile uses).

- Finally, the proposed motion control allows users to
experience virtual surfaces through simulated haptic prop-
erties, such as perceiving their edges or textures. Moreover,
this approach makes it possible to generate active effects
influencing the movements of the user, allowing to represent
dynamic elements (such as sea waves, whirlpools of the air,
etc.) and propose more interactive tactile/haptic experiences.
Such haptic effects may also guide and assist VIP in
spatializing and understanding 2D data.

To validate the F2T architecture, we proposed two
prototypes to test motion controls and possibilities offered
by this architecture. After a proof of concept, the second
prototype confirmed its capability to generate relevant haptic
stimuli; the second prototype confirmed its relevance for
assistance in performing basic mental spatialization tasks.
Collected results with both prototypes indicate that the F2T
can be used to convey graphical information to blind users

through force-feedback. The guidance and free exploration
modes help to understand the displayed content.

The F2T could be applied in multiple educational,
rehabilitational or recreational contexts for VIP, such as
map reading and space awareness training [29], assisted
text reading (combined with Text-To-Speech technologies),
picture and art exploration, or video/serious games. The
F2T brings a haptic dimension to paintings and images, and
induces haptic aesthetic impressions for both sighted and
blind people. It allows multimodal art discovery and new
ways to interact with art.

Moreover, F2T provides the scientific community with a
novel experimental platform upon which new computational
and cognitive models can be tested such as human-machine
interactions, spatial awareness, emotion emergence from
stimulations and proprioception.

Additional tests with end users will be continuously
performed in order to improve the future versions of
prototypes.
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