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Abstract – A perceptual threshold related to spatial resolution of the human voice directivity was determined
through a listening test of similarity (MUSHRA). Directivity data of an artificial talking head measured at high
spatial resolution (spherical harmonics order 35) was the input of a room acoustics simulation software
(RAVEN) to build sound stimuli in various room acoustic conditions and source–receiver arrangements, with
different voices. Results showed that, at spherical harmonics order 8 and above, the voice signal was not
anymore perceived as significantly different from the greatest resolution. An analytical model was proposed
and showed good agreement with the listening test results.
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1 Introduction

Most previous research on voice directivity investigated
technical aspects through measurements of human beings
[1, 2], either for random speech [3] or specific sung vowels
[4], and also artificial heads [5, 6] that present the advan-
tage of repeatability. The perception of the human voice
directivity was so far seldom studied, although most human
beings are able to hear differences when a speaker is facing
them or turned in the opposite direction. Previous research
[7] on perception of voice directivity emphasised the influ-
ence of high frequency, in the octave bands 8 and 16 kHz,
especially on speech localisation and intelligibility in rooms.
Regarding the concept of immersion in virtual reality, the
degree of improvement yielded by implementing voice
directivity in the context of interaction between a virtual
agent and a user was evaluated [8]. Results did not indicate
significant effects regarding directivity on the perceived
social presence and on the realism of the virtual voice.
However, the authors mentioned that these results were
mainly due to other aspects of the experiment and indicated
possible design options to highlight the effects of voice direc-
tivity in further research.

A previous study [9] has found a threshold for human
voice directivity using sound stimuli of various spatial reso-
lution values. The threshold was expressed in terms of
spherical harmonics (SH) order that was used to synthesize
the sound stimuli. It was found to be order 5. It should be
noted that this experiment was conducted using sound

stimuli generated using a custom voice directivity, not mea-
sured data, and in a single arrangement where the receiver
faces the speaker. The present study intends to investigate
the threshold for spatial resolution of human voice directiv-
ity based on measured data and in various arrangements of
the simulated source and receiver, i.e. several speaker head
orientations and voice types, in anechoic and reverberant
rooms.

In this study, three technical assumptions are made on
the directivity of an artificial head, on the order reduction
strategy, and on the head related transfer function (HRTF)
filters: (1) Directivity of artificial speakers, such as the Head
Acoustics HMS-II, presents similar characteristics as
human speakers according to a previous work [6]. (2) An
order reduction by simple truncation of the coefficient of
the spherical harmonic transform is an efficient method
[9] for sound stimuli synthesis. (3) The simulations con-
ducted with the RAVEN software include HRTF filters
to obtain an auralization in binaural format. The HRTF
used in the present study are measurements of the FABIAN
dummy head developed at TU-Berlin [10].

The experimental hypothesis tested with this percep-
tual test is that variations of the spatial resolution of
binaural renderings of the human voice can be perceived
up to a threshold above which no difference can be heard
anymore between higher resolutions. This threshold is
intended to be quantified with respect to various external
parameters.

It should be noted that this study involves static config-
urations of a speaker and a listener, where the latter is not
able to move the head. The spatial auditory cues involved*Corresponding author: paul.luizard@lilo.org
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are the directivity patterns of the sound sources and the
HRTF of the listener. The sound stimuli constructed using
those filters allow for various degrees of externalisation
(feeling that the sound surrounds the listener, not only
located inside the head) of the sound scenes for the different
participants of the listening test. The ability to move the
head represents a temporal succession of speaker–listener
configurations, i.e. various transfer functions to construct
the stimuli. Although this solution would have been slightly
beneficial to the naturalness of the sound stimuli, it requires
a head orientation tracker, which would have made it
impossible to run the listening test online.

2 Method

In order to determine the spatial resolution order where
the listener starts hearing a difference between the reference
version at full spatial resolution and a degraded one, a
listening test was implemented. Two different methods, rec-
ommended by the International Telecomunication Union,
seemed to be efficient to compare the audio files of different
quality in this study: the ITU-R BS.1534 (MUSHRA) [11]
and the ITU-R BS.1116 [12]. The MUSHRA framework
was selected because it allows for comparing a higher
number of sound stimuli within the same duration of test.
This method consists in comparing all sound stimuli with
different degrees of degradation of spatial resolution, pre-
sented on the same panel, to the reference. In the present
study, the listeners had to rate the similarity to the refer-
ence on a scale from bad to excellent with five different
levels. Among the sound stimuli, one of them is the hidden
reference, which should be rated close to 100%. In addition,
an anchor (low-pass filtered at 3.5 kHz version of the refer-
ence) stands for a clearly degraded stimulus that should
obtain a bad rating. The reference and the anchor were used
to exclude outlier listeners according to the criteria
described at the end of Section 2.

2.1 Sound stimuli generation

To produce the sound stimuli, directivity measurements
of the artificial speaker Head Acoustics HMS-II at high
resolution (2702 points on a Lebedev full spherical grid)
was used [13]. These measurements resulted in data of
35th order in the spherical harmonics domain, according
to the equation Nm � (NSH + 1)2, where Nm is the number
of measurement points and NSH is the maximal correspond-
ing SH order [14]. Using the spatial decomposition on the
orthogonal base of spherical harmonics, data processing
was performed by means of simple truncation of the coeffi-
cient of the spherical harmonic transform to obtain directiv-
ity patterns at lower order, i.e. with lower spatial resolution.
The signals were then filtered into third-octave bands so
that they could be used in conjunction with the boundary
absorption and diffusion conditions in the RAVEN soft-
ware. As a result, OpenDAFF files with spatial resolution
at every SH order from 1 to 35 were generated. An overview
of these directivity patterns is presented in Figure 1.

Those files were used in RAVEN to define the sound
source directivity in order to compute binaural room
impulse responses (BRIR) at the receiver positions. These
BRIRs were later convolved with anechoic speech record-
ings from a male and a female speaker from the Harvard
Word List.1 The simulated rooms used for the experiment
were a basic parallelepipedic meeting room with dimensions
5 m � 8 m � 4 m. None of the opposite faces were strictly
parallel, a small angle of 1� between them was introduced to
avoid flutter echoes. The uniform material in this simulated
room was chosen to achieve a reverberation time of 0.7 s
with a scattering coefficient of 30% across the whole
frequency spectrum. The second simulated room was an
anechoic chamber of identical dimensions, covered with a
fully absorbent material. The arrangement of the speaker
and listener presented no symmetry regarding the room.
In addition to room acoustics, the head orientation of the
speaker was also a variable parameter. Three different head
orientations were simulated in the meeting room: the
speaker and the listener facing each other (0�); the speaker
making a 90� angle with the listener; the speaker making a
180� angle with the listener. In the anechoic chamber, the
speaker was only facing the listener. The eight combina-
tions of variable parameters (voice type, room acoustics,
head orientation) for the sound stimuli are summarised in
Table 1. Comparing the frequency spectra of stimuli of
different SH orders in identical scenarios generally showed
that higher SH orders yielded more energy at higher fre-
quency than for lower SH orders, as illustrated in Figure 2
which presents the spectra of binaural room impulse
responses (left side). This phenomenon can be understood
by considering the directivity patterns in Figure 1 under a
certain fixed angle, where the amount of received sound
energy at a given frequency varies with the SH order. This
occurs at each frequency point, yielding various spectra
related to each SH order truncation.

2.2 Online MUSHRA test

To reach as many participants as possible, it was
decided to make the test available online rather than keep-
ing it in the lab. The user interface was recently developed
by the International Audio Laboratories Erlangen and is
compliant to ITU-R BS.1534 recommendations [15]. In
order to keep the test duration under 30 min, the number
of sound stimuli was limited to eight, plus the anchor and
the reference. Therefore each trial, corresponding to a given
scenario (i.e. combination of voice type, room type, and
head orientation), contained 10 sounds to be rated. The
selected SH orders were 1, 2, 3, 4, 5, 6, 7, 10, and 35 because
the pre-tests showed that this selection provided the
smoothest progression of ratings for subjective similarity
to the reference (order 35). The short questionnaire
administered at the end of the listening test revealed that
the listeners were mostly males (25 participants out of 27)
with on average 34 years of age, 23 participants reported
playing a musical instrument, and 22 participants had a

1 https://odeon.dk/downloads/anechoic-recordings/
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professional activity related to audio or sound. Regard-
ing previous listening test experience, 3 participants
answered not at all, 11 moderately, 8 much, and 5 very
much. They were recruited through mailing lists dedicated
to audio.

As proposed in previous research [12], the obtained data
was analysed by means of standard statistical tools such as
average values, standard deviations, and confidence inter-
vals (CI) at 95%. The latter allows for directly identifying
whether two series are significantly different, e.g. to discrim-
inate the average ratings between two SH orders. During

the post-selection process of the listeners, i.e. to identify
the outliers, the mean ratings of each listener for the anchor
and the hidden reference were used. The reliability of
responses was estimated in a classical way for a MUSHRA
test [11], meaning that, for 15% of responses, the anchor
must not have obtained a good score (<0.9) and the hidden
reference must have been well rated (>0.9). Otherwise the
participant was considered an outlier and the responses
were discarded.

3 Results

Among the 27 participants, four outliers were identified,
resulting in 23 remaining participants. The first general
observation was that the average ratings for similarity to
the reference increased with the SH order in almost all
scenarios.

3.1 Threshold to the reference

The confidence intervals of different series of ratings
allowed for detecting significant differences between these
series which occur when two confidence intervals do not
overlap. The task of the listening test being to rate the
similarity level of each stimulus to the reference sound, it
appeared interesting to first focus on the SH order at which
a significant difference with the reference could be observed.
Table 1 shows that these threshold values, depending on
the scenario, range from SH order 6 to 10.

It is noted that SH order 1 provided the lowest ratings,
always significantly different than higher orders. The rating
values under 20% relate to a low similarity to the reference.
In addition, above order 3, the successive confidence inter-
vals overlap in almost all scenarios, the only exception being
for the female voice in the meeting room at 0� and 90�
angles. Confidence intervals of the reference were smaller
than most others, but regularly overlap with order 10 in
the meeting room. In the anechoic chamber, in contrast,
order 10 and the reference were always overlapping.

As a general result, the mean threshold of perceptual
similarity to the reference at SH order 35 is SH order 8.4.

Figure 1. 3D view of directivity patterns from measurements of the artificial speaker at 3 kHz for truncation at various spherical
harmonics orders.

Table 1. Spherical harmonics order at which the participants
rated the stimuli significantly different than the reference (SH
order 35). A to C: Male voice, meeting room, head orientation of
the speaker 0�, 90�, 180�; D to F: Female voice in same
conditions; G and H: Anechoic room, speaker facing listener,
male and female voices resp.

Condition A B C D E F G H

SH order 7 10 6 10 10 10 7 7

Figure 2. Spectra of the left binaural impulse responses in the
meeting room when speaker and listener face each other, for
various SH orders of the speaker signal and the anchor (low-pass
filtered version of the signal at order 35) of the test.
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This is a slightly higher value than the results of a previous
study [9] where the average value was SH order 3 to 4 for
speech and 4 to 7 for noise stimuli. This discrepancy can
be due to the process of generating the stimuli that used dif-
ferent basis material (directivity measurements vs. custom
model of directivity), auralisation algorithms (RAVEN
software vs. VST plugins), and HRTF sets.

3.2 Effect of gender, head orientation, and room
acoustics

This experiment had three independent variables: (1)
voice type, with the parameter gender, which had two
levels: male and female; (2) head orientation, with the
parameter angle, which had three levels: 0�, 90�, and
180�; (3) reverberation, with the parameter presence, which
had two levels: absent and present. The rated similarity to
the reference was the dependent variable.

Figure 3A shows that no significant difference could be
observed between the male and female voices in the meeting
room when the speaker and the listener are facing each
other. However in the anechoic chamber a strong trend
was observed for the female voice whose ratings were
always above those of the male voice, although no signifi-
cant difference could be observed. In addition, the threshold
of similarity to the reference is identical for both voice
types.

The effect of the angle between the speaker and the
receiver was investigated for both voice types. For both
male and female voices, it was clear that the ratings for a
180� angle are above the others. This could be partly
explained by the fact that most of the energy at high fre-
quency is located in front of the speaker. As underlined
by previous research [7], the energy at high frequency plays
a great role in perception of localization of voice, its quality
and intelligibility. In the case of a 180� angle where high fre-
quencies are attenuated, the perceived difference between
the reference and the stimuli was smaller at a given SH
order than in the case of 0� where the high frequencies
are more present.

Finally the type of room, i.e. the presence of reverbera-
tion, had a noticeable effect on the perception of similarity.
The differences seemed to be less audible in the anechoic
room than in the meeting room. This might be due to the
lack of early reflections in the anechoic room where only
the direct sound propagates. In contrast, in a reverberant
room, the listener can take benefit of the early reflections,
e.g. by using binaural cues [16], to perceive more subtle
changes in the voice of the speaker.

In the short questionnaire, the participants were asked
to indicate the extent to which they used each sound
feature Spatialisation, Loudness, and Spectral balance to
perform the similarity task. Figure 4 shows that Spectral
balance was the most used feature. About 70% of the
participants reported to use Spatialisation moderately to
very much, while Loudness was less used. These results
could be understood as two ways of discriminating the
proposed sounds, either directly by using the spatially heard
differences, and indirectly with the spectral variations

which are due to the change of directivity depending on
SH orders. It appears that indirect cues are mostly used
here.

Figure 3. Average and CI 95% of the ratings for the male
and female voices in (A.1) slightly reverberant and (A.2)
anechoic rooms when the speaker faces the listener, (B) different
head orientations, and (C) in different rooms for the female
voice.
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3.3 Model of similarity

The variation of similarity ratings of the stimuli to the
reference sound, depending on the SH order, is not linear.
This variation can be modeled by:

y ¼ m 1� exp � x� 0:7
s

� �� �
; ð1Þ

where y is the rating of similarity, x is the SH order, m is
the maximal rating value, and s is the rate of variation.
Here m = m35 � 9.5 = 87.5 where m35 = 97.0 is the
average rating at SH order 35, and s = 1.7. The offset
value 0.7 relates to the minimal SH order, i.e. 1, not 0.

The accuracy of this model can be quantified by calcu-
lating its root mean square (RMS) deviation to the average
results of the listening test. Both model and test outputs
appear in Figure 5, where the model remains within the
confidence intervals up to SH order 10. The global RMS
deviation value of 3.9% is rather small, which confirms that
this simple model provides a high level of accuracy. This
shows that the perceived degradation of speech spatial
rendering follows a logarithmic relationship with SH orders.
In addition, the model can be used to estimate the similarity

of a reduced spatial resolution of voice rendering, as com-
pared to a perceptually realistic spatial rendering of voice.
Thus, this model allows for predicting the quality of spatial
rendering of voice depending on the computing capacity,
i.e. the SH order intended to be achieved. This is particu-
larly useful in the framework of virtual acoustics, for appli-
cations such as telepresence, visioconferencing, or video
gaming, where the balance between perceptual accuracy
and computing cost is always a hot topic.

4 Conclusion

In this pilot experiment, a perceptual threshold for the
spatial resolution of the human voice directivity in different
situations was determined. The threshold value averaged
across all scenarios is SH order 8.4, which is slightly higher
than the perceptual threshold found in previous research
[9]. The variable parameters (voice type, head orientation,
and room acoustics) investigated in this listening test
showed specific trends which should be confirmed by fur-
ther studies involving more participants and scenarios.
The results underlined the perceptual relevance of high
frequency in speech rendering in the context of sound
spatialization. Further research include more detailed inves-
tigation of the different parameters that might influence
spatial speech perception by means of advanced statistical
methods such as the linear mixed-effects models. In addi-
tion, an accurate model of similarity was proposed. It
showed the logarithmic nature of the relationship between
SH order and ratings of similarity to very high spatial
resolution. Numerous applications in virtual reality will
benefit from these findings because the trade-off between
computing cost and perceptual accuracy remains a central
issue.
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