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THE SHORT PULSE EQUATION
BY A RIEMANN-HILBERT APPROACH

ANNE BOUTET DE MONVEL*, DMITRY SHEPELSKY', AND LECH ZIELINSKI*

ABsTRACT. We develop a Riemann—Hilbert approach to the inverse scattering transform method
for the short pulse (SP) equation
Uzt = U+ %(ug)xx

with zero boundary conditions (as |z| — oo0). This approach is directly applied to a Lax pair for
the SP equation. It allows us to give a parametric representation of the solution to the Cauchy
problem. This representation is then used for studying the long-time behavior of the solution
as well as for retrieving the soliton solutions. Finally, the analysis of the long-time behavior
allows us to formulate, in spectral terms, a sufficient condition for the wave breaking.

1. INTRODUCTION

It is well-known that for describing the slow modulation of the amplitude of a weakly nonlin-
ear wave packet in a moving medium, the nonlinear Schréodinger (NLS) equation is one of the
universal nonlinear integrable models. It has been used with great success in nonlinear optics
to describe the propagation of sufficiently broad pulses, or slowly varying wave trains whose
spectra are narrowly localized around the carrier frequency. However, high-speed fiber-optic
communication demands ultra-short pulses. With this respect, certain technological progress for
creating them has been achieved; but it is important that in these conditions, the description of
the evolution of these pulses lies beyond the usual approximations leading to the NLS equation.

The short pulse (SP) equation

1

was proposed by Schifer and Wayne [32] [12] as an alternative (to the NLS equation) model for
approximating the evolution of ultra-short intense infrared pulses in silica optics. It was shown
in [I2] by numerical simulations that the SP equation can be successfully used for describing
pulses with broad spectrum.

The short pulse equation is formally integrable: it is the compatibility condition for a pair of
linear equations (the Lax pair), see [30]:

o, =Ud (1.2a)
o, =V, (1.2b)

where U and V' are 2 x 2 matrices dependent on the spectral parameter \:

U= ( A A_“;) , (1.3a)

AUy

I
V= . (1.3b)
A A, 2 1

2 1
SuTUg + 53U —5u” — g3

The variants of application of the inverse scattering transform (IST) method to the SP equa-
tion, known in the literature, rely on establishing end exploiting the relationship between the
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SP equation and other integrable equations (like the sine-Gordon equation, see [31]). But such
relations turn out to be rather complicated and implicit, which, in particular, makes it difficult
to apply them for studying initial value problems with general initial data.

In the present paper we propose a direct approach to the problem of integration of the SP
equation, which is based on applying the inverse scattering transform method, in the form of
an associated Riemann-Hilbert (RH) problem. This means that the construction of this RH
problem is made in terms of dedicated solutions of the Lax pair equations associated directly to
the SP equation.

It is interesting to notice that the short pulse equation can be viewed as the short wave
approximation to another integrable equation

me + ((u? — ui)m)x +u; =0, M= U — Uy, (1.4)

usually referred to as the “modified Camassa—Holm equation”, and also known as the “Fuchssteiner
Olver-Rosenau—Qiao” equation [17, 18, 27, 29]. Indeed, introducing the new variables
== t=te, u':%,
€ €
passing to the limit € — 0 and retaining the main terms reduce (L4) to (LI)). With this respect
we notice that the same short-wave limit applied to the Camassa-Holm (CH) equation

Ut — Utgr + 22Uz + 3UUL = 2UpUpy + Ullppy (1.5)
leads to the so-called short wave (SW) equation
Utgr — 2Ug + 2UpUpy + UlUggy = 0. (1.6)

The RH approach to the inverse scattering method for the CH equation and the SW equation
were presented in [3, 5] and in [§], respectively. In what follows we will see that the development
of this approach for the SP equation, on one hand, shares many common features with that for
the SW equation, but on the other hand, has important differences.

Various aspects of the SP equation have been addressed in the literature, including the con-
struction of solitary wave solutions [19] 24, B1] and periodic solutions [25]. Well-posedness of the
Cauchy problem has been studied in [I3], 28] 32]. Certain sufficient conditions for wave breaking
have been found in [23]. An integrable hierarchy of equations associated with the SP equation
is discussed in [9]. The bi-Hamiltonian structure of the SP equation is presented in [10].

In this paper we present a RH problem formalism for the inverse scattering approach to the
initial value problem for the SP equation:

1
Ugt = U+ 6(u3)m, t>0, —oo<x<+o0, (1.7a)
u(z,0) = up(z), —00 < x < 00. (1.7b)

We assume that ug(x) decays to 0 sufficiently fast:
up(x) — 0, x — £00,
and we seek a solution u(x,t) decaying to 0 for all ¢ > 0:
u(z,t) — 0, x — +o0.

In Section 2] we present appropriate Lax pairs associated with the SP equation, whose dedi-
cated solutions are used in Section Blfor formulating a matrix Riemann—Hilbert problem suitable
for solving the Cauchy problem (7). Then we give (Theorem [34) a representation of the so-
lution w(z,t) of the problem (LT) in terms of the solution of this RH problem evaluated at a
distinguished point of the complex plane of the spectral parameter. In Section Ml we discuss the
construction of soliton solutions using the formalism of the RH problem. In Section B we study
the long time asymptotics of the solution of the Cauchy problem (7). This study is then used
in Section Bl to provide a sufficient condition for wave breaking of the solution of the Cauchy
problem at a finite time.
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2. LAX PAIRS AND EIGENFUNCTIONS

The RH formalism for integrable nonlinear equations makes use of the fact that it is possible
to construct dedicated solutions of the linear equations from the associated Lax pair, which,
being considered all together, are well-controlled, as functions of the spectral parameter, in the
whole extended complex plane. These solutions are differently defined for different domains in
the complex plane, and are related to each other at the boundaries between these domains. The
latter fact is then interpreted as the “analyticity defect” for a (matrix-valued) function of the
spectral parameter viewed as a function in the whole complex plane, and the inverse problem
of the IST method for solving the Cauchy problem for the nonlinear equation in question is
realized as a Riemann-Hilbert-type problem of reconstructing a piece-wise analytic function
from the known “analyticity defects” of this function, in the form of jump conditions across
certain contours supplemented by residue conditions (if any) at certain points in the complex
plane of the spectral parameter.

An efficient approach to constructing such solution of the differential equations from the Lax
pair is to pass to integral equations, whose solutions are particular solutions to the Lax pair
equations. For this purpose, it is convenient to transform the Lax pair equations to a certain
form, which is standard for establishing analytic properties of solutions near the singular points
(w.r.t. the spectral parameter) of the Lax pair equations.

Notice that the coefficient matrices U and V are traceless, which provides that the determinant
of a matrix solution to (L.2)) composed from two vector solutions is independent of = and t.

In order to make the presentation close to that in the cases of other CH-type equations (see
[3, 5, 8l [6]), it is convenient to introduce the spectral parameter k := i\.

Now notice that U and V have singularities (in the extended complex k-plane) at k = 0 and
at k = oo. In order to control the behavior of solutions to (L2) as functions of the spectral
parameter k, we follow a strategy similar to that adopted for the CH equation [3] [5].

Namely, in order to control the large k behavior of solutions of (L2]), we will transform this
Lax pair to the following form (see [1, [3, [5]):

b, + Q0 =U9, (2.1a)
Dy 4 Qid =V, (2.1b)

whose coefficients Q(z,t, k), U(m,t, k), and V(x,t, k) have the following properties:
(i) @ is diagonal and is unbounded as k — oc.

(i) U =0(1) and V = O(1) as k — co.

(iii) The diagonal parts of U and V decay as k — oo.

(iv) U —=0and V — 0 as  — Foo0.

Since the coefficient matrix U in (I3al) is the product of the spectral parameter and a matrix
independent of the spectral parameter, in order to obtain (), one has to diagonalize the latter
matrix, i.e., to determine P(x,t) such that

PUP™' = —Q.

The freedom in determining such P can be used in order to satisfy item (iii) above, or, more
precisely, to make the diagonal part of U identically 0.

Indeed, introducing
wi=uy; q =1+ w? (2.2)

1 1 _w_
pi=, /4 < ” 1+4> (2.3)
29 \~Tig

1w
so that P~1 = 1/% < w 1 >, and introducing
T+

d =P

setting

+
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reduces (I2a) to (ZIa) with

Qu(z,t, k) = ikq(x,t) Gj _01> = ikq(z,t)os (2.4)
and
T = (g t) = Laz (01
U=U(x,t) = 22 <_1 0) . (2.5)
Accordingly, the t-equation (L.2D]) of the Lax pair is transformed into
o, =V, (2.6)
where ) )
. iku“q 1 1 —w Ul (0 1
_ _ Uty , 2.7
v 2 77 dikg (—w —1> g (—1 o> 27)

Noticing that V- —ﬁag as x — too, we write V as

7 _iku2q_.i oy .1 1—q —w +u2um 0 1
2 4ik dikg \ —w —1+4¢q 4g2 \-1 0

iku?q 1 ~
(55 ) oV

oo _ L (1-¢ -w +u2um 0 1
T THkg\ —w —1+4q) " a2 \~-1 0)°

and thus ([2.6) takes the form (2.ID) provided @ is defined in such a way that

where

ikuq 1
= — . 2.8
= (5t ) o (29
Now notice that (2.4]) and (2.8]) are compatible since the compatibility condition Q.+ = Q4. reads
1
gt = §(UQQ):B, (29)

which is the “conservation law” form of the short pulse equation (L)) (notice that the “conserva-
tion law” form of the SW equation (LG) has a very similar form: ¢ = %(uq)gc7 but in that case,
qd =1 —1ug,;). Thus @ can be correctly defined by

t
= | ikz(x,t — 2.1
Qa1 1) = (Wale.0) + ) o (2.10)
where
oo
iwt)i=o— [ al.0)~ 1. (2.11)
x
Introduce
P = de¥ (2.12)
and think about ® as a 2 x 2 matrix. Then (23 can be rewritten as
D, + [Qq, @) = UD, (2.13a)
Oy + [Qr, D] = VO, (2.13b)
where [, -] denotes the matrix commutator.

Now determine the particular (Jost) solutions @ (z,¢) of [ZI3) as the 2 x 2 matrix-valued
solutions of the associated Volterra integral equations:

O (z,t, k) =1 +/ QUAR=QE@LRT (1 t k)DL (y, t, k)@@ =Rtk gy, (2.14)
+oo
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or, taking into account the definition of @,

;Ivhr(x, tk)=1— / olk i (I(ﬁ,t)dﬁasﬁ(y’ t, kj)%+(y, £, k)efik I q(g,t)dgogdy’
~ S ~ o (2.15)
O_(z,t,k) =1+ / ef1kfy Q(&t)dﬁogU(y’t, k) (y,t, k‘)elk I, q(g,t)dgogdy’

—o0
where I is the identity matrix.

We denote by ") and p(® the columns of a 2 x 2 matrix p = (,u(l) ,u(z)). Then it follows
from (ZI4) that for all (x,1):

(i) det @y = 1.
(ii) 3 and @i) are analytic in {k | Imk > 0 and continuous in {k | Imk > 0, k # 0}.
(iii) <I>EF1 and &2 are analytic in {k | Imk < 0 and continuous in {k | Imk < 0, k # 0}.
(1V)<j <I>(2)—>Ias/<:—>oom{k:\hnk:20}.
(V)<+1 <I>(2)—>Iask—>ooin{k\lmk§0}.

)

(vi) Symmetries:
Ba(h=daoh = (O g)aeom (§ ). (2.16)

Overline means complex conjugation for all k£ for which the functions above are defined.

The latter property is due to the symmetries of the coefficient matrix U = U-— iqos
e 0 1\~ 0 -1

Remark 2.1. Introducing the new variable Z as in (2.11)) and taking into account the bijectivity
of the map = — & for any ¢ > 0 (which is due to the fact that ¢ > 0), equation (2Ial) reduces to

the (non-self-adjoint) Dirac equation for ®(2,t, k) := ®(x(2,t), ¢, k):

d; + ikosd = UD, (2.18)
where

A _ Ugg 0 1

=55 (_1 o)’ (2.19)

which is the spatial equation from the Lax pair associated with the focusing nonlinear Schrédinger
(fNLS) equation; see, e.g., [16]. Therefore, the analytical properties of ® 1 stated above are the
same as in the case of the f NLS equation.

Remark 2.2. In the case of the SW equation ([L6]), the spatial equation from the Lax pair is also

the Dirac equation (like (ZI8)), but with a self-adjoint potential U, see [g].
The scattering matrix s(k) (independent of (z,t)) is introduced by
O, (z,t,k) = B_(z,t, k)e Q@RI g(f)eQ@thos e R (2.20)

with @ defined by (2.10), which, due to the symmetries (217), can be written in terms of two
scalar spectral functions, a(k) and b(k):

a(k) b(’ﬂ))

s(k) = ( ~ , k e R, (2.21)
—b(k) a(k)

such that a(k) = a(—k) and b(k) = b(—k). In view of Remark 21} the spectral functions have

properties similar to those in the case of the focusing NLS equation [16]:

a) a(k) and b(k) are determined by u(z,0) through the solutions @, (z,0) of equations (ZI5),
where U = U(z,0) is defined by (2.35]) with u replaced by wug(z) (and similarly for g).
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b) a(k) is analytic in {k | Imk > 0} and continuous in {k | Imk > 0}; moreover, a(k) — 1 as
k — oo.

c) b(k) is continuous for k € R, and b(k) — 0 as |k| — oo.

d) |a(k)> + |b(k)|> =1 for k € R.

e) Let {k;}Y be the set of zeros of a(k). We make the genericity assumption that these zeros are
finite in number, simple, and no zero is real. Then &)9)($, t,k;) and &)f) (x,t,kj) are linearly
dependent; moreover,

e2i(kjg:«fﬁ)

&Y (x,t, k;) = V&P (@t ky)x; (2.22)

with some constants ;.
3. THE RIEMANN-HILBERT PROBLEM

3.1. A RH problem constructed from dedicated eigenfunctions. The analytic properties
of & stated above allow rewriting the scattering relation ([2.20]) as a jump relation for a piece-
wise meromorphic (w.r.t. k), 2 x 2-valued function (depending on x and t as parameters). Indeed,

define M (z,t,k) by

&D(l) xz,t.k =~
< _a((k:) ) (I)f)(ﬁl?,t, k)) , Imk > 0,

M('Iat, k) = ~ 3@ (g (31)
Define L
r(k) = —% for k € R. (3.2)

Then the limiting values My (x,t, k), k € R of M as k is approached from the domains +Im#k > 0
are related as follows:

M (x,t, k) = M_(x,t,k)e” Q@tRos (g)e@@tkos L e R, (3.3)

_ (Y[R k)
Jo(k) = ( (k) L) (3.4)
Taking into account the properties of E& and s(k), M (z,t, k) satisfies the following properties:
(i) det M = 1.
(ii) Normalization: M(-, -, k) — I as k — oc.
(ili) Symmetries:

where

MG R = bk = (O g) et (§ ) 85

iv as poles at the zeros k; of a in mk > 0}), whereas as poles at the

M has pol h ki of a(k k| Tmk h M® has pol h
conjugates k; (in {k | Imk < 0}), j =1,2,..., N, and the following residue conditions are
satisfied:

2i kjm(:v,t)fﬁj)

Resg—r, MU (z,t, k) = inje ( M®(x,t, k),

(3.6)

21 (F;d(x.t)

_t _
Resk:];,j M@ (x,t, k) =iyje 4k1)M(1)(az, t, kj)

with some constants ~;.

The idea of the Riemann—Hilbert problem approach in the inverse scattering method consists
in considering the jump relation ([B.3]) complemented by the normalization condition M — I as
k — oo, and by the residue conditions (B.6]), as the factorization problem of finding M (z,t, k)
(and, consequently, u(z,t)) from the jump matrix in ([3.3) and the residue conditions (B.6]) at the
singularities of M. As in the case of any Camassa—Holm-type equation, when realizing this idea,
one faces the problem that the determination of the jump matrix, which is e*QJo(k)eQ, involves
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not only objects uniquely determined by the initial data u(z,0) (the functions a(k) and b(k)
involved in Jy(k) and the constants involved in the residue conditions), but also @ = Q(x,t, k),
which is obviously not determined by wu(z,0) (it involves u(x,t) for ¢ > 0). This problem can be
resolved by considering a RH problem depending, instead of (z,t¢), on the parameters & and t.
Then the jump matrix and the residue conditions become explicit in the new variables & and .
Indeed, introducing

M(z,t k) = M(z(z,t),t, k),

the jump condition takes the form

My (2,t,k) = M_(&,t,k)J(2,t, k), k € R, (3.7)
where
J(&,t, k) = e Q@R Jo (k) eQ@HE) (3.8)
with Jy(k) as in (B.4]) and
A Lt
Q(z,t,k) = <1/<:x + 4ik> o3, (3.9)

Accordingly, the residue conditions (3.6]) take the form

~ ilk.a—-t-)
Resg_i, M3 (&,t, k) = iyje” (ks=355) y02 (@1, kj), 510
3.10
N —2i(k;a—-t) ~ _
Resy_i, M) (&, ,k) = e (& 4kj)M<1>(;a,t, k).

Recall that the jump and residue conditions for M (Z,t,k) were obtained above assuming
that there exists a solution wu(z,t) of the SP equation decaying to 0 as x — +oo for any fixed
t > 0. On the other hand, the conditions ([B7)—([310) can be viewed as a factorization problem
of Riemann-Hilbert (RH) type:

RH problem. Given {r(k), k € R; {k;,7;}\}, find a piece-wise (w.r.t. R) meromorphic function

~

M(z,t, k) satisfying the conditions ([B.7)—(3.10) complemented by the normalization condition

~

M(z,t,k) -1 ask— oo. (3.11)
Remark 3.1 (symmetries). Since the jump matrix J satisfies the symmetry conditions described

in ([B.3), it follows from the uniqueness of the solution M of the RH problem that this solution
satisfies ([B.0]) as well.

Remark 3.2 (unique solvability). The structure of the jump matrix and the residue conditions
are the same as in the case of the focusing NLS equation (only the dependence on & and ¢, which
are just the parameters for the RH problem, is different), which implies that for all Z and ¢, there
exists a unique solution of the RH problem (B.7)-(BI1]) provided that r(k) can be represented
as r(k) = [ 7(s)e**ds with some 7(s) € L'(—o0,00), see [16].

3.2. Recovering the solution of the Cauchy problem from the associated RH problem.
Now our goal is to show that u(z,t) can be recovered in terms of M (Z,t, k), which is considered as
the solution of the Riemann—Hilbert problem (B.7)—(3.11]) (notice that the data for this problem
are uniquely determined by u(z,0)), evaluated at k = 0. Indeed this value of k is specific for
(L2a)), since the coefficient matrix U in ([2al) vanish identically at k& = 0.

In order to have a good control of the behavior of M(i,t, k) as k — 0, it is convenient to
rewrite the Lax pair (L2)) in the form

®, +iko3® = Uyd (312&)

1
by 4+ —03P = 1d 12
t+ 5 03® = V2, (3.12b)
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where

. 01
Uy = —ikw (1 O) , (3.13a)

iku? (1w u (0 -1
. (w _1>+§<1 0). (3.13h)

Notice that Uy — 0 and Vj — 0 as |z| — oo. Besides, it is important that Uy(z,¢,0) = 0.
Introduce

. t
Qo(z,t, k) = <1kx + m) o3 (3.14)
and _
Py = e, (3.15)
Then (312) can be rewritten as
oz + [Qoa, Po] = Uno, (3.16a)
®o: + [Qor, ®o] = VoPo. (3.16b)

The Jost solutions @ (z,t, k) of [FIB) are determined, similarly to above, as the solutions of
associated Volterra integral equations:

x
q)O:I:('Ia t, k) =1+ / elk(yix)UO(y’ ta k)(I)O:lz (y’ ta k)elk(xiy)dy' (317)
+oco
Now, since Uy(x,t,0) = 0, we have the following important property:
Do (2,1,0) =1 (3.18)

for all  and ¢. Moreover, directly using (3:17]) one obtains

Proposition 3.3. As k — 0,

Do (x,t, k) = I — iku(z,t) (? é) + O(K?).

Further, we notice that &)i and &)Oi, being related to the same system of equations (L2]), are

related as
O (2,t, k) = Pz, t)®os (2,1, k)e @R O (k)eQ@R), (3.19)
where C'4 (k) are some matrices independent of x and ¢. Passing to the limits x — £o0o determines
Cy (k):
Ci(k)=1I,  C_(k)= ey,

where o = [*_(q(y,t) — 1)dy; notice that in view of (ZJ), c is constant (does not depend on t).

Combining Proposition B3] with ([B19]) one gets

B (oto) = Plat) (1= ik (w01 + [~ (at0) — Dy o) + 062 .
* 3.20

O_(z,t, k) = P(x,t) (I — ik (u(m,t)m — /x (q(y,t) — 1)dy ag> + O(k:2)>

as k — 0. Using these expansions in (220) we expand s(k) at k = 0, then by ([2.21]) we obtain
a(k) =1+ika +O(k?),  bk)=0(k?), k—0. (3.21)
Finally, substituting ([8.20) and [3.21]) into ([B.1) gives

M(x,t,k) = P(x,t) <I — ik (u(x,t)al + /;o(q(y,t) — 1)dy 03> + O(k:2)> , k=0, (3.22)

which, in view of (2.I1]), reads

A

M(z,t,k) = P(x,t) <I — ik (x S x> + O(k:2)> . k—0. (3.23)
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This relation ([3.23)) leads to the following result.

Theorem 3.4 (representation result). Assume that the Cauchy problem (L) for the SP equation
has a solution u(z,t)s. Let {r(k), k € R; {k;,7v;}\V} be the spectral data determined by ug(z),
and let M(Z,t,k) be the solution of the associated RH problem B370)-BII). Then, evaluating
M as k — 0, we get a parametric representation for the solution u(x,t) of the Cauchy problem

wD):

w(z, ) = (@, 1), 1) (3.24a)
with
2(@6) = & + f1(2,8), (3.24D)
W@, ) = fald, 1), (3.24¢)
where
<£ _f;l> (2,8) = lim — (V71 (2,,0) V(2 k) — 1) (3.24d)

Remark 3.5. The representation result of Theorem [B.4] can be interpreted in two ways:

i) If there is a global (in time) classical solution w(z,t) of the Cauchy problem (L), then
(3:24)) gives a parametric representation of this solution for all ¢.

ii) If wave breaking occurs at a finite time, then the bijectivity of the map & — x described by
(3.24D)) is broken for certain values of ¢t. Then (3.24h]) and ([B3.24d) present a continuation
of the solution of the Cauchy problem (7)) after the wave breaking. Particularly, if the
bijectivity of the map & ~— x is restored for all times ¢ greater than a certain 7', (3.24D]) and
(3:24d) present a solution that, after undergoing a sequence of wave breakings, retrieves the
form of a classical solution to the SP equation (L.7a)).

Remark 3.6. We emphasize that the wave breaking mechanism for the SP equation is exclusively
related to the break of bijectivity in (8.24D]) while the solution on the variables (Z,t) always
exists globally, see Remark This is quite different comparing with other Camassa—Holm-
type equations; particularly, this is different from the case of the SW equation (L), whose
RH formalism is very close to that for the SP equation, including the dependence of the RH
problem on the parameters & and ¢, see [8]. The reason is that for all equations mentioned
above, the RH formalism relies on the so-called sign condition to be satisfied by the initial data.
This condition, on one hand, provides the existence of a global in time solution to the Cauchy
problem, and on the other hand, plays a crucial role in introducing the new spatial variable &,
see [3, 5 [6l 8]. For instance, this condition reads —ug;, + 1 > 0 in the case of the SW equation
(CQ), or up — upgz + 1 > 0 in the case of the CH equation (ILH]). In the case of the SP equation,
the analogous condition would read 1 —i—u%gg > 0, see the definition of ¢ in (2.2]), which is obviously
automatically satisfied.

3.3. From the RH problem to a solution of the SP equation. The representation result
of Theorem [3:4] has been actually obtained under assumption of existence of a solution u(z,t) to
the Cauchy problem (7). On the other hand, an important element of the inverse scattering
approach to nonlinear equations is the possibility to check directly that a solution of the RH
problem with any appropriate r(k) (ensuring the unique solvability of the RH problem) gives
rise to a solution of the nonlinear equation in question. The idea consists in direct checking that
the solution of the RH problem, properly normalized, satisfies a system of differential equations
(w.r.t. the outer parameters x (or &) and t), which can be interpreted as the Lax pair for the
nonlinear equation. For example, see [16] for the nonlinear Schrédinger equation. For equations
of the Camassa—Holm type (and their short wave limits), the procedure is more involved; see,
e.g., [7] for the case of the short wave limit of the Degasperis—Procesi equation. For the SP
equation, the following theorem holds.
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Theorem 3.7. Let {r(k), k € R; {k;,~v;}V} be a data set such that the RH problem ([B.7)-(3.11)
it determines has a unique solution M(&,t,k). Define f1, fo by @24d). Introduce x(z,t) and
u(z,t) as in (3.24D)-B24d), and

B ) » 2(#,1)B(i, 1)
t) == t) =

=G n-pen O @6 - #en

a(@,t)  B(E,1) _ va
(—ﬁ(i,t) oz(ﬁc,t)) = M(2,t,0). (3.26)

Then the following equations (between functions of (Z,t)) hold:

(3.25)

where

1
a) Tz = %,
(a) z3 i
(b) iy = —;

q
() G = agub.

Remark 3.8. We have already noted (Remark [3.I) that M satisfies the symmetries (35). The
specific forms of the Lh.s. of (3:24d)) and ([3:26) follow from these symmetries, and the functions
fi(@,t), fo(z,t), x(z,t), u(z,t), a(z,t), and B(Z,t) are all real-valued for the same reasons.
Moreover, ¢ > 1 because o2 + 2 = det M (0) = 1.

Proof of Theorem [Z70. The proof of (a)-(c) is based on calculations of ;¥ ~! and ¥, ¥ ~! where
U(i,t, k) = M(%,t; k)e"Fi—aiw)os,
Proof of (a)-(b). We consider W;W¥~!. Starting from the expansion
M(z,t, k) = I+ M, /ik+O(k™2), k — oo
and denoting W := —[Mj, 03], we get
(0 Y (3, t,k) = —ikos + W(2,6) + O(k™), &k — oo.

Moreover, (U;W~1)(&,t, k) + ikoz has neither jumps no singularities and is bounded in k € C;
hence, by Liouville’s theorem,
(U0 1) (3,8, k) = —ikos + W(,t). (3.27)
On the other hand, starting from the expansion
t

U(i,t, k) = Go(2,t) (I —ikGy(2,t) + O(k?)) " Fe=3m)7s - | — 0,
where, by (8.24d) and (3:26]))

(o B _ (i f
o= (% 2). a=(1 5).

U0 = GGyt — ikGo(Grs + 03)Gy ' + O(K?), k— 0.
Comparing this with ([3.27), it follows that

we obtain

2 52
G1@=—03+G0103G0=<a p-1 205 >,

2a8 a?—-pB2 -1

which, in terms of fi, fs, W, and §, reads

(3.28)

-
—_
8

I
>

|

—
fou
2
I

Q>| g5

and thus (a) and (b) hold. By (3.24D]) and ([3:24c)) we indeed have zz = 1 + fi; and 4z = foz.
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Proof of (c). Now we consider ;¥ ~!. On one hand,
T, 0t =0k, k- .
On the other hand,
T, Ut = —ﬁaoagagl + {GOt + iGo[Gl,ag]} Gyl, k—o.

Thus, by Liouville’s theorem,

e =—jienml =3 (0 )

which, in terms of 4, @ and ¢, reads ¢; = uqw and thus item (c) of Theorem 3.7 holds. ]

Corollary 3.9. With the same assumptions and notations as in Theorem [374 we introduce
ule,t) = (e, 1),0), (1) = A, £),6).
Then the three equations (a)—(c) from Theorem [37 reduce to
1

@ = 5(uq)a, (3.292)

g= 1+, (3.20b)
which is the SP equation in the conservation law form.
Proof. First, it follows from (a) that Z(x,t) = g(z,t) and from (b) that 4z(Z(z,1),t) = 7 (, 1),
where w(z,t) = w(&(x,t),t). Hence, the identity u,(x,t) = Uz (Z(x,t),t)T,(x,t) gives

W = Ug. (3.30)
Thus, ([8.29D) reads ¢ = V1 + w?, or ¢ = V1 + w?, which follows from the definitions ([B.25]) of §

and w.
In order to derive (3.29al), we first notice that (c) can be written in the conservation law form

(i)t — L), (3.31)

1 il o) o 1.
qa/, q q 2

where (c) and then (b) have been used. Now, we calculate x;(%,t) starting from (a), then using

v t) = o (/;o qéi)) — %/j () (6. 1)€ = —JiP(2. 1)

Substituting this into the identity ¢: = ¢z + g (between functions of (z,t)) and using (c) gives
g = wqu + %qwfﬂ, which reads ¢; = uqw + %qwu2 in terms of functions of (z,t). Using (B.30)

yields (3.29a)):

Indeed,

1 1
qt = uqugy + 5(]@‘“2 = §(U2Q)J1- O]

4. SOLITONS

In the general case, solving a Riemann—Hilbert problem reduces to solving a coupled system of
integral equations (generated by the jump condition) and algebraic equations (generated by the
residue conditions). In this framework, pure soliton solutions arise in the case where the jump
condition is trivial (J = I) and thus the solution of the RH problem, being a rational function
of the spectral parameter, reduces to solving a system of linear algebraic equations only. The
dimension of this system is determined by the number of poles.

In the case of the SP equation, it is natural to distinguish between the solutions associated
with pure imaginary zeros of a(k) and those associated with zeros k; with a nonzero real part.
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4.1. First, consider the case, where a(k) has a single, pure imaginary zero at k = iv, v > 0. Then
M has two simple poles: one at k = iv and the second one at £k = —iv. From the normalization
condition it follows that M has the form
kk—Bn kB12
o —iv +iv
M= < Boi kB22> ’

k—iv k+iv

where B;; are functions of £ and ¢ to be determined from the residue conditions.
Using the symmetry condition M(—k) = M (k) we conclude that Bij = —By;, i,j € {1,2}
whereas the symmetry M(—kz) = (—01 (1]) M(k‘) ((1] ’Ol) implies B1; = —Bgy and Bis = Bo.
Introducing the real-valued functions b; and by by B1; = —Bgg = iby and B = Bop = iby, M
can be written as

k—ib;  _ibo
o k—iv k+iv
wo (B8 ) "
k—iv k+iv
Denoting e; = e~ 2vi—g;Hoghl 4nq taking into account that in this case v € R, the residue
conditions ([B.I0) take the form

Resp—i, MY = isign(y)e; M (iv). (4.2)
Taking into account (), these conditions lead to the system of equations for b; and bs:
{il/ —iby = isign(y)ey 312/

iby = isign(y)ey ";rli’l

from which b; and by can be determined as follows:

4 2 _ 2 4 2o
m:KQL_%L @:lﬁ%ﬂgﬂ. (4.3)
4v? + 7 42 + ef
Thus we have solved the RH problem. In accordance with Theorem B4 the expansion of
M(-, -, k) at k=0 gives

. by by gl
M(k) = b2 . Vb2 bl . bly_y + O(l{:2)
— kg T kT
Particularly,
b b
9 o v v
Mm%_Lﬁ h)
1% v
and thus
1 b1 b2
A =1 e A 7 N R YN
M) M(k) =1 —ik o 2 a2 | H O

b3+b3 b2+b2 v
Finally, using (8.24)), we arrive at

Theorem 4.1 (one-soliton). One-soliton solutions u(z,t) of the SP equation (LIl can be ex-
pressed, in parametric form, as follows:

u(z, t) = a(z(x,t),t),

where
4 si ,t
(@ 1) = — S®K)E )
4v2 + ed(g,t) 7
. (4.4)
z(2,t) =&+ = 2 M
’ v 42 + e2(2,t)’
with

oyi—t
e1(2,t) == e~ ey Hoghl,
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Here, v > 0 and v € R are the soliton parameters.

Introducing
¢(&,t) = 2v @+L—yo ;o Yo= log i
42 2 2w
the soliton formulas (£4]) can be written as
o signy 1
t)=—
(3, 1) v coshp(z,t)’

(4.5)
x(T,t) =T + % (1 —tanh ¢(z,1)) .

We notice that the one-soliton solution described above is always a multivalued function having
the form of a loop. Indeed, % = 2tanh? ¢ — 1, which changes sign twice as ¢ is varying from
—00 to +o0.

For v =} and v = —1, (&F) reads

2
cosh(Z +t)’ (4.6)
z(Z,t) = & — 2tanh(Z +t) + 2,

(i, t) =

and thus we retrieve the formulas for the soliton solution presented in [31] (comparing with [31],
the additional constant in (£.6]) provides that z —& — 0 as & — +o0, cf. (2.11])), where they were
obtained using the connection between the short pulse equation and the sine-Gordon equation.

4.2. Now consider the case, where a(k) has a pair of zeros: a(kg) = 0 = a(—ko) with
ko=p+iv, p>0,v>0.

In this case, the symmetries (8.5) and the normalization condition lead to

1 k=bi k+by by  bo

~ k—k k+k k—k k+k
I ko +ko 0 0 (4.7)

2 __bo + b27 k—by + k+b1

k—ko k+ko k— k:() k+ko

(cf. ([@J)), where by (&,t) and by (2, t) can be found solving the system of linear equations resulting
from the residue conditions [BI0) at k = ko:

Resgp—g, MW (2,1, k) = ivo o2 (ki) M@ (2, ko) (4.8)

(the other residue conditions at —ko, —ko, and ko then follow from the symmetry condition).
. 3 st
Introducing v = |y|e'*#7 and writing 70621(1909@ 4k0) in ([48) as

) N \ko\log\'y\> ( ‘k0‘3f§§7>
21(k0:v 4k0) —e ‘k0‘<2|k0‘x+2\k [ v e lkol 2|kol2— 2\k0‘+ H

Yo€

suggest introducing

v . t |ko|log||
¢ V2 4 2 ( Irolé + 2|ko| v ’
. t kol ar
w= P <2|k0|$_ + Kol g'y>’
VU2 A+ p2 2|ko| [

in terms of which the solution of the SP equation (after solving (&7), (L8] for b; and by) is given
by (see [23, [31])

2uv vsin sinh ¢ + pcos i cosh ¢

u(z,t) = , 4.9a

(1) v2+pu?  12sin?¢ + p? cosh? ¢ (4.92)
v vsin(2y) — psinh(2 2

(i, t) = & + ——s ( ;p) r (f) +2). (4.9b)
vi4+p? \ vZsin®ey + p2cosh” ¢
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Observing that (see [23])

ox 1 8%v? sin” 1 cosh? ¢ 4 arctan sin 1)
= =1- = cos | 4arctan ———— | ,
0t (12 4 p2)(v2sin? ¢ 4 p2 cosh? ¢)2 pcosh ¢

ox

we see that if < tan g, then 3z > 0 for all z, and thus (£9) represents a smooth solution

%
— the breather. On the other hand, if

represents a multivalued solution.

ﬁ‘ > tan g, then % is not sign-definite, and thus (9]

5. LONG-TIME ASYMPTOTICS

A major advantage of the representation of the solution w to the Cauchy problem for a non-
linear integrable equation in terms of the solution of an associated Riemann-Hilbert problem
is that it can be efficiently used for studying in details the long-time behavior of the former
problem via the long-time analysis of the latter, applying the nonlinear steepest descent method
introduced by Deift and Zhou [I5]. For Camassa—Holm-type equations, this approach has been
presented in [2 [l [6 [7]. A key feature of this method is the deformation of the original RH
problem according to the “signature table” for the phase function # in the jump matrix J written

in the form (cf. (B.8), (3.9)

J(@,t; k) = eT0ERT o ()0 RS (5.1)
where
I I 1
0(C, k) = Ck — (5.2)
P

The signature table is the distribution of signs of Im 9(6, k) in the k-plane, depending on the
values of {. In the case of the SP equation,

N A 1
Im O, k) = Imk - ( —>

Now we notice that J (Z,t; k) in the present case looks very similar to the case of the SW
equation, see [§], including the matrix structure of Jy(k) and the form of (¢, k). Namely, the

latter in the case of the SW equation has the form ((, k) = Ck — ﬁ and thus the distribution

of signs of Im #(C, k) is the same modulo the scaling factor 1. As for the structure of Jo(k), the
difference with the case of the SW equation is that 7 is to be replaced by —# while keeping r the
same. A direct consequence of this is that the long time analysis in the case of the SP equation
repeats the steps made in the case of the SW equation. As for the differences, we notice the
following.

1) The basic difference is that in the case of the SP equation, the RH problem involves, in general,
residue conditions (absent in the case of the SW equation). Here there is a complete analogy
with the NLS equation [16], where the defocusing NLS equation corresponds to the SW
equation whereas the focusing NLS equation corresponds to the SP equation. Consequently,
if a(k) has zeros, then the solitons associated with the residue conditions dominate the long
time behavior of the solution of the Cauchy problem.

2) In the solitonless case (a(k) # 0 for all k£ with Imk > 0), the main asymptotic term is
expressed in terms of the solution of the model RH problem, which is different from that in
the SW case. More precisely, the model problem for the SW equation is exactly as in [22),
Appendix B| whereas in the case of the SP equation, the jump matrix of the model problem
is as in [22 (B.1)], with g replaced by —¢G (keeping ¢ the same). Accordingly, the large-z
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expansion of the solution of the model problem, which is

0 —B¥q)
X 0
from [22, (B.2)], is to be replaced by

R i —_pX R R
mX(q, k) =1+ z (_5?(—((]) 50 (q)> +0(k™2), k— o0 (5.4)

in the case of the SP equation, with

5 (@) = V/=hg) ! (st @) (55

(notice that h(g) < 0 in this case), where I" is the Euler Gamma function.

mX(q,lAf):I—i-%( >+O(/%_2), k— oo

Now we are going to give a sketch of the asymptotic analysis in the solitonless case and present
an exact asymptotic result. Since the distribution of signs of Im((, k) is as in the case of the
SW equation, the long time behavior of u is qualitatively different in the same two ranges of
values of

(= (5.6)

~+|8

5.1. Range ¢ > e. In this case the set {k | Im6(C, k) = 0} coincides with the real axis Im k = 0
and +Im#@ > 0 for £Imk > 0. This suggests the use of the following factorization of the jump

matrix for all k € R: B )
- (1 7(k)e 2t 1 0
J = (0 1 ’r(kj)Gin 1/ (57)

Indeed, the triangular factors in (5.7]) can be absorbed into a new RH problem for M M (&, t, k)
in the same way as in the case of the SW equation [8]:

- 1 0
M . , 0<Imk <e,
—r(k)e21t9 1) m

MO = o 1 7(k)e 2t

, —e<Imk <0,
0 1

M, otherwise.

This reduces the RH problem to a RH problem with a jump matrix that decays exponentially (in
t) to the identity matrix. Since this RH problem is holomorphic (there is no residue condition),
its solution decays fast to I and consequently 4 (z,t) decays fast to 0 while & approaches fast z,
and thus the domains 6 > ¢ and ¢ > ¢ coincide asymptotically.

5.2. Range ¢ < —e. Similarly to [§], in a domain of the form ¢ < —¢ for any £ > 0, the signature
table dictates the use of two factorizations. Let £4& be the points where the distribution of signs

is changing:
1
h=—=.
2,/1dl

i) For k € (—&, k) we consider again the factorization (5.7))

=35 b 1)

ii) For k € (—o0, —k) U (k,00) we consider a factorization with triangular factors in reverse

order:
X 1 0\ /1-r(&))> 0 > | k) —2ite
J=1 ) o ( —[r(h)? 5.9
<%em 1) O wRwe/ \o ! o

(5.8)
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Similarly to the previous case, an appropriate sequence of deformations of the RH problem is
the same as in the case of the SW equation, so we will follow it giving details mainly for items
specific to the considered equation.

The deformations involve the removal of the diagonal factor in (5.9) and the consequent
absorption of the triangular factors, leading, after an appropriate rescaling, to a model RH
problem on a contour consisting of two crosses centered at k = £k, see |2 4], which finally leads
to the asymptotics in the form of modulated decaying (of the order O(t~/?)) oscillations. The

} . (5.10)

diagonal term is removed introducing M) = M§~73, where

<k<>—exp{ (/ /)1og1+|r<>|2>

solves the scalar RH problem whose jump condition is
6y =8 (1+|r(k)?)

across the contour (—oo, —&) U (K, 00).

The triangular factors are absorbed into the RH problem for M®:.

~ 1 0
1 -
MO 520200 1] Imk > 0, k near (—&, k),
~ 1 1 - 262 —2it0 o
MM 0 Hl , Imk >0, knear R\ [—&, R],
72 —
M D (5.11)
MM 0 . , Imk < 0, k near (—&, &),
N 1 0
MM r 2 90 , Imk < 0, k near R\ [—&, &].
1_|r|25, e 1

Now, in order to reduce the RH problem for M@ as t — oo, to a model problem whose
solution can be given explicitly in terms of parabolic cylinder functions, see [15] [4} 22| 21], the
leading term of the factor 6(k)e™™*) as k — +# is to be evaluated. One has

5(k) = (“ — k> B eX(k) (5.12)

k+k
with
1
h=h(k) = ~5 log(1 + |r(&)[?), (5.13)
1 log(1+ |r(s)]?) ds
211 Jr\[—4,4) Log(1 + |r(R)[?) s —
As k — —&,
1 1 N2 13
0(k) = ST RTE (k+R)*+O((k+Rr)). (5.15)
Therefore, introducing the scaled spectral variable k& by
k
k+ k= , 5.16
R3t (5.16)
the factor 6%(k)e 2"(*) can be approximated as
52(l<:)e’21t9(k) ~ 52]%2111671]52/2’ (5.17)
where "
- 4\ 7t ; .
52 < _t> o= o= 2x(%) (5.18)
R

Similarly for k near &.
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Following [22], the solution of the RH problem for M@ formulated on two crosses centered
at k = +# with the jump matrix J® = (MEQ))_le) that follows from (B.11J), can be approxi-
mated, for large ¢, in terms of the solution m~ of the model problem formulated in the l%—plane
on a cross centered at k = 0 and evaluated for large k. In our case, the evaluation of the model
problem is given by (5.4), (5.5) with ¢ = (—k) and h as in (513). Taking into account that we
are interested in the expansion of M (k) as k — 0, a reasoning similar to [22, Eqs (2.36)(2-39)]
leads to an approximation for M ®) (k) in terms of m~:

N (k) =1+~ 1m (mg\(s) — D
& |k+A|=p §
k -1 ds 2,—1/2—¢
+ —Re (mo () =I)— + O(k~t ) (5.19)
I Jjetal=p s

with some p > 0 and € > 0, where

mo(k) = 673m~ (f, \/g(k + /%)) 57,

In view of (5.4 and (B.10), and for large ¢,

B Va3 0 —pXe 1/2e
mo(k) =1+ m <—5X(§2 0 > +O(t 1/2 ) (520)

Now recall that M = M(1)§73 and that M®) is related to M®) by (511, where r(k) = O(k?).
Evaluating §(k;¢) as k — 0 gives
8(k; ¢) =1 —ikQ + O(k?),

where )
1 [ log(1
Q=L [TlsiE b,
™ J& S
Taking this into account and substituting (5.20)) into (5.19]), one obtains
~ . C_l 0 1 . QCl + Co 0 1 2 ,1/2,€
M(k)_l+\/f<—1 0)+1k (—Qag%—iﬁ <1 O>)+O(l€t )s
where
2

c1 = 2V Im{B% 2}, co = NG
R

Finally, using (3.24b)—(3.24d)) one arrives at the asymptotic formulas

Re{X4%}.

a=2(1+0(1), a-i=Q1+o(l), t— o0,

Vit
which imply the asymptotics for u in the original variables:
()| t
=24/ — — 1 21
u(z,t) prakCol Bl h(x)logt+ ¢o(s) ¢, (5.21)
where
t
= —y/— 5.22
and
1
do(x) = —% —arg(r(sx)) —arg'(ih(x)) + ;/ log |k — s| dlog(1 + |r(s)[*)
R\[—5,]
25¢ [ log(1 2 4
+ = / 0g<+—2‘7“<$>‘>d8 + h(3) log — . (5.23)
T J, S »
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Theorem 5.1 (solitonless asymptotics). Let u(x,t) be the solution of the Cauchy problem (L1).
Assume that the spectral function a(k) constructed from ug(x) has no zeros in the upper half-
plane. Then the behavior of u as t — oo is described as follows. Let € be any small positive
number.

(1) In the domain ( = x/t > €, u(z,t) tends to 0 with fast decay.
(ii) In the domain ¢ = x/t < —¢, u(x,t) evhibits decaying (of the order O(t~'/?)) modulated
oscillations given by (B.21)), where h(3) and ¢o(s) are functions of x = 1/(24/|C|) given
in terms of the associated reflection coefficient r(k); in particular, by (BI3) and (23]
1
h(x) = ~5- log (1 + |r(5)[?). (5.24)
For completeness, we present also the asymptotics in the soliton case.

Theorem 5.2 (soliton asymptotics). Assume that a(k) has N = 2n + m simple zeros
{k 31 U=k} O {i Y,
where ji; = Rek; >0, vj :=Imk; > 0. Assume also that if ,u? + 1/]2 # u? +vE if j # 1. Then:

(i) Fore > 0 sufficiently small, the asymptotics of u in each sector |§ + 0 < € is given

1
H3+vs)
by
uw(z,t) = uj(z,t) + 0(75_1/2)7

where u; is given, parametrically, as follows:
a) If uj =0, then u; is given by (A1) with v replaced by v; and ¢ replaced by

. 4 0
;i :2ujx+2—yj+¢j.

If pj # 0, then uj is given by (@3], with p, v, ¢, and ? replaced respectively by p;, vj,

vt it
=i —t Q’ R Y77y L A 0
¢J J 2(#3+V]2) ¢_7 % ,U'j 2(#3-}—7/;) 'l/fj

Here (;59 and 1/)? are constants determined by the scattering data {r(k),k € R; {k;,v;}}.
(ii) Outside these sectors, u(x,t) = O(t~1/?).

Remark 5.3. The asymptotic results presented above imply the following.
a) In the solitonless case as well as in the case when all the zeros k; of a(k) are located outside the

{;;Zj > tan g, there exists T' > 0 such that for all ¢ > T', the solution of the Cauchy

problem (7)) is a smooth classical solution (possibly after passing through wave breakings).

b) A sufficient condition for wave breaking: If a(k) has a zero k* in the sector |g2£: > tan g,
then wave breaking occurs at a certain finite time.

Notice that another sufficient condition for finite time wave breaking has been obtained in

[23] using the method of characteristics and conserved quantities.

sector

Remark 5.4. The asymptotic formula presented in Theorem [B.1] improves the asymptotics ob-
tained in [20] and [26] by using different methods (not relying on the integrability of the SP
equation).
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