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Received: date / Accepted: date

Abstract The object of the present paper is the study of the joint lifetime of d com-
ponents subject to a common stressful external environment. Out of the stressing
environment, the components are independent and the lifetime of each component is
characterized by its failure (hazard) rate function. The impact of the external envi-
ronment is modelled through an increase in the individual failure rates of the com-
ponents. The failure rate increments due to the environment increase over time and
they are dependent among components. The evolution of the joint failure rate incre-
ments is modelled by a non negative multivariate additive process, which include
Lévy processes and non-homogeneous compound Poisson processes, hence encom-
passing several models from the previous literature. A full form expression is pro-
vided for the multivariate survival function with respect to the intensity measure of
a general additive process, using the construction of an additive process from a Pois-
son random measure (or Poisson point process). The results are next specialized to
Lévy processes and other additive processes (time-scaled Lévy processes, extended
Lévy processes and shock models), thus providing simple and easily computable ex-
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1 Introduction

Using the vocabulary of reliability theory, the object of the present paper is the study
of the joint lifetime of d components subject to a common stressful external environ-
ment. Out of the stressing environment, the components are assumed to be indepen-
dent and the lifetime of each component is characterized by its failure (hazard) rate
function.

Most classically, the environment can act through shocks on the components. In
that case, each shock may lead to possibly simultaneous failures, also called common
cause failures in the reliability literature. Classical models for possibly simultaneous
failures are the binomial failure rate (BFR) model [3,28] and the Marshall–Olkin
multivariate exponential distribution family [20]. As noticed by [25, p. 223], “even
if common cause failures are caused by a common cause, they do not need to occur
at the same time. A rather long time between failures does not necessarily mean
that there is no dependency between the failure events”. This drawback of the two
previous classical models for common cause failures has lead to the development
of cumulative shock models, where a shock simultaneously increases some intrinsic
characteristics (hazard rate, deterioration level, age, etc.) of the components, leading
to some possibly delayed failures among components although due to a common
cause (see [19] for an overview on shock models and [21] for the study of a particular
cumulative shock model).

An approach for a realistic shock model with mixed effect (possible instantaneous
failure or sudden increase of a characteristic) has been studied in [6] in the univari-
ate case, where a shock can be fatal to the system with a probability depending on
the shock’s arrival time, and where a non fatal shock increases the system failure
rate of a random increment. This model has been extended to the bivariate case in
[22] , where more references on shock models for reliability can also be found. In
both [6] and [22], the shocks arrive according to a non-homogeneous Poisson pro-
cess (N (t))t≥0, and the successive increments in the failure rate due to the shocks
are assumed to be independent and identically distributed (i.i.d.). The process de-
scribing the increment of the failure rates due to the shocks hence appear as a non-
homogeneous compound Poisson process (univariate [6] or bivariate [22]). Given the
bivariate non-homogeneous compound Poisson process in [22], the two components
are assumed to be conditionally independent, and the conditional failure rate of each
component is the sum of its intrinsic failure rate and of the corresponding margin
in the compound Poisson process. We then say that the bivariate non-homogeneous
compound Poisson process stands for the conditional hazard rate increment process,
which appears as a specific type of covariate process, in the vocabulary of statistics
literature.

In practice, the impact of the external environment on the components do not
always arrive through isolated shocks: in [27] for instance, the authors consider an
extended gamma process as conditional hazard rate increment process for the mod-
eling of a ”cumulative effect of the environment” (in a bivariate setting) and in [29],
the authors envision a process constructed as a function of a standard gamma process
(in a univariate setting). Extended gamma processes have also been used as prior in a
Bayesian context [11], leading to similar computations as in [27].
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Noticing that non-homogeneous compound Poisson processes and (standard / ex-
tended) gamma processes are specific additive processes [26], we here suggest to
consider multivariate additive processes as conditional hazard rate increment pro-
cesses, thus leading to a unified view for different models from the previous literature.
Note that this model mostly leads to lifetimes with increasing hazard rates, that is to
lifetimes with the Increasing Failure Rate (IFR) property in the vocabulary of relia-
bility theory. This means that with such a model, the components are not supposed to
recover from the impact of the environment on their health statement. This IFR prop-
erty is quite common an assumption in reliability theory since the pioneering work
by Barlow & Proschan (see, e.g., [4]). Indeed, it means that the components are ag-
ing over time and that they cannot regenerate themselves (that is out of maintenance
actions). This is typically the case of industrial systems, where, for instance, the wear
and tear of a wind turbine blade induced by a high wind on some time period cannot
be recovered without any repair and induces a failure rate that remains higher from
the high wind period. The model hence is well adapted to model multivariate life-
times in the context of reliability theory, where component lifetimes usually exhibit
aging (IFR) properties and where an external environment commonly has a lasting
adverse effect on the failure rate.

The point of the paper is the study of the multivariate lifetime induced by the
suggested model. The paper is organized as follows: we begin with some technical
reminders in Section 2. We next present the model for a general multivariate ad-
ditive process in Section 3 and provide the expression for the multivariate survival
function with respect to the intensity measure of the additive process. The results
are specialized in Section 4 to the case of (homogeneous) univariate and multivariate
Lévy processes, and in Section 5 to other additives processes (time-scaled Lévy pro-
cesses, extended Lévy processes and shock models). The paper ends with concluding
remarks and perspectives in Section 6.

2 Technical reminders

Let X = (X(t))t≥0 be a multivariate non negative additive process, which is assumed
to be right-continuous with left-side limits, with no loss of generality. We recall that,
following [26, Def. 1.6], the process X is such that:

– X(0) = 0 a.s.,
– X has independent increments,
– X is stochastically continuous.

Based on its non negativity, the process X is known to be (componentwise) non
decreasing. In the specific case where the increments of X are homogeneous, that is
if the distribution of X(t + s)−X(t) depends only on s for all s, t > 0, then X is a
Lévy process.

In all the following, the process X is assumed to have bounded variations, not to
be almost surely equal to zero (P(X ̸= 0)> 0) and to have no drift. Hence X is a pure
jump process. We now introduce some notations and make a small review on the
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jump structure of such multivariate non negative additive processes (without drift).
We refer to [26] for more details.

First, let us recall that for each t > 0, the distribution of the random vector X(t)
is infinitely divisible and we set ρ t (du) to be its Lévy measure, where ρ t (du) is a
(non null) Radon measure concentrated on Rd

+\{0} such that∫
Rd
+

min(∥u∥
∞
,1)ρ t (du)<+∞, (1)

based on the bounded variations of X.
The Laplace transform of X(t) can be expressed as:

LX(t) (y) = E
(

e−⟨y,X(t)⟩
)
= exp

[
−
∫
Rd
+

(
1− e−⟨y,x⟩

)
ρ t (dx)

]
for all y ∈ Rd

+.
In the specific case where X is a Lévy process, it is enough to specify the Lévy

measure ρ1 of X(1), which is known to control the jump structure of all the process
(as ρ t = t ρ1 for all t > 0). In that case, ρ = ρ1 is called the Lévy measure of the
process X.

Coming back to the general case of an additive process and following the nota-
tions of [26, Theorem 19.3], we now define the measure ρ̃ on F = (0,∞)×

(
Rd
+\{0}

)
by

ρ̃ ((0, t]×B) = ρ t (B) for all B ∈ B
(
Rd
+\{0}

)
, (2)

which we call intensity measure of X. (In the case of a Lévy process, then ρ̃ (ds,dx)=
ds ρ (dx)).

We also set

J (C) = #{s > 0 : (s,∆X(s)) ∈C} for all C ∈ B (F) ,

where ∆X(s) := X(s)−X(s−) for all s > 0. Setting {Tn,n ∈ N} to be the jump times
of X (which are know to be almost surely countably many, see [26, Theorem 21.3]),
we can also write

J (ds,dx) = ∑
n∈N

δ(Tn,∆X(Tn)) (ds,dx)

with probability 1.
With such notations, we know from [26, Theorem 19.3] that:

– J is a Poisson random measure on F with intensity measure ρ̃;
– X(t) =

∫
(0,t]×Rd

+\{0} x J (ds,dx) for all t > 0 almost surely (or to be more specific,
there exists a sample space on which this is true).

Hence, any non negative additive process can be written as an integral with re-
spect to a Poisson random measure. This will be the key point to compute the survival
function of the multivariate lifetime in the following.

Finally, we end this technical section by a summary of our assumptions:
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Assumption 1 The process X = (X(t))t≥0 is a multivariate non negative additive
process such that:

– X is right-continuous with left-side limits;
– X has bounded variations (which means that (1) is true);
– X is not almost surely equal to zero (P(X ̸= 0)> 0);
– X has no drift.

3 The multivariate lifetime model

3.1 The dependence model

Let us consider d components. Out of the stressing environment, these components
are independent and for i = 1, · · · ,d, the intrinsic hazard rate function of the i−th
component is hi (t), t ≥ 0 and its cumulative hazard rate function is Hi (t)=

∫ t
0 hi (s)ds,

t ≥ 0.
The components are in a common stressing environment which increases their

hazard rates.
We set X = (X(t))t≥0 to be a multivariate non negative additive process fulfilling

Assumption 1.
For each i = 1, · · · ,d, the conditional hazard rate of the i−th item given X is

hXi (t) = hi (t)+Xi (t) (3)

for all t > 0.
The random variable Xi (t) hence corresponds to the increment in the hazard rate

of component i due to the stressing environment. In the following, the process X is
called conditional hazard rate increment process.

The corresponding conditional cumulative hazard rate is provided by

HXi (si) = Hi (si)+
∫ si

0
Xi (t) dt (4)

for all si > 0.
Given (X(t))t≥0, the components are assumed to be independent. All the de-

pendence between the components hence comes from the fact that the processes
(Xi (t))t≥0, i = 1, · · · ,d are dependent.

We now introduce the multivariate lifetime

τ = (τ1, · · · ,τd)

and the corresponding multivariate survival function:

F̄τ (s) = P

[
d⋂

i=1

{τi > si}
]

, for all s = (s1, · · · ,sd) ∈ Rd
+.

The object of the paper is the study of the multivariate lifetime τ .



6 Sophie MERCIER, Carmen SANGÜESA

3.2 The multivariate survival function

Our aim here is to see how to compute F̄τ (s) in a general setting. For a better under-
standing, we begin with a preliminary analysis.

Lemma 1 Let X = (X(t))t≥0 be a multivariate non negative additive process fulfill-
ing Assumption 1. We have

F̄τ (s) = e−H(s)G(s)

with

H (s) =
d

∑
i=1

Hi (si) , (5)

G(s) = E
[
e−∑

d
i=1

∫ si
0 Xi(t)dt

]
, (6)

for all s = (s1, · · · ,sd) ∈ Rd
+.

Proof Conditionning by X and based on the conditional independence assumption,
we have:

F̄τ (s) = P
(

d⋂
i=1

{τi > si}
)

= E
[
P
(

d⋂
i=1

{τi > si}|X
)]

= E

[
d

∏
i=1

P(τi > si|X)

]
.

Now remembering (4), we get:

F̄τ (s) = E

[
d

∏
i=1

e−Hi(si)e−
∫ si

0 Xi(t) dt

]
= e−∑

d
i=1 Hi(si)E

[
e−∑

d
i=1

∫ si
0 Xi(t) dt

]
,

which provides the result. ⊓⊔

The main point hence is to see how to compute G(s), which is done in the next
theorem.

Theorem 2 Let X = (X(t))t≥0 be a multivariate non negative additive process ful-
filling Assumption 1 with intensity measure ρ̃ (dt,dx). Then:

F̄τ (s) = e−H(s)−K(s) (7)

for all s = (s1, · · · ,sd) ∈ Rd
+ where H (s) is defined by (5) and

K (s) =
∫

F

(
1− e−∑

d
i=1(si−t)+xi

)
ρ̃ (dt,dx) (8)

with x = (x1, · · · ,xd) and F = (0,∞)×
(
Rd
+\{0}

)
in the integral.
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Proof Let s = (s1, · · · ,sd) ∈ Rd
+. The point is to compute G(s), as defined by (6).

Let us first note that∫ si

0
Xi (t) dt =

∫ si

0

(∫
(0,t]×Rd

+\{0}
xi J (dr,dx)

)
dt

=
∫

F

(
1{r≤si}

∫ si

r
dt
)

xi J (dr,dx)

=
∫

F
(si − r)+ xi J (dr,dx) (9)

for all i = 1, · · · ,d and all si ≥ 0.
For each s ∈ Rd

+, let us set

ϕs (r,x) =
d

∑
i=1

(si − r)+ xi (10)

with x = (x1, · · · ,xd) ∈ Rd
+.

Based on (9), we have:

d

∑
i=1

∫ si

0
Xi (t)dt =

∫
F

ϕs (r,x) J (dr,dx)

and using the definition of G, we get

G(s) = E
[
e−

∫
F ϕs(r,x) J(dr,dx)

]
.

Now our aim is to use Theorem 2.7 from [18] to compute G(s). For that, we have
to check that ∫

F
min(ϕs (r,x) ,1) ρ̃ (dr,dx)< ∞.

Let us first note that based on the definition of ϕs given in (10), we have ϕs (r,x) =
0 as soon as r > S = ∥s∥

∞
. Also

0 ≤ ϕs (r,x)≤ d S ∥x∥
∞

for all r ≤ S and all x = (x1, · · · ,xd) ∈ Rd
+. This provides∫

F
min(ϕs (r,x) ,1) ρ̃ (dr,dx) =

∫
(0,S]×Rd

+\{0}
min(ϕs (r,x) ,1) ρ̃ (dr,dx)

≤
∫
(0,S]×Rd

+\{0}
min(d S ∥x∥

∞
,1) ρ̃ (dr,dx)

=
∫
Rd
+\{0}

min(d S ∥x∥
∞
,1) ρS (dx)

based on the definition of ρ̃ given in (2).
Now, it is easy to check that

min(d S ∥x∥
∞
,1)≤ max(d S,1) min(∥x∥

∞
,1)
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which entails that∫
F

min(ϕs (r,x) ,1) ρ̃ (dr,dx)≤ max(d S,1)
∫
Rd
+\{0}

min(∥x∥
∞
,1) ρS (dx)<+∞

based on the technical condition (1).
This allows us to derive that

G(s) = exp
[
−
∫

F

(
1− e−ϕs(r,x)

)
ρ̃ (dr,dx)

]
= exp

[
−
∫

F

(
1− e−∑

d
i=1(si−r)+ xi

)
ρ̃ (dr,dx)

]
from [18, Theorem 2.7] (where the result is provided for the Fourier transform but

the arguments still hold for the Laplace transform), which achieves this proof. ⊓⊔

Remark 1 In the univariate case, the previous theorem writes down

F̄τ (s) = exp
(
−
∫ s

0
h(r)dr−

∫
(0,s]×R∗

+

(
1− e−(s−r)x

)
ρ̃ (dr,dx)

)
which mostly is [17, Theorem 3.1], except from the fact that the terms Wi’s of the
quoted theorem are not present here and the fact that contrary to the quoted paper, we
do not assume ρ̃ (dr,dx) to be of the shape ρ̃ (dr,dx) = dr ρ̃r (dx). Also, the result is
given here in a multivariate setting whereas it is given in a univariate setting in [17,
Theorem 3.1].

The remaining of the paper is devoted to the study of the multivariate lifetime,
considering different kinds of multivariate additive processes.

4 Lévy processes as conditional hazard rate increment processes

Let Y = (Y(t))t≥0 be a multivariate non negative Lévy process, which is assumed to
be right-continuous with left-side limits, to have bounded variations and no drift, and
to be not almost surely equal to zero. Then Y is a specific additive process fulfilling
Assumption 1.

Let ρ be its Lévy measure. The Lévy measure of Yt then is ρ t = t ρ and ρ̃ (ds,du)=
ds ρ (du), which implies that Theorem 2 writes down

F̄τ (v) = e−H(v)−K(v) (11)

with

K (v) =
∫

F

(
1− e−∑

d
i=1(vi−s)+xi

)
ds ρ (dx) (12)

for all v = (v1, · · · ,vd) ∈ Rd
+, where we recall that F = (0,∞)×

(
Rd
+\{0}

)
.

For a better understanding, we first explore the univariate case.
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4.1 Case of a univariate Lévy process

We first give some expressions for the survival and hazard rate fonctions with respect
to the Laplace transform of Y (1) for a univariate Lévy process (Y (t))t≥0 with Lévy
measure ρ , where we recall that

LY (1) (u) = exp
(
−
∫
R∗
+

(
1− e−ux)

ρ (dx)
)

(13)

for all u ≥ 0 (see e.g. [18] ).

Proposition 1 Let Y = (Y (t))t≥0 be a univariate non negative Lévy process fulfilling
Assumption 1, with Lévy measure ρ . Then:

The hazard rate and survival functions of the lifetime τ are provided by

hτ (v) = h(v)− ln
(
LY (1) (v)

)
,

F̄τ (v) = e−H(v)−K(v)

for all v ≥ 0, respectively, where

K (v) =−
∫ v

0
ln
(
LY (1) (u)

)
du, ∀v ≥ 0. (14)

Proof Based on (12), we have

K (v) =
∫
R+×R∗

+

(
1− e−(v−s)+x

)
ds ρ (dx)

=
∫ v

0

(∫
R∗
+

(
1− e−(v−s)x

)
ρ (dx)

)
ds

=
∫ v

0

(∫
R∗
+

(
1− e−ux)

ρ (dx)
)

du

=−
∫ v

0
ln
(
LY (1) (u)

)
du

with u = v−s in the third line and using (13) for the last line. This provides the result
for F̄τ (v), from where we easily derive the result for hτ (v), using that

hτ (v) =
fτ (v)
F̄τ (v)

=− F̄ ′
τ (v)

F̄τ (v)
.

⊓⊔

We now provide other expressions for the survival and hazard rate functions of
the lifetime τ with respect to both ρ and corresponding tail integral function, that can
be of specific interest in the multivariate case later on.
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Proposition 2 Let Y = (Y (t))t≥0 be a univariate non negative Lévy process fulfilling
Assumption 1, with Lévy measure ρ . The survival function of the lifetime τ is provided
by

F̄τ (v) = e−H(v)−K(v)

with

K (v) =
∫
R∗
+

1
x

(
e−vx + vx−1

)
ρ (dx) =

∫
∞

0
U (y) γv (y) dy, ∀v ≥ 0,

where
U (y) =

∫
(y,∞)

ρ (dx) , for all y > 0 (15)

is the tail integral function of ρ and

γv (y) =
1
y2

(
1− e−vy − vye−vy) , ∀y,v > 0. (16)

The corresponding hazard rate function is given by

hτ (v) = h(v)+
∫
R∗
+

(
1− e−vx)

ρ (dx) = h(v)+ v
∫

∞

0
U (y)e−vy dy (17)

for all v > 0.

Proof The first expression of hτ (v) is a direct consequence of Proposition 1 and (13),
from where we can also write

K (v) =
∫
R∗
+

(∫ v

0

(
1− e−ux)du

)
ρ (dx) (18)

=
∫
R∗
+

1
x

(
e−vx + vx−1

)
ρ (dx) ,

which provides the first expression for K (v).
Using that

1− e−ux =
∫ x

0
ue−yudy, (19)

we can also write (18) as

K (v) =
∫
(0,v)×(0,∞)

(∫ x

0
ue−yudy

)
du ρ (dx) .

Based on Fubini’s theorem for the first and third lines, we get:

K (v) =
∫
(0,v)×(0,∞)

(∫
(y,∞)

ρ (dx)
)

ue−uydu dy

=
∫
(0,v)×(0,∞)

U (y)ue−uydu dy

=
∫
R∗
+

U (y)
(∫ v

0
ue−uydu

)
dy

=
∫
R∗
+

U (y)
1
y2

(
1− e−vy − vye−vy) dy (20)
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which is the second expression for K (v).
Using again (19), we also have∫

R∗
+

(
1− e−vx)

ρ (dx) =
∫
R∗
+

(∫ x

0
v e−vydy

)
ρ (dx)

= v
∫
R∗
+

(∫
(y,∞)

ρ (dx)
)

e−vydy

= v
∫
R∗
+

U (y) e−vydy,

which provides the second expression for hτ (v) (which can also be obtained through
derivation of F̄τ (v)). ⊓⊔

The two previous propositions provide us with several expressions for F̄τ (v) and
hτ (v) (and hence also for the p.d.f. fτ (v) = hτ (v) F̄τ (v)), which allows to chose the
most appropriate one, according to the context.

Remark 2 The first expression of the hazard rate function in Proposition 2 was al-
ready given in [17, Corollary 3.3], as well as (18) in [17, Corollary 3.2] (considering
a = 0 in the quoted paper and omitting the terms h(t) and H (t)).

Remark 3 Assuming m1 =E(Y (1))=
∫
R∗
+

x ρ (dx) and m2 = var (Y (1))=
∫
R∗
+

x2 ρ (dx)
to be finite (see [9, Proposition 3.13] for their expression with respect to ρ), it is easy
to check that

hτ (v) =
v→0+

h(v)+
∫
R∗
+

(
vx+ x2 O

(
v2))

ρ (dx) =
v→0+

h(v)+ vm1 +m2O
(
v2) .

Hence, the increment in the hazard rate due to the stressing environment mostly is a
linear function of v when v is small.

The result of the previous proposition is now applied to the case of a homo-
geneous gamma process, which is a Lévy process such that Y (t) ∼ Γ (at,b) with
a,b > 0, where

fΓ (at,b) (y) =
bat

Γ (at)
yat−1e−by1R+ (y)

for all t > 0, with E(Y (t))= at/b, var (Y (t))= at/b2, Lévy measure ρΓ (a,b) (dx)=
ae−bx/x dx and Laplace transform

LY (1) (v) =
(

b
b+ v

)a

, ∀v ≥ 0 (21)

(see e.g. [1, page 6]).

Corollary 1 (Univariate homogeneous gamma process) Let (Y (t))t≥0 be a uni-
variate homogeneous gamma process with Y (t)∼ Γ (at,b). Then

F̄τ (v) = e−H(v)+at
(

b
b+ v

)a(b+v)

,

hτ (v) = h(v)+a ln
(

b+ v
b

)
.



12 Sophie MERCIER, Carmen SANGÜESA

Proof The expression for hτ (v) is directly obtained from Proposition 1 and (21).
The expression of K (v) in the same proposition provides

K (v) =
∫ v

0
a ln
(

b+u
b

)
du =−av− ln

((
b

b+ v

)a(b+v)
)

and the result for F̄τ (v) . ⊓⊔

We now look at the case of an inverse gaussian process (Yt)t≥0, which is a Lévy
process such that Y (t)∼ IG(at,b) with a,b > 0, where

fIG(at,b) (x) =
at

(2πx3)
1
2

exp

(
−b2

2
x+abt − (at)2

2
1
x

)

for all t > 0, with E(Y (t)) = at/b, var (Y (t)) = at/b3, Lévy measure

ρIG(a,b) (dx) =
a√

2πx3
exp
(
−b2

2
x
)

1R∗
+
(x) dx

and Laplace transform

LY (1) (v) = exp
(
−a
(√

b2 +2v−b
))

, ∀v ≥ 0 (22)

(see e.g. [15, pages 595 and 658]).

Corollary 2 (Inverse gaussian process) Let (Y (t))t≥0 be an inverse gaussian pro-
cess with Y (t)∼ IG(at,b). Then

F̄τ (v) = exp
(
−H (v)−a

(
1
3

((
b2 +2v

) 3
2 −b3

)
−bv

))
hτ (v) = h(v)+a

(√
b2 +2v−b

)
.

Proof The expression for hτ (t) is directly obtained from Proposition 1 and (22).
The expression of K (v) in the same proposition gives

K (v) =
∫ v

0
a
(√

b2 +2u−b
)

du

= a
∫ √

b2+2v

b
(x−b) x dx

= a
(

1
3

((
b2 +2v

) 3
2 −b3

)
−bv

)
with x =

√
b2 +2u in the second line, which provides the result for F̄τ (v). ⊓⊔
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Fig. 1 The increment in the unconditional failure rate for a gamma and an inverse gaussian increment
process, with a = 1 and b = 2 (left), b = 0.25 (right).

Remark 4 Any (homogenous) Lévy process has a linear trend in the sense that E(Y (t))=
Ct for some C > 0. However, it can be seen from the previous examples that the in-
crement in the unconditional hazard rate due to the stressing environment can have
much less impact than a linear function, as it asymptotically behaves like a logarithm
function in the case of a gamma process and as a square root function in the case of
an inverse gaussian process.

The increment in the unconditional hazard rate is plotted in Figure 1 for the case
of a gamma and an inverse gaussian increment process which share the same mean
function E(Y (t)) = at/b with a = 1 and b = 2 (left), b = 0.25 (right). As can be
seen, the increment in the unconditional hazard rate can be larger when t is small for
a gamma process than for a inverse gaussian process but after a while, it becomes
larger for the inverse gaussian process (in coherence with the asymptotic behaviour).

4.2 Case of a multivariate Lévy process

We now come to the multi-dimensional case, where we recall that ρ̃ (dt,dx)= dt ρ (dy),
and where the Laplace transform of Y(1) is provided by

LY(1) (v) = exp
(
−
∫
Rd
+\{0}

(
1− e−∑

d
i=1 vixi

)
ρ (dy)

)
(23)

for all v = (v1, · · · ,vd) ∈ Rd
+. This allows to provide new expressions for F̄τ (v) and

hτ (v) in this specific setting.

Proposition 3 Let Y = (Y(t))t≥0 be a multivariate non negative Lévy process fulfill-
ing Assumption 1. We have

F̄τ (s) = e−H(s)−K(s) (24)
for all s = (s1, · · · ,sd) ∈ Rd

+ where H (s) is defined by (5) and

K (s) =−
∫

∞

0
ln
(
LY(1)

(
(s1 − t)+ , · · · ,(sd − t)+

))
dt

for all s = (s1, · · · ,sd) ∈ Rd
+.



14 Sophie MERCIER, Carmen SANGÜESA

Proof The result is a direct consequence from (12) and (23). ⊓⊔

A common way to model a multivariate non negative Lévy process is to construct
it through superposition (see [5]). We next provide the result for the bivariate case.

Corollary 3 Let (Zi (t))t≥0, i = 1,2,3 be three independent univariate non negative
Lévy processes fulfilling Assumption 1. We set{

Y1 (t) = Z1 (t)+Z3 (t)
Y2 (t) = Z2 (t)+Z3 (t)

(25)

for all t ≥ 0. Then Y = (Y(t))t≥0 be a bivariate non negative Lévy process and the
survival function is provided by (24) with

K (s) =−
∫ s1

0
ln
(
LZ1(1) (t)

)
dt −

∫ s2

0
ln
(
LZ2(1) (t)

)
dt

−
∫ max(s1,s2)

0
lnLZ3(1)

(
(s1 − t)++(s2 − t)+

)
λ (t)dt.

Proof We have

LY(1) (s1,s2) = E
(

e−s1Y1(1)−s2Y2(1)
)

= E
(

e−s1Z1(1)−s2Z2(1)−(s1+s2)Z3(1)
)

= LZ1(1) (s1)LZ2(1) (s2)LZ3(1) (s1 + s2)

due to the independence assumption.
Hence

K (s) =−
∫

∞

0
ln
(
LZ1(1)

(
(s1 − t)+

))
dt −

∫
∞

0
ln
(
LZ2(1)

(
(s2 − t)+

))
dt

−
∫

∞

0
ln
(
LZ3(1)

(
(s1 − t)++(s2 − t)+

))
dt,

which easily provides the result. ⊓⊔

The previous corollary is next specialized to the case of gamma processes.

Corollary 4 Let (Zi (t))t≥0, i = 1,2,3 be three independent univariate gamma pro-
cesses, such that Zi (t) ∼ Γ (ait,bi) with ai,bi > 0, i = 1,2,3, and let (Yi (t))t≥0,
i = 1,2 be constructed through (25). Then

F̄τ (s) = e−H(s)+a1s1+a2s2+a3 max(s1,s2)

(
b1

b1 + s1

)a1(b1+s1)
(

b2

b2 + s2

)a2(b2+s2)

(26)

×
ba3(b3+max(s1,s2))

3

(b3 + |s2 − s1|)a3(b3+|s2−s1|)/2 (b3 + s1 + s2)
a3(b3+s1+s2)/2

for all s = (s1,s2) ∈ R2
+.
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Proof Based on the result for univariate gamma processes given in Corollary 1, the
only point is to compute

I (s) =
∫ max(s1,s2)

0
lnLZ3(1)

(
(s1 − t)++(s2 − t)+

)
λ (t)dt.

Assume that s1 < s2 and let us write

I (s) = I1 (s)+ I2 (s)

with

I1 (s) =
∫ s1

0
lnLZ3(1) (s1 + s2 −2t)dt

= a3

∫ s1

0
ln
(

b3

b3 + s1 + s2 −2t

)
dt

= a3

(
s1 + ln

(
bs1

3
(b3 − s1 + s2)

(b3−s1+s2)/2

(b3 + s1 + s2)
(b3+s1+s2)/2

))

and

I2 (s) =
∫ s2

s1

lnLZ3(1) (s2 − t)dt

= a3

∫ s2

s1

ln
(

b3

b3 + s2 − t

)
dt

= a3

(
(s2 − s1)+ ln

((
b3

b3 + s2 − s1

)(b3+s2−s1)
))

.

This provides

I (s) = a3s2 + ln

(
ba3(b3+s2)

3

(b3 − s1 + s2)
a3(b3+s2−s1)/2 (b3 + s1 + s2)

a3(b3+s1+s2)/2

)

Similar results can be obtained in the case s2 ≥ s1, and the two cases are next synthe-
sized in (26). ⊓⊔

Another common way to model the dependence between the marginal processes
in a Lévy process is to use a Lévy copula. We limit the study to the bidimensional
case for sake of simpicity, but the results could clearly be extended. Following [9,
16], we recall that a (two-dimensional non-negative) Lévy-copula is any 2-increasing
function C : [0,∞]2 → [0,∞] such that C(x,∞) = C(∞,x) = x (uniform margins) and
C(0,x) = C(x,0) = 0 for all x ∈ [0,+∞] (grounded function). Sklar’s Theorem for
Lévy copulas says that, starting from a Lévy process Y = (Y(t))t≥0, there exists a
Lévy-copula C such that

U(y1,y2) = C(U1 (y1) ,U2 (y2)) (27)
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for all (y1,y2)∈ [0,∞]2, where, for i = 1,2, the function Ui is the tail integral function
of the Lévy measure ρi of (Yi (t))t≥0 defined in (15) and where U is the tail integral
function of ρ , with

U(y) = U(y1,y2) =
∫
(y1,+∞)×(y2,+∞)

ρ (dy)

for all y=(y1,y2)∈R2
+\{(0,0)}, U(y1,∞)=U(∞,y2)= 0 and U(0,0)=+∞. Recall

also that the Lévy copula is unique as soon as the tail integral functions Ui (yi), i= 1,2
are continuous.

In case of a Lévy process with dependence between margins modelled by a Lévy
copula, we need to express the survival function with respect to the tail integral func-
tion U, in order to be able to compute it. This is the main object of the following
theorem.

Theorem 3 Let Y = (Y(t))t≥0 be a bivariate non negative Lévy process fulfilling
Assumption 1 with C as Lévy copula C and Ui as univariate tail integral function of
ρi, i = 1,2. Then

F̄τ (v) = exp
[∫

R2
+

C(U1 (u1) ,U2 (u2)) γv (u) du1 du2

]
F̄τ1 (v1) F̄τ2 (v2) (28)

with

γv (u) =
∫ min(v1,v2)

0
(v1 − s)(v2 − s)e−(v1−s)u1−(v2−s)u2ds (29)

=

(
|v2 − v1|+

2
u1 +u2

)
e−u1(v1−v2)

+−u2(v2−v1)
+

(u1 +u2)
2

−

(
v1v2 +

v1 + v2

u1 +u2
+

2

(u1 +u2)
2

)
e−(u1v1+u2v2)

u1 +u2

for all u, v ∈ R2
+.

Proof Starting again from (11), the point is to compute K (v) with

K (v) =
∫

F

(
1− e−∑

2
i=1(vi−s)+ yi

)
ds ρ (dy)

where v = (v1,v2) ∈ R2
+. Assume first that v1 ≤ v2.

Then, we have

K (v) =
∫
R2
+\{0}

(∫ v1

0

(
1− e−(v1−s) y1−(v2−s) y2

)
+
∫ v2

v1

(
1− e−(v2−s) y2

))
ds ρ (dy)

=
∫ v1

0

(∫
R2
+\{0}

(
1− e−(v1−s) y1−(v2−s) y2

)
ρ (dy)

)
ds

+
∫ v2

v1

(∫
R2
+\{0}

(
1− e−(v2−s) y2

)
ρ (dy)

)
ds. (30)
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Let us write

1− e−(v1−s) y1−(v2−s) y2 =−
(

1− e−(v1−s)y1
)(

1− e−(v2−s)y2
)

+
(

1− e−(v2−s)y2
)
+
(

1− e−(v1−s)y1
)

in the first integral.
We obtain:

K (v) =−
∫ v1

0

(∫
R2
+\{0}

(
1− e−(v1−s)y1

)(
1− e−(v2−s)y2

)
ρ (dy)

)
ds

+
∫ v1

0

(∫
R2
+\{0}

(
1− e−(v2−s)y2

)
ρ (dy)

)
ds

+
∫ v1

0

(∫
R2
+\{0}

(
1− e−(v1−s)y1

)
ρ (dy)

)
ds

+
∫ v2

v1

(∫
R2
+\{0}

(
1− e−(v2−s) y2

)
ρ (dy)

)
ds

=−
∫ v1

0

(∫
R2
+\{0}

(
1− e−(v1−s)y1

)(
1− e−(v2−s)y2

)
ρ (dy)

)
ds (31)

+
∫ v1

0

(∫
R∗
+

(
1− e−(v1−s)y1

)
ρ1 (dy1)

)
ds

+
∫ v2

0

(∫
R∗
+

(
1− e−(v2−s) y2

)
ρ2 (dy2)

)
ds

Looking at the case v2 ≥ v1 provides a similar result, where the upper bound v1
in the integral in (31) is substituted by v2.

Hence, for all v1,v2 > 0, we have

K (v) =−J (v)+ J1 (v1)+ J2 (v2)

where

Ji (vi) =
∫ vi

0

(∫
R∗
+

(
1− e−(vi−s) yi

)
ρi (dyi)

)
ds, i = 1,2,

have already been computed in the univariate case and where

J (v) =
∫ min(v1,v2)

0

(∫
R2
+\{0}

(
1− e−(v1−s)y1

)(
1− e−(v2−s)y2

)
ρ (dy)

)
ds.

Writing

1− e−(vi−s)yi =
∫ yi

0
(vi − s)e−(vi−s)uidui
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for i = 1,2, we get

J (v) =
∫ min(v1,v2)

0

∫
R2
+\{0}

(∫ y1

0
(v1 − s)e−(v1−s)u1du1

)
×
(∫ y2

0
(v2 − s)e−(v2−s)u2du2

)
ρ (dy)ds

=
∫ min(v1,v2)

0

∫
R2
+

(∫
(u1,+∞)×(u2,+∞)

ρ (dy)
)
(v1 − s)(v2 − s)e−(v1−s)u1−(v2−s)u2ds du1 du2

=
∫
R2
+

U(u)γv (u) du1 du2

with

γv (u) =
∫ min(v1,v2)

0
(v1 − s)(v2 − s)e−(v1−s)u1−(v2−s)u2 ds

= e−u1v1−u2v2

∫ min(v1,v2)

0
(v1 − s)(v2 − s)es(u1+u2)ds.

A double integration by parts provides

γv (u)

=
e−u1v1−u2v2

u1 +u2

[
e(u1+u2)min(v1,v2)

(
1

u1 +u2
(v1 + v2 −2min(v1,v2))+

2

(u1 +u2)
2

)

−v1v2 −
v1 + v2

u1 +u2
− 2

(u1 +u2)
2

]

=

(
v1 + v2 −2min(v1,v2)+

2
u1 +u2

)
e−u1v1−u2v2+(u1+u2)min(v1,v2)

(u1 +u2)
2

−

(
v1v2 +

v1 + v2

u1 +u2
+

2

(u1 +u2)
2

)
e−(u1v1+u2v2)

u1 +u2

=

(
|v2 − v1|+

2
u1 +u2

)
e−u1(v1−v2)

+−u2(v2−v1)
+

(u1 +u2)
2 −

(
v1v2 +

v1 + v2

u1 +u2
+

2

(u1 +u2)
2

)
e−(u1v1+u2v2)

u1 +u2

Using Proposition 2 for J1 (v1) and J2 (v2), we obtain

K (v)=−
∫
R2
+

U(u)γv (u) du1 du2+
∫
R∗
+

U1 (u1)γv1 (u1) du1+
∫
R∗
+

U2 (u2)γv2 (u2)du2,

which allows to conclude, due to (27). ⊓⊔

Remark 5 Based on (29), it is clear that γv (u) ≥ 0 for all u, and hence we can see
that

F̄τ (v)≥ F̄τ1 (v1) F̄τ2 (v2)

from (28). This shows that τ has the positive quadrant dependence property, which
entails that higher values for τ1 leads to higher values for τ2 (and conversely), see e.g.
[24] for more details on this notion. This behaviour is coherent with what could be
expected in such a context (see e.g. [23]).
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Fig. 2 The functions F̄τ − F̄
τ⊥ (left) and F̄

τ∥ − F̄τ (right). Example 1.

Example 1 We here consider a Clayton-Lévy copula

CΘ (v1,v2) =
(

v−θ

1 + v−θ

2

)− 1
θ

with θ > 0, where we recall that the dependence increases with θ (independence:
θ → 0+; complete dependence: θ → ∞), see [9] for more details.

We also take Yi (t)∼ Γ (t,1) for i = 1,2, with

Ui (ui) =
∫

∞

ui

e−x

x
dx = Ei(x) , ∀ui > 0,

where Ei is the exponential integral function. We set F̄
τ⊥ and F̄

τ∥ to be the survival
functions when (Y1 (t))t≥0 and (Y2 (t))t≥0 are independent and completely dependent,
respectively. The functions F̄τ − F̄

τ⊥ and F̄
τ∥− F̄τ are plotted in Figure 2 (left and right

plots, respectively) for θ = 1. We can see that both functions remain non negative,
which is coherent with the previous remark.

5 Other additive processes as conditional hazard rate increment processes

5.1 Time-scaled Lévy process

We begin with a first extension of the previous section considering time-scaled Lévy
processes, which are known from [26], to be additive processes.

Definition 1 Let Y=(Y(t))t≥0 be a multivariate non negative Lévy process and let ρ

be its Lévy measure. Let λ : R+ −→R+ be a continuous function such that λ (t)> 0
for all t > 0 and Λ (t) =

∫ t
0 λ (s) ds < +∞ for all t > 0, and limt→∞ Λ (t) = ∞. The

process X = (X(t))t≥0 with

X(t) = Y(Λ (t)) for all t ≥ 0 (32)
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is called a time-scaled Lévy process with time-scaling function Λ and Lévy measure
ρ .

We first look at the intensity measure of X (for which we could not find any
reference so that a proof is provided).

Lemma 2 The intensity measure of the time-scaled Lévy process X with time-scaling
function Λ and Lévy measure ρ is:

ρ̃ (ds,du) = λ (s)ds ρ (du) .

Proof Let JX and JY be the Poisson random measures with intensity measures ρ̃ (ds,du)
and ρ̃Y (ds,du), respectively.

For each B ∈ B
(
Rd
+\{0}

)
and each t > 0, we have:

ρ̃ ((0, t]×B) = E [JX ((0, t]×B)]

= E [#{s > 0 : s ∈ (0, t] and ∆X(s) ∈ B}]

where ∆X(s) = X(s)−X(s−) = Y(Λ (s))−Y
(
Λ (s)−

)
= Y(Λ (s))−Y(Λ (s−)) =

∆Y(Λ (s)) (by continuity of Λ (·)).
As Λ (·) is a one-to-one continuous function from (0, t] to (0,Λ (t)], we now have:

ρ̃ ((0, t]×B) = E [#{Λ (s)> 0 : Λ (s) ∈ (0,Λ (t)] and ∆Y(Λ (s)) ∈ B}]
= E [#{u > 0 : u ∈ (0,Λ (t)] and ∆Y(u) ∈ B}]

setting u = Λ (s). Hence:

ρ̃ ((0, t]×B) = E [JY ((0,Λ (t)]×B)]

= ρ̃Y ((0,Λ (t)]×B)

= Λ (t)ρY (B) ,

because ρ̃Y (ds,du) = ds ρY (du), which provides the result. ⊓⊔

Based on Theorem 2, and using similar arguments as for Proposition 3, Corollary
3 and Theorem 3, it is now straightforward to derive the following results in case of
a time-changed Lévy process.

Corollary 5 Let X be a time-scaled Lévy process with time-scaling function Λ and
Lévy measure ρ , such that the underlying homogeneous Lévy process Y (see (32))
fulfills Assumption 1. Then we have the following results:

1. The process X fulfills Assumption 1 and

F̄τ (s) = e−H(s)−K(s)

with

K (s) =
∫

F

(
1− e−∑

d
i=1(si−t)+xi

)
λ (t)dt ρ (dx)

=−
∫

∞

0
ln
(
LY(1)

(
(s1 − t)+ , · · · ,(sd − t)+

))
λ (t)dt

for all s = (s1, · · · ,sd) ∈ Rd
+.
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2. In the bivariate case, if Y is constructed through superposition as in Corollary 3,
we have

K (s) =−
∫ s1

0
ln
(
LZ1(1) (s1 − t)

)
λ (t)dt −

∫ s2

0
ln
(
LZ2(1) (s2 − t)

)
λ (t)dt

−
∫ max(s1,s2)

0
lnLZ3(1)

(
(s1 − t)++(s2 − t)+

)
λ (t)dt

3. Assuming the dependence in Y to be modelled by a Lévy copula C with Ui (si) the
tail integral functions of ρi, i = 1,2, we have

F̄τ (s) = exp
[∫

R2
+

C(U1 (s1) ,U2 (s2)) γv,λ (s) ds1 ds2

]
F̄τ1 (v1) F̄τ2 (v2)

with

γv,λ (s) =
∫ min(v1,v2)

0
(v1 − t)(v2 − t)e−(v1−t)s1−(v2−t)s2 λ (t) dt

for all s = (s1, · · · ,sd) ∈ Rd
+.

Remark 6 Remark 5 remains valid here and τ exhibits the positive quadrant depen-
dence property.

As an example, we now look at the case of a univariate non-homogeneous gamma
process.

Example 2 Let (Y (t))t≥0 be a univariate homogeneous gamma process with Y (t)∼
Γ (t,b), where b> 0. Let X (t)=Y (Λ (t)) for all t > 0. Then, (X (t))t≥0 is a univariate
non-homogeneous gamma process with X (t)∼ Γ (Λ (t) ,b) and

F̄τ (s) = e−H(s) exp
(
−
∫ s

0
λ (t) ln

(
b+ s− t

b

)
dt
)
,

hτ (s) = h(s)+a
∫ s

0

λ (t)
b+ s− t

dt.

The increment in the unconditional hazard rate is plotted in Figure 3 for the case of a
non homogenous gamma conditional increment process with a= b= 1 and λ (s)= sβ

with β =−0.5, β = 0 and β = 1, which leads to Λ (s) = s0.5/0.5 (concave function),
Λ (s) = s and Λ (s) = s2/2 (convex function), and for λ (s) = es. We can see that for
small s, the largest influence of the stressing environment is obtained in the concave
case whereas for large s, it increases with β and the largest hazard rate is obtained for
λ (s) = es.
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Fig. 3 The increment in the unconditional failure rate for a non-homogeneous gamma increment process,
with a = b = 1 and λ (s) = sβ with β =−0.5, β = 0 and β = 1, and λ (s) = es.

5.2 Extended time-scaled Lévy process

Let Y = (Y(t))t≥0 be a multivariate time-scaled Lévy process with time-scaling
function Λ and Lévy measure ρ as in Subsection 4. We here consider a process
X = (X(t))t≥0 which is constructed as a stochastic integral with respect to Y, with

X(t) =
∫
(0,t]

b(u)dY(u) =
(∫

(0,t]
b1 (u)dY1 (u) , · · · ,

∫
(0,t]

bd (u)dYd (u)
)

(33)

for all t ≥ 0, where b(u) = (b1 (u) , · · · ,bd (u)) for all u ≥ 0 is a componentwise
positive and continuous function on

(
R∗
+

)d .

Definition 2 The process X = (X(t))t≥0 constructed through (33) is said to be an
extended time-scaled Lévy process with parameter (b,ρ,Λ).

Remark 7 The name ”extended Lévy process” comes from the extended gamma pro-
cess, which is defined as an integral with respect to a gamma process in several papers
such as [2,11,14]. Note that in [7], such processes are called local gamma processes.

Lemma 3 Let X = (X(t))t≥0 be a multivariate extended time-scaled Lévy process
with parameter (b,ρ,Λ) such that the underlying Lévy process Y (as in (33)) fulfills
Assumption 1 and such that ∫

(0,t]
bi (u)λ (u)du < ∞ (34)

for all i ∈ {1, · · · ,d} and all t > 0. Then X is an additive process wich fulfills As-
sumption 1, and its intensity measure is

ρ̃ (ds,du) = λ (s)ds
(

ρϕ
−1
b(s)

)
(du)

where
ϕb(s) (x) = (b1 (s)x1, · · · ,bd (s)xd) (35)
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for all s > 0 and all x ∈ Rd
+, and where ρϕ

−1
b(s) stands for the push-forward measure

of ρ by the function ϕb(s).
In the specific case where ρ (dx) = ρ (x)dx, then

ρ̃ (ds,du) = λ (s)ds ρ

(
u1

b1 (s)
, · · · , ud

bd (s)

)
1

b1 (s)×·· ·×bd (s)
du.

Proof Remembering that

Y(t) =
∫
(0,t]×Rd

+\{0}
y JY (ds,dy) ,

where JY is a Poisson random measure on F with intensity measure ρ̃Y (ds,du) =
λ (s)ds ρ (du), we can write:

X(t) =
∫
R∗
+×Rd

+\{0}
1(0,t] (s)(b1 (s)y1, · · · ,bd (s)yd) JY (ds,dy)

for all t ≥ 0.
For m ≥ 1, 0 ≤ t1 < · · ·< tm and 1 ≤ i ≤ m−1, we have

X(ti+1)−X(ti) =
∫
R∗
+×Rd

+\{0}
1(ti,ti+1] (s)(b1 (s)y1, · · · ,bd (s)yd) JY (ds,dy) ,

which shows that the random vectors X(ti+1)−X(ti), i = 1, · · · ,m− 1 are inde-
pendent, because the Borel sets (ti, ti+1]×Rk

+ are disjoint. Hence, (Xt)t≥0 is a process
with independent increments.

For each 1 ≤ j ≤ d, t > 0, 0 ≤ s ≤ 1, we have

X j (t + s)−X j (t) =
∫
(t,t+s]

b j (u)dYj (u)≤ sup
u∈[t,t+1]

b j (u)× (Yj (t + s)−Yj (t)) .

Based on the continuity of b j, the supremum in the right side is finite. The stochastic
continuity of (X j (t))t≥0 for each 1 ≤ j ≤ d now is a direct consequence of the same
property for Y, and hence, X is stochastically continuous. Finally, (Xt)t≥0 is a right-
continuous process with left-side limits by construction (and X0 = 0 a.s.). Hence
(Xt)t≥0 is an additive process.

Now, our aim is to use Proposition 19.5 from [26] to derive the Laplace transform
of X(t). For that, we have to boil down to a Poisson random measure with a finite
intensity measure. For ε > 0 and t > 0, we set Jt,ε

Y (ds,dy) to be the trace of JY (ds,dy)
on (0, t]×

{
(ε,∞)d \{0}

}
, which is known to be a Poisson random measure with

intensity measure

ρ̃
t,ε
Y (ds,du) = 1(0,t] (s)1

(ε,∞)d\{0} (u)λ (s)ds ρ (du) .

Based on the bounded variations of Y (that is (1) for Y) and the assumption on
λ , we have ρ̃

t,ε
Y

(
(0, t]×

{
(ε,∞)d

})
< ∞.
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We set

Xε (t) =
∫
R∗
+×Rd

+\{0}
1(0,t] (s)(b1 (s)y1, · · · ,bd (s)yd) Jt,ε

Y (ds,dy)

=
∫
R∗
+×Rd

+\{0}
1(0,t] (s)ϕb(s) (y) Jt,ε

Y (ds,dy) ,

where ϕb(s) is defined in (35).
Based on Proposition 19.5 from [26] (written for Fourier transform), the Laplace

transform of Xε (t) is

E
(

e−⟨u,Xε (t)⟩
)
= exp

(
−
∫
Rd
+\{0}

(
1− e−⟨u,x⟩

)(
ρ̃

t,ε
Y ϕ

−1
t,b

)
(dx)

)
for all u ∈ Rd

+ and t > 0, where ϕ t,b (s,x) = 1(0,t] (s)ϕb(s) (x). This means that the
Lévy mesure of the random vector Xε (t) is ρ̃

t,ε
Y ϕ

−1
t,b .

Then, the intensity measure ρ̃ of X is such that

ρ̃ ((0, t]×B) = lim
ε→0+

(
ρ̃

t,ε
Y ϕ

−1
t,b

)
((0, t]×B)

= lim
ε→0+

ρ̃Y

({
(s,x) ∈ (0, t]×

{
(ε,∞)d \{0}

}
: (b1 (s)x1, · · · ,bd (s)xd) ∈ B

})
= ρ̃Y

({
(s,x) ∈ (0, t]×Rd

+\{0} : (b1 (s)x1, · · · ,bd (s)xd) ∈ B
})

=
∫
(0,t]

ρ

({
x ∈ Rd

+\{0} : ϕb(s) (x) ∈ B
})

λ (s) ds

=
∫
(0,t]

(
ρϕ

−1
b(s)

)
(B)λ (s) ds

for all B ∈ B
(
Rd
+\{0}

)
. This provides the expression for ρ̃ (ds,du).

In the specific case where ρ (dx) = ρ (x)dx, then(
ρϕ

−1
b(s)

)
(B) =

∫
Rd
+\{0}

1B ((b1 (s)x1, · · · ,bd (s)xd))ρ (x)dx

=
∫
Rd
+\{0}

1B (u)ρ

(
u1

b1 (s)
, · · · , ud

bd (s)

)
1

b1 (s)×·· ·×bd (s)
du

with u = (b1 (s)x1, · · · ,b2 (s)xd) .
We finally check that X fulfills Assumption 1, where the only thing remaining to

prove is that (1) is true. We have:∫
Rd
+

min(∥u∥
∞
,1)ρ t (du) =

∫
(0,t]×Rd

+

min(∥u∥
∞
,1) ρ̃ (dt,du)

=
∫
(0,t]×Rd

+

min
(∥∥∥ϕb(t) (u)

∥∥∥
∞

,1
)

λ (t) dt ρ (du)

with ∥∥∥ϕb(t) (u)
∥∥∥

∞

= ∥(b1 (t)u1, · · · ,bd (u)ud)∥∞
≤ ∥b(t)∥

∞
∥u∥

∞
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and

min
(∥∥∥ϕb(t) (u)

∥∥∥
∞

,1
)
≤ min(∥b(t)∥

∞
∥u∥

∞
,1)≤ max(∥b(t)∥

∞
,1)min(∥u∥

∞
,1) .

Hence∫
Rd
+

min(∥u∥
∞
,1)ρ t (du)≤

∫
(0,t]

max(∥b(t)∥
∞
,1)λ (t) dt

∫
Rd
+

min(∥u∥
∞
,1)ρ (du)

≤
∫
(0,t]

(
1+

d

∑
i=1

bi (t)

)
λ (t) dt

∫
Rd
+

min(∥u∥
∞
,1)ρ (du)

=

(
Λ (t)+

d

∑
i=1

∫
(0,t]

bi (t)λ (t) dt

)∫
Rd
+

min(∥u∥
∞
,1)ρ (du)

<+∞

based on (34) and Assumption (1) for Y, which achives this proof. ⊓⊔

We next provide several expressions for F̄τ (s) in the following corollary. The first
expression is a direct consequence of Lemma 3 and Theorem 2, as∫

Rd
+\{0}

φ (u)
(

ρϕ
−1
b(s)

)
(du) =

∫
Rd
+\{0}

φ

(
ϕb(s) (u)

)
ρ (du)

for any non negative Borel function φ . Similar arguments as for Proposition 3, Corol-
lary 3 and Theorem 3 can be used for the other expressions.

Corollary 6 Let X=(X(t))t≥0 be an extended time-scaled Lévy process with param-
eter (b,ρ,Λ) such that the underlying Lévy process Y (see (33)) fulfills Assumption
1 and (34). Considering X as conditional hazard rate increment process, we get the
following results:

1. We have
F̄τ (s) = e−H(s)−K(s) (36)

with

K (s) =
∫

F

(
1− e−∑

d
i=1(si−t)+bi(t)xi

)
λ (t)dt ρ (dx)

=−
∫

∞

0
ln
(
LY(1)

(
(s1 − t)+ b1 (t) , · · · ,(sd − t)+ bd (t)

))
λ (t)dt

for all s = (s1, · · · ,sd) ∈ Rd
+ where H (s) is defined in (5).

2. In the bivariate case, assuming Y to be constructed through superposition as in
Corollary 3, we have

K (s) =−
∫ s1

0
ln
(
LZ1(1) ((s1 − t)b1 (t))

)
λ (t)dt

−
∫ s2

0
ln
(
LZ2(1) ((s2 − t)b2 (t))

)
λ (t)dt

−
∫ max(s1,s2)

0
lnLZ3(1)

(
(s1 − t)+ b1 (t)+(s2 − t)+ b2 (t)

)
λ (t)dt.
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3. Finally, assuming the dependence in Y to be modelled by a Lévy copula C with
Ui (si) the tail integral functions of ρi, i = 1,2, we have

F̄τ (s) = exp
[∫

R2
+

C(U1 (s1) ,U2 (s2)) γv,λ ,b (s) ds1 ds2

]
F̄τ1 (v1) F̄τ2 (v2)

with

γv,λ ,b (s)=
∫ min(v1,v2)

0
b1 (t)b2 (t)(v1 − t)(v2 − t)e−(v1−t)b1(t)s1−(v2−t)b2(t)s2λ (t)dt

for all s = (s1, · · · ,sd) ∈ Rd
+.

Remark 8 Remark 5 remains valid and τ exhibits the positive quadrant dependence
property.

As an example, we now look at the case of a bivariate extended time-scaled
gamma process constructed though superposition.

Example 3 Let Zi (t)∼Γ (ait,1) with ai > 0, i = 1,2,3, and let (Yi (t))t≥0, i = 1,2 be
constructed through (25). Then

F̄τi (s) = exp
(
−Hi (s)− (ai +a3)

∫ s

0
λ (t) ln(1+(s− t)bi (t))dt

)
for i = 1,2 and s > 0, and

K (s) = a1

∫ s1

0
λ (t) ln(1+(s1 − t)b1 (t))dt +a2

∫ s2

0
λ (t) ln(1+(s2 − t)b2 (t))dt

+a3

∫ max(s1,s2)

0
λ (t) ln

(
1+(s1 − t)+ b1 (t)+(s2 − t)+ b2 (t)

)
dt

for all s = (s1,s2) ∈R2
+, which provides the bivariate survival function through (36).

Remark 9 Considering H (s) = 0 for all s ∈ R2
+, a1 = 0 = a2 = 0 and a3 = 1, we get

F̄τ (s) = exp
(
−
∫ max(s1,s2)

0
λ (t) ln

(
1+(s1 − t)+ b1 (t)+(s2 − t)+ b2 (t)

)
dt
)

= exp
(∫ s1

0
λ (t) ln(1+(s1 − t)b1 (t)+(s2 − t)b2 (t))dt

)
× exp

(∫ s2

s1

λ (t) ln(1+(s2 − t)b2 (t))dt
)

Comparing such results with Equations (2.2) and (2.3) from [27], even if it is not
exactly the same model, it seems strange that s1−t and s2−t do not intervene in these
two equations (just as s− t intervenes in [17, Theorem 3.1] for instance, providing a
similar result as in the present paper).
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5.3 Shock models

We finally explore the case where the impact of the stressing environment arrives
through shocks according to a non homogenous Poisson process, and may have dif-
ferent impacts on the components. We begin with a general result, that we next de-
cline through different cases.

Proposition 4 Let (Nt)t≥0 be a Poisson process on R+ with intensity function λ (·)
and points {Tn,n ∈ N∗}, and let Q(t,du) be a transition probability kernel from
(R+,B (R+)) to

(
Rk
+,B

(
Rk
+

))
. We set (Un)n∈N∗ to be a sequence of non negative

k−dimensional random vectors such that given {Tn,n ∈ N∗}, the Un’s, n = 1,2, · · ·
are conditionaly independent with conditional distribution Q(Tn,du). Finally let h :(
R+×Rk

+,B
(
R+×Rk

+

))
−→

(
Rd
+,B

(
Rd
+

))
be a measurable function with

h(t,u) = (h1 (t,u) , · · · ,hd (t,u))

for all t ≥ 0 and u ∈Rk
+, such that the function

t 7−→
∫
(0,t]×Rk

+

∥h(v,u)∥
∞

λ (v)dv Q(v,du) (37)

is continuous on R∗
+ and such that∫
(0,t]×Rk

+

min(∥h(v,u)∥
∞
,1)λ (v)dv Q(v,du)< ∞ (38)

for all t > 0.
Let us set:

X(t) =
Nt

∑
n=1

h(Tn,Un) =
∞

∑
n=1

1(0,t] (Tn) h(Tn,Un) for all t > 0.

Then (Xt)t≥0 is an additive process with intensity measure

ρ̃ (ds,dx) = λ (s)ds Qh(s,·) (s,dx) ,

where, for each s, Qh(s,·) (s,dx) stands for the push-forward measure of Q(s,du) by
the function h(s, ·).

Taking (Xt)t≥0 as conditional hazard rate increment process, we get

F̄τ (v) = e−H(v) exp
[
−
∫

F

(
1− e−∑

d
i=1(vi−s)+hi(t,x)

)
λ (s)ds Q(s,dx)

]
for all v = (v1, · · · ,vd) ∈ Rd

+.

Proof Based on [8, Theorem 3.2 page 264], we know that {(Tn,Un) ,n ∈ N∗} are the
points of a Poisson random measure Ĵ (ds,du) with intensity measure ρ̂ (ds,du) =
λ (s)ds Q(s,du). Then, we may write

X(t) =
∞

∑
n=1

1(0,t] (Tn) h(Tn,Un) =
∫
R+×Rk

+

1(0,t] (s)h(s,u) Ĵ (ds,du)
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for all t ≥ 0.
The fact that X has independent increments can be proved in a similar way as

in Lemma 3. Also, (X(t))t≥0 is a right-continuous process with left-side limits by
construction (and X(0) = 0 a.s.) and the stochastic continuity of (X(t))t≥0 is a direct
consequence of (37), as

P(∥X(v+ s)−X(v)∥
∞
> ε)≤ 1

ε
E(∥X(v+ s)−X(v)∥

∞
)

≤ 1
ε

∫
(v,v+s]×Rk

+

∥h(t,u)∥
∞

λ (t)dt Q(t,du)

for all ε,v,s > 0. Hence (X(t))t≥0 is an additive process.
Besides, we have

E
(

e−⟨y,X(t)⟩
)
= E

[
e
−
〈

y,
∫
R+×Rk

+
1(0,t](s)h(s,u)J̃(ds,du)

〉]

= exp
[
−
∫
R+×Rk

+

(
1− e−⟨y,1(0,t](s)h(s,u)⟩

)
λ (s)ds Q(s,du)

]
= exp

[
−
∫ t

0

(∫
Rk
+

(
1− e−⟨y,x⟩

)
Qh(s,·) (s,dx)

)
λ (s)ds

]
for all y ∈ Rd

+, where Qh(s,·) (s,dx) is defined in the proposition.
This can be written

E
(

e−⟨y,X(t)⟩
)
= exp

[∫
Rd
+

(
1− e−⟨y,x⟩

)
ρt (dx)

]
with

ρt (dx) =
∫ t

0
Qh(s,·) (s,dx)λ (s)ds = ρ̃ ((0, t],dx) ,

which provides
ρ̃ (ds,dx) = λ (s)ds Qh(s,·) (s,dx)

and next the expression for F̄τ (v), based on Theorem 2.
Finally, Assumption (1) for X is a direct consequence of (38), which ends this

proof. ⊓⊔

In the specific case where the shocks induce i.i.d. (multivariate) increments U j,
j = 1,2, · · · in the hazard rates of the components, we obtain the following result.

Corollary 7 (Non-homogeneous compound Poisson process) Let Xt be a multi-
variate compound Poisson process (CPP) of the shape

Xt =
Nt

∑
j=1

U j,
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where (Nt)t≥0 is a Poisson process with intensity function λ (·), independent of the
U j’s, which are i.i.d. d−dimensional non negative random variables such that E(U1)
is finite with µ (du) as common distribution. Then

F̄τ (v) = e−H(v) exp
[
−
∫

F

(
1− e−∑

d
i=1(vi−s)+x(i)

)
λ (s)ds µ (du)

]
,

for all v = (v1, · · · ,vd) ∈ Rd
+.

Proof With the notations of Proposition 4, we have

h(t,u) = u,
Q(t,du) = µ (du) .

Using the fact that E(U1) is finite, it is easy to check that (37) and (38) are true, and
next derive the expression for F̄τ (v). ⊓⊔

In Proposition 4, all the dependence between the τi’s, i = 1, · · · ,d, comes from
the dependence between the U (i)

j ’s with

U j =
(

U (1)
j , · · · ,U (d)

j

)
for all j ≥ 1. We next envision possible additional dependence between components
due to possibly simultaneous fatal shocks, with a time-dependent impact of the shocks
on the components. A fatal shock on a component is modelled through an infinite
increment in its hazard rate at the time of the shock. More specifically, we assume
that by a shock at time Tn and for each subset of components C ⊂ {1, · · · ,d}, there is
a probability aC (Tn) that:

– the shock is fatal to all components in C,
– the shock induces an increment in the hazard rate function of all other components

(out of C).

Corollary 8 (Possibly fatal shocks and time-dependent impact of a shock) Let
(Nt)t≥0 be a Poisson process on R+ with intensity function λ (·) and points {Tn,n ∈ N∗},
and let Q(t,du) be a transition probability kernel from (R+,B (R+)) to

(
R̄d
+,B

(
R̄d
+

))
,

with R̄+=R+∪{+∞}. We set (Vn)n∈N∗ to be a sequence of non negative d−dimensional
random vectors such that given {Tn,n ∈ N∗}, the Vn’s, n = 1,2, · · · are conditionaly
independent with conditional distribution Q(Tn,du) and

Q(t,du) = ∑
C⊂{1,··· ,d}

aC (t)νC (du)

where:

– the summation is taken over all subsets C of {1, · · · ,d};
– for each t > 0, {aC (t) ,C ⊂ {1, · · · ,d}} is a set of non negative real numbers such

that ∑C⊂{1,··· ,d} aC (t) = 1;
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– νC (du) = (∏i∈C δ∞ (dui))×µC̄ (duC̄) where

µ (du) = (µ1 (du1) , · · · ,µd (dud))

is a probability measure on Rd
+ and where µC̄ (duC̄) stands for the marginal dis-

tribution of µ corresponding to indexes i ∈ C̄.

Taking

Xt =
Nt

∑
j=1

V j, ∀t ≥ 0

as conditional hazard rate increment process, we get

F̄τ (v)

= e−H(v)−Λ(vd)

× exp

 d

∑
j=1

∑
C⊂{1,··· ,d} such that

{ j,··· ,d}∩C=∅

∫ v

v j−1

Lµ j···d (v j − s, · · ·vd − s)aC (s)λ (s)ds


for all v = (v1, · · · ,vd) ∈ Rd

+ such that v1 < · · ·< vd .

Proof Note firstly that the process X is not of bounded variation as components of
V j’s may be infinite, so that we are not in the settings of the previous results. How-
ever, it can be seen that Lemma 1 still holds considering X as conditional hazard
rate increment process. Indeed, looking at the details of the proof, the only point
to check is the fact that the conditional independence assumption between compo-
nents lifetimes (given X) still holds. As a matter of fact, when X is known, the set
F ⊆ {1, . . .d} of components which are subject to an infinite increment in their haz-
ard rate is known, together with the corresponding shock times. For each i ∈ F , let
Si be the smallest among these shock times, which is called possibly fatal shock time
in the following. Note that these possibly fatal shock times can coincide among com-
ponents. Note also that a possibly fatal shock on a component may occur after an
intrinsic failure of the component (that is a failure due to its failure rate) and then
nothing happens at the corresponding shock time. Then, for i ∈ F , the lifetime of
component i is the minimum between its possibly fatal shock time Si and its intrisic
lifetime (say Ui).

With this in mind, we can write

E

(
d

∏
i=1

1{τi>vi}

∣∣∣∣∣X
)

= E

(
∏
i∈F

1{min(Si,Ui)>vi}∏
i̸∈F

1{τi>vi}

∣∣∣∣∣X
)

= E

(
∏
i∈F

1{Si>vi}∏
i∈F

1{Ui>vi}∏
i̸∈F

1{τi>vi}

∣∣∣∣∣X
)

= ∏
i∈F

1{Si>vi}E

(
∏
i∈F

1{Ui>vi}∏
i̸∈F

1{τi>vi}

∣∣∣∣∣X
)
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because the Si’s are known when X is known.
Using the conditional independence for the intrinsic lifetimes (that is the Ui’s

when i ∈ F and the τi’s when i /∈ F), we get

E

(
d

∏
i=1

1{τi>vi}

∣∣∣∣∣X
)

= ∏
i∈F

1{Si>vi}∏
i∈F

E
(

1{Ui>vi}
∣∣X)∏

i ̸∈F
E
(

1{τi>vi}
∣∣X)

= ∏
i∈F

E
(

1{Si>vi}1{Ui>vi}
∣∣X)∏

i̸∈F
E
(

1{τi>vi}
∣∣X)

=
d

∏
i=1

E
(

1{τi>vi}
∣∣X)

for all v ∈ Rd
+.

Hence, the conditional independence still holds and we can use Lemma 1 for the
process X. This provides

F̄τ (v) = e−H(v)E
[
e−∑

d
i=1

∫ vi
0 Xi(t) dt

]
.

Now, let us introduce the event Av in which no fatal shock is induced in any
component i during [0,vi], with i = 1, . . . ,d. Note that if a fatal shock is induced in a
component i for a given Tn < vi, then

∫ vi
0 Xi (t)dt = ∞, so that

E
[
e−∑

d
i=1

∫ vi
0 Xi(t)dt1Āv

]
= 0.

Hence
F̄τ (v) = e−H(v)E

[
e−∑

d
i=1

∫ vi
0 Xi(t)dt1Av

]
. (39)

Our aim now is to compute this expression using an approximation procedure. To
this end, for a given M > 0, let us define an approximate process (XM

t )t≥0 in which
the measure νC is changed into

ν
M
C (du) =

(
∏
i∈C

δM (dui)

)
×µC̄ (duC̄) ,

keeping the remaining elements. That is, each time a fatal shock is induced in the
original process X, its hazard rate is increased of an amount M in XM (where M can
be arbitrarily big).

Let F̄M
τ be the multivariate survival function of the approximate process. Our aim

is to show that
lim

M→∞
F̄M

τ = F̄τ . (40)

Now, for each t > 0, let Rt = t −TNt be the time elapsed at time t since the last arrival
in the non-homogeneous Poisson process. Observe that on the set Āv and provided
that component i has a fatal shock before vi, we have∫ vi

0
XM

i (t)dt ≥ MRvi
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and therefore

lim
M→∞

E
[
e−∑

d
i=1

∫ vi
0 XM

i (t)dt1Āv

]
≤ lim

M→∞
E
[
e−MRvi 1Āv

]
= 0.

Thus, taking into account the fact that on the set A we have XM
i (t) = Xi(t), 0 ≤ t ≤ vi,

we now have

lim
M→∞

E
[
e−∑

d
i=1

∫ vi
0 XM

i (t)dt
]
= lim

M→∞
E
[
e−∑

d
i=1

∫ vi
0 XM

i (t)dt1Av

]
= E

[
e−∑

d
i=1

∫ vi
0 Xi(t)dt1Av

]
.

Using Lemma 1 for the approximate process XM and (39), we obtain that

lim
M→∞

F̄M
τ (v)= lim

M→∞
e−H(v)E

[
e−∑

d
i=1

∫ vi
0 XM

i (t)dt
]
= e−H(v)E

[
e−∑

d
i=1

∫ vi
0 Xi(t)dt1Av

]
= F̄τ (v) ,

thus showing (40).
Now, applying Proposition 4 to the approximate process, we have

F̄M
τ (v) = e−H(v)−KM(v), (41)

with
KM (v) =

∫
F

(
1− e−∑

d
i=1(vi−s)+xi

)
λ (s)ds QM (s,dx)

for all v = (v1, · · · ,vd) ∈ Rd
+ such that v0 = 0 < v1 < · · ·< vd .

Noting that the integrand is null when s > vd , we get

KM (v) =
∫ vd

0

(∫
Rd
+

QM (s,dx)
)

λ (s)ds−
∫ vd

0

(∫
Rd
+

e−∑
d
i=1(vi−s)+xiQM (s,dx)

)
λ (s)ds

= Λ (vd)−
d

∑
j=1

KM
j (v) , (42)

where

KM
j (v) =

∫ v j

v j−1

(∫
Rd
+

e−∑
d
i=1(vi−s)+xi QM (s,dx)

)
λ (s)ds

=
∫ v j

v j−1

(∫
Rd
+

e−∑
d
i= j(vi−s)xi QM (s,dx)

)
λ (s)ds

= ∑
C⊂{1,··· ,d}

∫ v j

v j−1

(∫
Rd
+

e−∑
d
i= j(vi−s)xi ν

M
C (dx)

)
aC (s)λ (s)ds

for 1 ≤ j ≤ d.
In the case where { j, · · · ,d}∩C ̸=∅, let iC ∈ { j, · · · ,d}∩C. Remembering that

the i−th margin of νM
C is δM , we have:

lim
M→∞

∑
C ⊂{1,··· ,d} such that

{ j,··· ,d}∩C ̸=∅

∫ v j

v j−1

(∫
Rd
+

e−∑
d
i= j(vi−s)xi ν

M
C (dx)

)
aC (s)λ (s)ds

≤ lim
M→∞

∑
C ⊂{1,··· ,d} such that

{ j,··· ,d}∩C ̸=∅

∫ v j

v j−1

e−(vic−s)M aC (s)λ (s)ds = 0. (43)
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Hence, we only need to consider the case where { j, · · · ,d}∩C =∅. Note that in
that case, components j, j+1, · · · , d do not fail, so that the corresponding margin in
νM

C coincides with the corresponding margin µ j···d
(
dx j···d

)
in the original process.

Hence ∫
(x1,...x j−1)∈R

j−1
+

ν
M
C (dx) = µ j···d

(
dx j···d

)
and

∑
C ⊂{1,··· ,d} such that

{ j,··· ,d}∩C=∅

∫ v j

v j−1

(∫
R j−1
+ ×Rd− j+1

+

e−∑
d
i= j(vi−s)xi ν

M
C (dx)

)
×aC (s)λ (s)ds

= ∑
C ⊂{1,··· ,d} such that

{ j,··· ,d}∩C=∅

∫ v j

v j−1

(∫
Rd− j+1
+

e−∑
d
i= j(vi−s)xi µ j···d

(
dx j···d

))
aC (s)λ (s)ds

= ∑
C ⊂{1,··· ,d} such that

{ j,··· ,d}∩C=∅

∫ v j

v j−1

Lµ j···d (v j − s, · · ·vd − s)aC (s)λ (s)ds. (44)

Taking into account (43) and (44), we conclude that

lim
M→∞

KM
j (v) = ∑

C ⊂{1,··· ,d} such that
{ j,··· ,d}∩C=∅

∫ v j

v j−1

Lµ j···d (v j − s, · · ·vd − s)aC (s)λ (s)ds,

which, together with (41), (42) and (40) ends this proof. ⊓⊔

Remark 10 The previous result is given in the case where v1 < · · ·< vd but all other
cases can be easily derived by symmetry.

Example 4 (Case d = 2) In the specific case where d = 2, the previous corollary
provides

F̄τ (v) = e−H(v)−Λ(v2) exp
(∫ v1

0
Lµ (v1 − s, · · ·v2 − s)a∅ (s)λ (s)ds

)
× exp

(∫ v2

v1

Lµ2 (v2 − s)(a∅ (s)+a1 (s))λ (s)ds
)

for all v = (v1,v2) ∈ R2
+ such that v1 < v2. This is the result of [23, Proposition 1],

which already enlarged [6, Theorem 1]. Hence the previous corollary enlarges several
results from the previous literature.

6 Concluding remarks and perspectives

We have here provided a new model for a multivariate lifetime, which encompasses
many models from the previous literature and allows several types of dependence
between components: simultaneous failures, simultaneous increase of the individual
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failure rates of the components and some dependence between the simultaneous in-
dividual failure rates increments.

Even if the results have been provided separately for the different hazard rate in-
crement processes envisioned in the paper (Lévy processes with extensions and shock
processes), the results could easily be extended to the case of an additive process of
the shape

Zt = Xt +Yt ,∀t ≥ 0,

where (Xt)t≥0 and (Yt)t≥0 are independent additive processes studied in the paper,
which allows to still enlarge the results.

In the same way, most results have been provided under the assumption that the
additive process has bounded variations, but, as we have seen in the last model, it
is possible to relax this assumption by means of an approximation procedure, which
allows to enlarge the possible scope in another way.

Finally, note that for application purpose, statistical estimation procedures remain
to be developed, which could be the study of a future work. Typically, such proce-
dures would highly depend on the available data and specifically on the possibility to
monitor the additive process or not, in addition to the observation of lifetimes.

As noted in the introduction, the model developped in the paper mostly leads to
lifetimes with the Increasing Failure Rate (IFR) property, that is with a lasting ef-
fect of an adverse environment on the failure rate. This is for instance well adapted
to the reliability field (and also to some biostatistics models). However, it could be
questionable in other contexts. In that case, as suggested by a first referee, it could be
interesting to consider the impact of the additive process on the cumulated hazard rate
function instead of an impact on the hazard rate function. This would provide a very
interesting alternate model, which could allow for non monotonic hazard rates. A sec-
ond referee pointed out another possibility with a similar purpose by considering an
affine Markov process as conditional hazard rate increment process. This would al-
low to enlarge the results of the paper as additive processes are specific affine Markov
processes, please see [10,12,13] for more details on affine Markov processes.

These two pists provide very promising alternate models, which could allow
for a non monotonic conditional hazard rate increment process. Their mathematical
tractability remains to be studied.
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Lévy copulas. J. Multivariate Anal., 97(7):1551–1572, 2006.
17. Y. Kebir. On hazard rate processes. Naval Research Logistics, 38(6):865–876, 1991.
18. A. E. Kyprianou. Introductory lectures on fluctuations of Lévy processes with applications. Universi-
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