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SYMPLECTIC GROUPOIDS FOR POISSON INTEGRATORS

OSCAR COSSERAT

ABSTRACT. We use local symplectic Lie groupoids to construct Poisson
integrators for generic Poisson structures. More precisely, recursively ob-
tained solutions of a Hamilton-Jacobi-like equation are interpreted as La-
grangian bisections in a neighborhood of the unit manifold, that, in turn,
give Poisson integrators. We also insist on the role of the Magnus for-
mula, in the context of Poisson geometry, for the backward analysis of
such integrators.
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INTRODUCTION

In this paper, we address the question of Poisson integrators. Those are
examples of so-called geometric integrators, which are numerical meth-
ods for solving differential equations, designed to preserve some geomet-
ric structure naturally associated to the studied system. The first and the
best studied geometric numerical methods are symplectic integrators, also
called symplectic schemes1. Symplectic integrators (see e.g. [28]) are suited
to discretize the flow of Hamiltonian equations, and as their name suggests,
are designed to preserve the symplectic structure in the process. Qualita-
tively, this results in a better control on the conservation of the energy of
the system ([22]), even for simulations on large time intervals. Designed in
the early eighties, they are now widely used in various applications, like
conservative large scale molecular dynamics [25]. A lot of works followed,
that attempted to preserve various structures naturally associated to the
phase space of the system or to the system itself; we are not trying to make
a full literature review on the matter, and we orient a motivated reader
to [13] and references therein for integrators preserving several structures
from classical differential geometry, and to a more recent review [24] for
structures coming from more contemporary “higher” and “generalized”
geometry.

Poisson geometry permits to generalize simultaneously Hamiltonian me-
chanics on a symplectic manifolds and Lie group dynamics. Furthermore,
it is an efficient tool to study symmetries of a large class of dynamical sys-
tems, arising from conservative equations such as the ones of celestial me-
chanics [1], rigid body [17], Toda lattices [3], Korteweg-de-Vries equation
[2], Lotka-Volterra systems [15], to cite a few. Except for the first one, those
are associated to non-symplectic Poisson structures. A natural question is
then the design of numerical methods that take into account this geome-
try in order to find reliable approximations of solutions. And this question
was indeed addressed right after the appearance of symplectic integrators.
The first of them were based on an important result that Poisson manifold
is foliated into symplectic leaves [5], the idea being essentially that the dy-
namics shoud be restricted to a leaf, so that a usual symplectic integrator
can be used. The main issue of this approach is that having a Poisson struc-
ture where one can explicitly (and globally) describe the leaves is a very
strong assumption, so the class of systems where the construction applies
is rather small. The next class of papers ([12], [19]) made a step forward in
this direction, enforcing the condition of preservation of the leaves of the
Poisson foliations, being often not explicit but conceptually more appro-
priate. However, we have observed (see Example 2.24) that some of these
constructions applied naively do not produce the desired results in terms
of energy conservation. More recently, the authors [11] have constructed
Poisson integrators for dual of Lie algebroids (i.e. fiberwise linear Poisson
structures on a vector bundle), understood them through Hamilton-Jacobi

1Throughout this paper we will use “integrators”, “schemes” and “numerical methods”
as synonyms.
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equations and Lagrangian bisections (see also [12]). These are elements that
appear in the present study as well, but now for generic Poisson structures.

Indeed, in this paper, we revisit and explain the above mentioned prob-
lems in a more conceptual and general framework. We introduce a (stronger)
notion of a Hamiltonian Poisson integrator, which takes into account si-
multaneously the geometry of the phase space (Poisson structure) and the
physics of the system (Hamiltonian function). Moreover we make this idea
constructive by using the local symplectic groupoid associated to Poisson
manifolds. Since the symplectic groupoid inducing this Poisson structure
on its unit can be thought of as a bigger foliated space where the foliation
has been desingularized, the discritized dynamics we suggest uses heavily
the idea to lift the picture to this groupoid and project back at each time
step – with an explicit construction.

The article is organized as follows. In sections 1 and 2, we introduce the
necessary mathematical background for the construction of Hamiltonian
Poisson integrators. First, we adapt the Magnus formula to time-dependent
Hamiltonian systems. Second, we explain the concept of families of La-
grangian bisections of symplectic groupoids. This is already enough to
formulate the notion of Hamiltonian Poisson integrators and give several
properties, like, e.g. backward analysis. Then in section 3, we use an
adaptation of the Hamilton-Jacobi equation to make this idea constructive,
namely to produce smooth families of Lagrangian bisections inducing Pois-
son integrators that approximate at any given order the Hamiltonian flow.

In the sequel, (M, π) is a Poisson manifold, whose Poisson bracket will
be denoted by {F, G} for all F, G ∈ C∞(M). Also, ε ∈ I ⊂ R is a real
number (thought of as being small and positive when having numerical
applications in mind), called discretization parameter.

Below is a list of references for several notions that we will not recall:

(1) Poisson manifolds (M, π = {·, ·}), [21, 8]. The Poisson structure
will be denoted by π (when considered as a section of ∧2TM) or by
(F, G) 7→ {F, G} when considered as biderivation of smooth func-
tions.

(2) Lie groupoids and local Lie groupoids [18, 7], denoted respectively
as G ⇒ M and U(M) ⇒ M. For all considered local or global
groupoids, the source shall be denoted by α and the target by β.

1. HAMILTONIAN MAGNUS FORMULA

For A(t) a time-dependent linear operator, the Magnus formula allows
to make the time ε flow of a time-dependent linear differential equation ẋ =
A(t)x of order 1 as an exponential x(ε) = exp(Bε)x(0). In general, there
are convergence issues that forbid Bε to be defined out of A(t) for a given
value of ε, but it is well-defined as a formal series in ε. More generally,
the Magnus formula allows to express, up to convergence issues, the flow
at a given time ε of a time-dependant left-invariant vector field on a Lie
group by an exponential trajectory at time 1 of a left invariant vector field
depending on ε (but not depending on the time t). A review on Magnus
expansion can be found in [4]. The aim of the present section is to adapt
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the idea to time-dependent Hamiltonian differential equations on a Poisson
manifold.

A time-dependent function on a manifold M is a family (Ht)t∈I of func-
tions on M that depend smoothly on the parameter t in the sense that
(m, t) 7→ Ht(m) ∈ C∞(M × I). For (M, π) a Poisson manifold, a time-
dependent function (Ht)t∈I ∈ C∞(M × I) will be referred to as a time-
dependent Hamiltonian function. It induces a time-dependent vector field
XHt := {Ht, ·} called time-dependent Hamiltonian vector field.

We call formal Taylor expansion of (Ht)t∈I the formal series

H [[ε]] := ∑
i≥0

εi

i!
∂i Ht

∂ti

∣∣∣∣
t=0
∈ C∞(M) [[ε]] .

One must not confuse the formal Taylor expansion of a Hamiltonian
function (Ht)t∈I (which does not depend on the Poisson structure π) with
a second and more subtle formal series in C∞(M) [[ε]] defined as follows:

Definition 1.1. The Magnus formal series

Mε(H) =
∞

∑
i=0

εi

i!
M(H)i ∈ C∞(M) [[ε]]

of (Ht)t∈I is defined by the formal differential equation: M0(H) = 0

∂εMε(H) =
∞
∑

i=0

Bi
i! adi

Mε(H) H [[ε]]
(1)

where adM(H) = {M(H), · }, adi
M(H) is the i-th power of the endomor-

phism adM(H), and
ad0
M(H) = Id. Here, (Bi)i∈N is the Bernoulli sequence, defined by its

generating function: x
exp(x)−1 =

∞
∑

i=0

Bi
i! xi.

The terms of the Magnus formal seriesM(H) [[ε]] can be computed re-
cursively out of Equation (1), which ensures its existence and uniqueness.

Remark 1.2. There is another expression of the Magnus formal series ob-
tained out of sucessive integration of (1), which results in the practical for-
mula [4]:

Mε(H) =
∫ ε

0 Htdt

− 1
2

∫ ε
0

{ ∫ t1
0 Ht2 dt2, Ht1

}
dt1

+ 1
6

∫ ε
0

{ ∫ t1
0

{ ∫ t2
0 Ht3 dt3, Ht2

}
dt2, Ht1

}
dt1

+ . . .

(2)

Let us explain the meaning of this expression. Assume we wish to compute
the third term ε3

3!M(H)3 in the Magnus formal series. For that purpose, it
suffices to find the term in ε3 in each one of the first two terms of (2):∫ ε

0 Htdt = εH0 +
ε2

2
∂Ht
∂t |t=0 +

ε3

6
∂2 Ht
∂t2 |t=0 + · · ·∫ ε

0

{ ∫ t1
0 Ht2 dt2, Ht1

}
dt1 = ε3

6 {H0, ∂Ht
∂t |t=0}+ · · ·

(3)
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and to add them up.

Example 1.3. For a time-independent Hamiltonian (Ht)t∈I with Ht = H
for all t ∈ I, the Magnus formal series is εH.

Example 1.4. If M and N are two Poisson manifolds, φ : M → N is a Pois-
son map and (Ht)t∈I is a time-dependent Hamiltonian on N: Mε(φ∗H) =
φ∗Mε(H).

For any k ∈N, we call k-th Magnus truncation Hamiltonian and we denote
by

Mε(H)(k) :=
k

∑
i=0

εi

i!
M(H)i

the sum of the k + 1 first terms of the Magnus formal series Mε(H). By
construction, for all given ε,Mε(H)(k) ∈ C∞(M) is a smooth Hamiltonian
function on M.

Theorem 1.5. Let (Ht)t∈I be a time-dependent Hamiltonian on a Poisson mani-
fold (M, π). For any k ∈N:

(i) the flow Φε
(Ht)t

, at time ε, of the time-dependent Hamiltonian (Ht)t∈I ∈
C∞(M× I),

(ii) and the flow Φ1
Mε(H)(k)

, at time 1, of the k-th Magnus truncation Hamil-

tonianMε(H)(k) ∈ C∞(M),
coincide up to order k in ε.

In other words, for all f ∈ C∞(M) and 0 ≤ j ≤ k:

∂j

∂εj

∣∣∣∣
ε=0

(
Φε

(Ht)t
−Φ1

Mε(H)(k)

)∗
f = 0. (4)

Proof. The computation is a formal Hamiltonian analog of [4].
Set f (k)ε ∈ C∞(M) [[ε]] the formal Taylor expansion of Φ1

Mε(H)(k)
∗ f , where

pull-backs of smooth maps are defined on formal series in an obvious way.
The definition ofM(H) implies the following equalities of formal series :

∂ε( f (k)ε ) = Φ1
Mε(H)(k)

∗
∞

∑
i=0

1
(i + 1)!

adi
XMε(H)(k)

.∂εXMε(H)(k)( f )

= Φ1
Mε(H)(k)

∗
∞

∑
i=0

1
(i + 1)!

adi
XMε(H)(k)

.
k−1

∑
j=0

Bj

j!
adj

XMε(H)(k)
.XHε( f ) + o

(
εk−1

)
= Φ1

Mε(H)(k)
∗XHε( f ) + o

(
εk−1

)
As Φ0

(Ht)t
= Φ1

M0(H)(k)
= Id, the result follows by differentiation. �

Remark 1.6. Theorem 1.5 can be restated using functions of particular in-
terest in mechanics, namely local coordinates x on M:

∀ 0 ≤ j ≤ k,
∂j

∂εj

∣∣
ε=0(Φ

ε
(Ht)t
−Φ1

Mε(H)(k)
)(x) = 0 (5)

to get an equality of k-th jet of curves at x.
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Remark 1.7. A particular case of the Magnus formula in the symplectic
setting appears in [14], Section 19, where the author studies symplectic in-
tegrators for the harmonic oscillator. Up to different conventions, Equation
(19.9) is the Magnus formula of the Hamiltonian of Equation (19.11).

Several time-dependent Hamiltonian vector fields we dealt with in this
section arise while studying geometric integrators of Hamiltonian systems
that do not depend on time. Indeed, under some general assumptions, each
iteration of a Poisson integrator for a Hamiltonian H is the time ε-flow of
a time-dependent Hamiltonian (ht), as will be detailed in 2.4. To have an
integrator at order k, we will require the Magnus series Mε(h) of (ht) to
coincide with εH at order k.

2. POISSON INTEGRATORS

In order to define and study Poisson integrators, we recall simple facts
of symplectic geometry.

2.1. Smooth families of Lagrangian bisections.

Definition 2.1. Let V be a manifold. A family (Lt)t∈I of submanifolds of
V parametrized by I is said to be a smooth family of submanifolds of V if
LI = {(x, t) ∈ V × I, x ∈ Lt} is a submanifold of V × I such that the
restriction to LI of the projection V × I → I is a surjective submersion.

From now on, we fix (Lt)t∈I a smooth family of submanifolds of V, and
LI ⊂ V× I as in Definition 2.1. Let NLt = TV|Lt /TLt be the normal bundle
of Lt. We claim that there is a canonically defined smooth section[

∂Lt
∂t

]
∈ Γ(NLt)

called the normal variation of (Lt)t∈I at t0. We start by a definition.

Definition 2.2. A smooth path γ : J → V, for J ⊂ I an open interval, is
said to be an (Lt)t∈I-path if γ(s) ∈ Ls for all s ∈ J. Equivalently, an (Lt)t∈I-
path is a smooth path γ : J → V such that s 7→ (γ(s), s) is valued in the
submanifold LI ⊂ V × I.

The existence, uniqueness and smoothness of the normal variation follow
from the three items of Lemma 2.3 respectively.

Lemma 2.3. Let (Lt)t∈I be as above.
(1) Let t0 ∈ I and x ∈ Lt0 . There exists at least one (Lt)t∈I-path γ, defined in

an open neighborhood of t0, such that γ(t0) = x.
(2) For any two paths γ1, γ2 as in the first item, γ̇1(t0)− γ̇2(t0) ∈ TxLt0 .
(3) The map assigning to x ∈ Lt0 the class in the normal bundle of the deriv-

ative γ̇(t0) of a path as in the first item is a smooth section of the normal
bundle.

Proof. The I-valued path t 7→ t lifts through LI // // I to a path γ with
γ(t0) = (x, t0), because the latter map is a surjective submersion by as-
sumption. The two remaining items are straightforward and left to the
reader. �
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FIGURE 1. Normal variation of Lt0 at x out of two L-paths
γ1 and γ2.

From now on, let us assume that V is equipped with a symplectic 2-form
ωV . A smooth family of submanifolds (Lt)t∈I is said to be a smooth family of
Lagrangian submanifolds when all the submanifolds Lt are Lagrangian. Un-
der these assumptions, for all t ∈ I, the normal bundle TV/TLt is canon-
ically isomorphic to T∗Lt and the normal variation is a family of 1-forms
ξt ∈ Ω1(Lt), called variation form of (Lt)t∈I at t. In equation:

ωV

([
∂Lt
∂t (x)

]∣∣∣
t
, u
)
= ξt(u) for all u ∈ TxLt (6)

The following Lemma is left to the reader as well:

Lemma 2.4. Let (Lt)t∈I be a smooth family of Lagrangian submanifolds. The
variation form ξt ∈ Ω1(Lt) of (Lt)t∈I at t ∈ I is a closed 1-form.

Definition 2.5. We call exact a smooth family of Lagrangian bisections (Lt)t∈I
such that its corresponding variation 1-forms (ξt)t∈I are exact; we call vari-
ation functions their primitives, i.e. some time-dependent functions (ht)t∈I
such that dht = ξt for all t ∈ I.

Remark 2.6. For a given smooth family of exact Lagrangian bisections, the
family of time-dependent functions (ht)t∈I is unique up to a function that
depends only on t.

Here are two important classes of smooth families of Lagrangian sub-
manifolds.

Example 2.7. Let V be a symplectic manifold, and H ∈ C∞(V) a Hamilton-
ian function whose Hamiltonian vector field admits a flow for all t ∈ R. For
every Lagrangian submanifold L ⊂ V, the family Lt = φt

H(L) is an exact
smooth family of Lagrangian submanifolds. An L-path starting at x ∈ L
is given by the flow of H (φt

H(x))t and the variation form of L at t is the
restriction to Lt of the exact form dH.

Example 2.8. Let T∗Q be a cotangent bundle. For every smooth family of
closed one-forms (ζt)t∈I on Q, their graphs Lt = ζ̄t = {ζt(x), x ∈ Q} are a
smooth family of Lagrangian submanifolds. An L-path starting at x ∈ ζ̄0 is
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given by the 1-forms (ζt(x))t and the variation form at t is τ∗|ζ̄t
∂tζt, where τ

is the cotangent projection and τ|ζ̄t
its restriction to ζ̄t.

Variation forms behave well with respect to symplectomorphisms, as ex-
plained in the following example.

Example 2.9. Let (V, ωV) and (W, ωW) be two symplectic manifolds,
φ : V ∼−→ W a bijective symplectomorphism and (Lt)t a smooth family of
Lagrangian submanifolds with variation 1-forms ξt. Then, L̃t = φ(Lt) is
also a smooth family of Lagrangian submanifolds with variation 1-forms ξ̃t
that verify φ∗ ξ̃t = ξt.

2.2. Usual Hamilton-Jacobi equation revisited. We use variation forms to
reinterpret the usual Hamilton-Jacobi equation in terms of smooth families
of Lagrangian submanifolds. Consider a Hamiltonian H ∈ C∞(T∗Q) on
the cotangent bundle T∗Q of a manifold Q. The Hamilton-Jacobi equation
consists in looking for a family of functions St ∈ C∞(Q × Q), depending
smoothly in t in some interval J ⊂ R, such that for every (q, q̄) ∈ Q × Q
and every t ∈ J:

∂tSt(q, q) = H(dqSt(q, q)) (7)

where dqSt(q, q) ∈ T∗q Q is the differential of S(·, q̄) at the point q, so that
(q, q̄) 7→ H(dqSt(q, q)) ∈ C∞(Q×Q).

Theorem 2.10 (Hamilton-Jacobi theorem for a cotangent bundle). If (St)t∈J
verifies (7), if there exist open subsets U ⊂ Q× Q and V ⊂ T∗Q between which
(q, q) 7→ dqSt(q, q) is a diffeomorphism for every t ∈ J and if their exists ε0 ∈ J
such that the Hamiltonian flow Φε0

H of H ∈ C∞(T∗Q) at time ε0 is given by:

Φε0
H (ζ) = dqSε0(q, q) ∀ζ ∈ V ⊂ T∗Q

where (q, q) ∈ Q×Q is the unique element in U that satisfies ζ = −dqSε0(q, q),
Then the Hamiltonian flow Φε

H of H ∈ C∞(T∗Q) at time ε ∈ J is given by:

Φε
H(ζ) = dqSε(q, q) ∀ζ ∈ V ⊂ T∗Q.

Quite often [20], elements in T∗Q are defined as pairs (q, p) with q ∈ Q
and p ∈ T∗q Q, and the map ΦH

ε : (q, p) 7→ (q̄, p̄) above is then seen as being
implicitly defined by: {

q = ∂qSε(q, q)
p = −∂qSε(q, q) (8)

Let us use the tools developped in subsection 2.1 to give an interpretation
and a proof of Theorem 2.10.

Geometrically, two families of Lagrangian submanifolds are involved
here:

(1) Since ΦH
t : T∗Q → T∗Q is a symplectomorphism, its graph Φt

H =

{(x, φt
H(x)) ∈ T∗Q × T∗Q, x ∈ T∗Q}, is a Lagrangian submani-

fold of T∗Q× T∗Q equipped with the product symplectic form with
appropriate signs. As in 2.7, variation forms of (Φt

H)t are (ξt)t =

(Φ−t
H
∗dH)t, where Φ−t

H is understood as a map Φ−t
H : Φt

H → T∗Q.
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(2) For every t ∈ J, the graph of the exact form dSt is a Lagrangian
submanifold of T∗(Q× Q) equipped with its canonical symplectic
form. As in 2.8, variation forms of (dSt)t are (ξ̃t)t = (τ∗|dSt

d ∂
∂t

St)t,
for τ the cotangent projection.

Now, the two symplectic manifolds above are canonically symplecto-
morphic:

Ψ : T∗Q× T∗Q → T∗(Q×Q)
(ζ(q), ζ̄(q̄)) 7→ ζ(q)− ζ̄(q̄) . (9)

As in 2.9, both variation forms are related by Ψ, hence:

d∂tSt(q, q̄) = d(dqSt)
∗H. (10)

It is clear that a time-dependent constant can be added to generating func-
tions (St)t. (10) is Hamilton-Jacobi equation (7) up to a time-dependent
coboundary, that completes the proof of theorem 2.10.

As a conclusion, one geometric interpretation of Hamilton-Jacobi equa-
tion is that the canonical symplectomorphism (9) above intertwines the two
families of Lagrangian submanifolds (dSt)t and (Φt

H)t, and the resulting
equation is the one of their variation forms.

Remark 2.11. The solution (St)t of (7) may be singular at t = 0, since the di-
agonal ∆ = {x, x}x∈T∗Q of T∗Q× T∗Q is sent by Ψ to {x,−x}x∈T∗Q which is
not the graph of a globally defined differential form on Q×Q. For instance,
when

H : T∗Rd → R : (q, p) 7→ V(q) + K(p)

is a separable fiberwise convex Hamiltonian and f is the Legendre trans-
form of K, ∇ f = (∇K)−1 and the symplectic Euler scheme (q, p) 7→ (q̃, p̃)
can be rewritten as:{

p = ∇ f ( q−q̃
ε ) + ε∇V(q) = ∂qSε(q, q̃)

p̃ = ∇ f ( q−q̃
ε ) = ∂q̃Sε(q, q̃)

,

for Sε(q, q̃) = εV(q)− ε f ( q−q̃
ε ). Since K is convex, for any (q, q̄) outside the

diagonal, limε→0 Sε(q, q̃) = ∞.
This have consequences because in numerical schemes, the step is a small
number. For instance, in [11], where a formalism for fiberwise linear Pois-
son structures is developped, the authors get rid of the singularity by a
local non-canonical change of coordinates.

Using an embedding of the local sympelctic groupoid in the cotangent
bundle of the unit manifold, we will see in section 3.2 a different kind of
Hamilton-Jacobi equation for which S0 = 0.

Remark 2.12. In theorem 2.10, one might replace Q × Q by a groupoid
G ⇒ Q, T∗Q by the dual A∗ of the Lie algebroid of G and T∗Q× T∗Q by
the cotangent groupoid T∗G ⇒ A∗ of G. This is based on the classical obser-
vation that T∗G is a symplectic groupoid integrating the Poisson manifold
A∗. Then, one would obtain an analog of Theorem 7 in [11].
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2.3. Symplectic groupoids. The Lagrangian submanifolds we are inter-
ested in lie in a neighborhood of the Poisson manifold in its symplectic
groupoid, a framework that we introduce now, following [7] (see [8] for a
review on the subject).

Definition 2.13. Let G ⇒ M be a Lie groupoid over M. A symplectic 2-form
Ω ∈ Ω2(G) is said to be multiplicative if the graph of the product{

(g1, g2, g1.g2) ∈ G3, α(g2) = β(g1)
}

is Lagrangian for the symplectic form pr∗1Ω + pr∗2Ω − pr∗3Ω, where pri :
G3 → G is the projection over the i-th factor. The pair (G ⇒ M, Ω) is then
called a symplectic groupoid.

Let us recall some useful properties of symplectic groupoids.
(1) The unit manifold M is a Lagrangian submanifold in (Γ, Ω) and

comes equipped with a natural Poisson structure π such that the
source α : Γ → M is a Poisson map. Also the target β : Γ → M is an
anti-Poisson map.

(2) The Lie algebroid of Γ is isomorphic to T∗M: its anchor is π] : T∗M→
TM. Its leaves are the symplectic leaves of π. Also, since a 1-form
ν ∈ Ω1(M) is a section of the Lie algebroid, it defines a right-
invariant vector field and a left-invariant vector field on G ⇒ M,
respectively denoted by −→ν and ←−ν and associated, under the iso-
morphism Ω[ : TG ' T∗G, to the left and right invariant 1-forms
α∗ν and β∗ν.

Although not every Poisson manifold (M, π) is the unit manifold of a sym-
plectic groupoid, every Poisson manifold is the unit manifold of a local
symplectic groupoid, see e.g. [9], [10], said to integrate (M, π). Two local
symplectic groupoids integrating the same Poisson manifold are isomor-
phic in a neighborhood of M.

The relation between the local symplectic groupoid of a Poisson mani-
fold and Poisson integrators comes from the following theorem about bi-
sections, i.e. submanifolds L ⊂ G to which the restrictions of both source
and target maps are diffeomorphisms onto M. Notice that any bisection
L ⊂ G induces a diffeomorphism φL := β|L ◦ α−1

|L of the unit manifold M.

Proposition 2.14 ([7]). Let (M, π) be a Poisson manifold and (G ⇒ M, Ω) a
local symplectic groupoid integrating it. If a bisection L ⊂ G is Lagrangian, then:

(1) the induced diffeomorphism φL : M→ M is a Poisson automorphism,
(2) provided that the fibers of the source map are connected, for all x ∈ M,

φL(x) and x belong to the same symplectic leaf.

We are now interested in smooth families of Lagrangian submanifolds (Lt)t∈I
of a symplectic groupoid G, where I ⊂ R is an interval containing 0, that
happen to be bisections for all t ∈ I. From now on, such an (Lt)t∈I shall be
refered to as a smooth family of Lagrangian bisections.

Example 2.15 (Lagrangian bisections of the symplectic groupoid of a sym-
plectic manifold). Any smooth family of symplectomorphism (φt)t of a
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symplectic manifold (M, ω) is the flow of a time-dependent vector field re-
lated by ω to a time-dependent closed form (ξt). Consequently, any smooth
family of Lagrangian bisection (Lε)ε∈I will be, up to a choice of the first and
the second factor in M×M, of the form {(x, φε(x)), x ∈ M}ε∈I .

For instance, for any solution S ∈ C∞(I × Q × Q) of Hamilton-Jacobi
equation as in section 2.2, a smooth family of Lagrangian bisections of the
pair groupoid is given by Ψ(dSt)t where

Ψ(dSt) = {
(
dqSt(q, q̄),−dq̄St(q, q̄)

)
, (q, q̄) ∈ Q×Q} ⊂ T∗Q× T∗Q.

Example 2.16 (Lagrangian bisections of the symplectic groupoid of the dual
of a Lie algebra). Associate T∗G with G × g∗ by left translations. It inte-
grates the canonical Poisson structure on g∗, where the source is the pro-
jection on g∗. Then any smooth family of Lagrangian bisections is of the
form

∀t, Lt
def
= {(ρt(p), p) ∈ T∗G, p ∈ g∗}

where ρ is a smooth family of sections of the source such that

L(ρt)−1∗dxρt : g∗ → g

is symmetric for the dual pairing for all x ∈ g∗. The corresponding Poisson
automorphism is p ∈ g∗ 7→ Ad∗ρt(p).p

Remark 2.17. Any exact family of Lagrangian bisections L induces natu-
rally a Hamiltonian Poisson integrator of timestep ∆t

M −→ M
x 7−→ β ◦ (α|L∆t

)−1(x)

in the sense of the definition 2.25 below.
This procedure allows to construct many Poisson automorphisms that

not only stay in the same symplectic leaf when we iterate them but also
are Hamiltonian trajectories. This is a natural property to ask to a Poisson
scheme. The reader may notice that given a Hamiltonian H on M, one
does not know its flow and the bisections Lt = Φt−→

H
(M) are consequently

not generically computable. In section 3, we explain how Hamilton-Jacobi
equation on the symplectic groupoid produces Lagrangian bisections such
that the induced Poisson integrator approximates a Hamiltonian flow at
any desired order in the timestep.

By Lemma 2.4, the variation form is a closed 1-form on Lt for all t ∈ I.
Using (α−1

|Lt
)∗ : Ω1(Lt) → Ω1(M), the variation 1-forms of (Lt)t∈I become

a smooth family (ξt)t∈I of closed 1-forms in Ω1(M), that we still call the
variation 1-forms of (Lt)t∈I , with a slight abuse of notation. Before stating
the proposition that relates ξ and L:

Lemma 2.18. Let (Lt)t∈I and (ξt)t∈I be as above. The time t-flow of the time
dependent vector field

−→
ξt = (Ω[)−1(α∗ξt) restricts to a diffeomorphism from L0

to Lt.

Proof. By definition of variation forms, Φt−→
ξ
(L0) ⊂ Lt.

In order to prove the other inclusion, let x ∈ Lt and set x0 = (Φt−→
ξ
)−1(x).
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We are left to prove that x0 ∈ L0. Since
−→
ξ is complete on I and (6) ensures

that the flow Φ−→
ξ

is locally an L-path:

∀ 0 ≤ u ≤ t, ∃ ε0 > 0, ∀ |ε| ≤ ε0, Φu−ε−→
ξ

(x0) ∈ Lu−ε

For any u ∈ [0, t], (Φu−→
ξ
)−1(x) ∈ Lu, hence the result. �

Lemma 2.18 says that smooth families (Lt)t∈I of Lagrangian bisections in
a symplectic groupoid can be recovered from L0 and from their associated
variation forms (ξt) ∈ Z1(M). Not every pair (L0, (ξt)) gives a family
of Lagrangian bisections, because the flow of

−→
ξt may not be defined for

all times t ∈ I. However, the correspondence works under relatively mild
assumptions:

Proposition 2.19. Let I be an interval containing 0. In a symplectic groupoid
G ⇒ M, there is a one-to-one correspondence between:

(i) smooth families of Lagrangian bisections (Lt)t∈I of (G, Ω),
(ii) pairs made of a Lagrangian bisection L0 and a smooth family of closed one-

forms on the base (ξt)t∈I such that the vector field π#(ξt) is a complete
vector field on M.

Remark 2.20. A smooth family of Lagrangian bisections (Lt)t∈I is exact if
and only if there exist global L-paths that are left-invariant time-dependant
Hamiltonian trajectories :

∃ H ∈ C∞(M×R), ∀ t0 ∈ I, ∀ x ∈ Lt0 , ∃ γ an L-path,
{

γ(t0) = x
γ̇ = Xα∗H

Proof of Proposition 2.19. From lemma 2.18, for any ε ∈ I,

Lε = φε

(
−→
ξt )t

(L0). (11)

Consequently, two smooth families of Lagrangian bisections admitting the
same variation forms and corresponding at 0 are equals.

Now, set L = (φε

(
−→
ξt )t

(L0))ε. The smothness and bisection properties are

clear. We prove that Lε is a Lagrangian submanifold.
Indeed, the flow of a left-invariant vector field is a symplectomorphism if
and only if the corresponding 1-form on the base is closed. To verify this
claim, set Π ∈ Γ(∧2(G)) the Poisson tensor corresponding to Ω. For any
f , g ∈ C∞(M):

L−−→
f .dg

Π = α∗ f L−→
dg

Π +
−→
d f ∧

−→
dg

=
−−−−→
d f ∧ dg

=
−−−−→
d( f dg).

Then :
L−→

ξε
Π =

−→
dξε = 0 (12)

and that concludes the proof. �
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Remark 2.21. Equation (12) comes out from the multiplicativity of Π and
is a particular case of a much more general correspondence between mul-
tiplicative polyvector fields on the groupoid and differentials on its alge-
broid, cf. theorem 2.34 of [27].

Examples will be given in Section 2.5, except for the following two exam-
ples, that connect with symplectic geometry.

Example 2.22. The example 2.15 already relates smooth family of closed
1-forms on a symplectic manifold with smooth family of Lagrangian bisec-
tions of the associated pair groupoid.

Example 2.23. According to Weinstein’s theorem [26], every Poisson mani-
fold (M, π) integrates to a local symplectic groupoid structure (G ⇒ M, ω)
where G is a neighborhood U(M) of the zero section of T∗M and ω = ωcan is
the restriction to U(M) of the canonical symplectic 2-form of T∗M. To every
smooth family (Lt) of Lagrangian bisections with L0 = M and Lt ⊂ U(M),
we can therefore associate two different kinds of families of closed 1-forms.

(1) We can forget the groupoid structure, and say that on T∗M, each
one of the Lt is the graph of a closed 1-form:

Lt = {ζt|m, m ∈ M}
for ξt a closed 1-form on M.

(2) Alternatively, one can forget that G has been identified to T∗M, and
use Proposition 2.19 to associate a family ξt of closed 1-forms.

Both families of closed 1-forms are in general different, but related by the
equality of the variation forms of their corresponding families of Lagrangian
submanifolds. As 1-forms on Lt for all t:

α∗ξt = τ∗
dζt

dt
where τ : T∗M→ M is the natural projection.

2.4. Poisson integrators and their backward analysis. Poisson integrators
appearing in the literature may be understood as germs of Lagrangian bi-
sections. A particular case of this principle is developped for fiberwise
linear Poisson structures on the dual of a Lie algebroid in [11].

Let us consider a Hamiltonian vector field, i.e. a differential equation of
the type

ẋ = π#
x(t)(dx(t)H) = XH |x(t)

where (M, π) is a Poisson manifold and H ∈ C∞(M) a Hamiltonian func-
tion. Out of [13], a reasonable definition of a Poisson integrator of order k ≥ 1
for H might be defined by the following three conditions :

(1) φε agrees with the time-ε flow of XH up to order k in ε,
(2) φε is a Poisson diffeomorphism for all ε ∈ I,
(3) φε maps each leaf to itself (through a map which is necessarily a

symplectic diffeomorphism).
The purpose of a Poisson integrator is to choose a particular value ∆t of

ε, called timestep, then consider the iterations of the diffeomorphism φ∆t.
The hope is of course that the n-th iterations remain good approximations
of the flow of XH at time n∆t for large n.
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In the particular case of symplectic integrators, the theoretical ground
of their good behaviour is their backward analysis. Indeed, any smooth
family of symplectomorphisms (φt)t is the flow of a time-dependent vec-
tor field (Xt)t related through the symplectic form to the flow of a closed
1-form. So any symplectic integrator for H at order k is locally the flow
of a time-dependent Hamiltonian (ht)t such that h0 = H. The order k of
the method is then related to the order at which the initial Hamiltonian H
equals (ht)t: H = ht + o

(
tk−1) .

In this context, an important feature of Poisson integrators is that it is not
always true anymore. There exists a smooth family of Poisson automor-
phisms, even staying on the same symplectic leaf, that are not a flow of a
time-dependent Hamiltonian, because of so-called outer-automorphisms.
They are measured by the first Poisson cohomology group of the Pois-
son manifold. This makes a huge difference with symplectic schemes, for
which this property is automatically verified, at least locally. Here is an
example of such a phenomenon:

Example 2.24. For the Poisson tensor π = (x2 + y2)∂x ∧ ∂y on R2, a Poisson

integrator for H : (x, y)→ x2+y2

2 of order k and step ∆t is(
xn+1
yn+1

)
= e(∆t)k

(
cos ∆t − sin ∆t
sin ∆t cos ∆t

)
.
(

xn
yn

)
(13)

and behaves remarkably bad for long simulations: for any norm ‖.‖ and
initial point (x0, y0) 6= 0R2 ,

‖(xn, yn)−Φn∆t
H (x0, y0)‖ −→

n→+∞
+∞.

As in the general case, this phenomenon is explained by the fact that the
first Poisson cohomology group H1

π is locally non-trivial around 0 : there
exists no neighborhood U of 0 such that H1

π(U) = {0}. Indeed, H1
π is gener-

ated by rotations and dilations. In other words, there exist smooth families
of Poisson automorphisms (φt)t such that φ0 = Id but φ is not a flow of a
time-dependent Hamiltonian. This issue comes from the singularity of π
at 0.

The previous example suggests to make stronger assumptions to define
a notion of Poisson integrator:

Definition 2.25 (Hamiltonian Poisson integrator). Let (M, π) a Poisson man-
ifold and H ∈ C∞(M) a Hamiltonian on M. A smooth family of diffeomor-
phisms of M (φε)ε is a Hamiltonian Poisson integrator of order k ≥ 1 for H
if:

(1) φε is a Poisson diffeomorphism,
(2) there exists (ht)t a time-dependent Hamiltonian such that

(a) ht = H + o
(
tk−1)

(b) φε = Φε
(ht)t

is the time-ε flow of h.

It follows easily that

φε = Φε
H + o

(
tk
)
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in the sense of 1.5.
We can now state the main result of this section, which is the core of

the explicit constructions of Poisson integrators that will be presented in
the sequel. We recall that given an exact family of Lagrangian bisections
L on (G ⇒ M, ω), their variation functions (ht)t ∈ C∞(M× I) denote the
pull-back by the source of closed 1-forms obtained from L-paths through
ω.

Theorem 2.26. Let (M, π) be a Poisson manifold, (G ⇒ M, ω) a local symplec-
tic groupoid integrating it and k ≥ 1. For every smooth family (Lt)t∈I of exact
Lagrangian bisections such that L0 = M and with variation functions (ht)t∈I ,
if the Magnus series Mε(h) of (ht)t∈I ∈ C∞(M × I) coincides with εH at or-
der k, the induced family of diffeomorphisms (φLt)t∈I is a Hamiltonian Poisson
integrator of order k for H.

Remark 2.27. We invite the reader to understand Theorem 2.26 as mean-
ing that, provided a symplectic groupoid integrating a Poisson structure
is entirely known and computable, then finding a Hamiltonian Poisson in-
tegrator reduces to a Magnus series question. This is the first part of the
construction we have announced in the introduction.

Proof of theorem 2.26. Since φ is induced by L, it is a Hamiltonian Poisson
integrator for H, of time-dependent Hamiltonian h.
We compute its order. For any f ∈ C∞(M):

φ∗ε f = (Φε
(ht)t∈I

)∗ f

= (Φ1
εH)
∗ f + o

(
tk
)

= (Φε
H)
∗ f + o

(
tk
)

.

�

Corollary 2.28. Let (M, π) be a Poisson manifold and (G ⇒ M, ω) a local
symplectic groupoid integrating it. For every smooth family (Lt)t∈I of exact La-
grangian bisections with L0 = M, if ∂Lt

∂t

∣∣∣
t=0

= dH, then its induced diffeomor-

phisms (φLt)t∈I are Hamiltonian Poisson integrators of order 1 for H.

2.5. Examples of Poisson integrators. The description of Poisson integra-
tors in Theorem 2.26 unifies already known constructions: the classical
Euler-Symplectic scheme [13] (see Example 2.29), the mid-point method
for the harmonic oscillator (see Example 2.30), and the Kahan discretiza-
tion of Lotka-Volterra system already described by Pol Vanhaecke [15] (see
Example 2.32).

Example 2.29 (Euler symplectic scheme for a separable Hamiltonian). For
a general Hamiltonian H ∈ C∞(T∗Rd) and (q, p) cotangent coordinates, the
symplectic Euler scheme ([13]) is:{

qn+1 = qn + ∆t ∂H
∂p (qn, pn+1)

pn+1 = pn − ∆t ∂H
∂q (qn, pn+1)

. (14)
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Let us interpret this implicit (in the generic case) numerical scheme as a
Poisson integrator at order 1 for H, in the sense of Theorem 2.26. We use
the notations of the latter theorem:
(M, ω) On M = T∗Rd, we denote by (q, p) some canonical cotangent coor-

dinates, and we consider the canonical Poisson structure associated
to the symplectic 2-form ω = ∑d

i=1 dpi ∧ dqi.
(G, Ω) the symplectic groupoid integrating the Poisson manifold T∗Rd is

the pair groupoid G := T∗Rd × T∗Rd.
(Lε) A direct computation shows that the submanifold

Lε =

{
q̃ = q + ε

∂H
∂p

(q, p̃) and p̃ = p− ε
∂H
∂q

(q, p̃)
}

is Lagrangian in (G, Ω). Here (q, p) and (q̃, p̃) are cotangent coordi-
nates on the first and second components of G respectively.
For ε small enough, it is also a bisection of G, at least after restriction
to a relatively compact open subset. To simplify the presentation,
we will assume that it is a globally defined bisection. For ε = 0, the
bisection is the unit manifold M = T∗Rd.

(φε) The bisections Lε define a smooth family of symplectomorphisms
of (M = T∗Rd, ω), which are precisely, for ε = ∆t, the symplectic
Euler Poisson integrator (14).

(ht, Hε) Under the simplifying assumption that H is separable, i.e. it splits
in the following form:

H : T∗Rd → R : (q, p) 7→ V(q) + K(p)

with V and K two smooth real-valued functions, we can compute
explicitely:

the variation functions i.e.

ht : (q, p) 7→ K(p) + V
(

q + t
∂K
∂p

(p)
)

(15)

and the modified Hamiltonian is the Magnus series of ht with
first two terms

Hε := εH +
ε2

2

〈
∂V
∂q

,
∂K
∂p

〉
+ o
(
ε2) (16)

Let us explain how we computed (15). Under the assumption on H, the
Lagrangian submanifold corresponding to (14) becomes{

q̃ = q + ε ∂K
∂p (p− ε ∂V

∂q )

p̃ = p− ε ∂V
∂q (q)

. (17)

Using the relations {
q = q̃− ε ∂K

∂p ( p̃)
p = p̃ + ε ∂V

∂q (q̃− ε ∂K
∂p ( p̃))

, (18)

the differentiation of the L-path φε =

(
q̃
p̃

)
with respect to ε gives :
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∂ε

(
q̃
p̃

)
=

(
∂K
∂p ( p̃)− εHess(K)( p̃). ∂V

∂q (q̃− ε ∂K
∂p ( p̃))

∂V
∂q (q̃− ε ∂K

∂p ( p̃))

)
=

(
∂phε(q̃, p̃)
−∂qhε(q̃, p̃)

)
and is consequently Hamiltonian with respect to the time-dependent Hamil-
tonian h.

Example 2.30 (Mid-point scheme). For this example, the Hamiltonian is the
harmonic oscillator H : (q, p) 7→ 1

2 (‖q‖2 + ‖p‖2), for which it is well-known
that the mid-point scheme{

qn+1 = qn + ∆t pn+pn+1
2

pn+1 = pn − ∆t qn+qn+1
2

,

is symplectic.

(M, ω) The Poisson manifold M = T∗Rd is the same as the last example.
(G, Ω) As a consequence, the symplectic groupoid T∗Rd × T∗Rd doesn’t

differ as well.
(Lε) For any ε ∈ R, the submanifold

Lε =

{
q̃ = q + ε

p + p̃
2

and p̃ = p− ε
q + q̃

2

}
is a Lagrangian bisection in (G, Ω).

(ht, Hε) The above one-step forward map φt : (q, p) 7→ (q̃, p̃) induces a vec-
tor field Xt = ∂tφt ◦ φ−1

t . One verifies that Xt is colinear to the
Hamiltonian vector field of H, and so are H and the time-dependent
Hamiltonian:

ht(q, p) =
(1− t2

4 )
2 + t2

(1 + t2

4 )
3

H(q, p).

The modified Hamiltonian is simply

Hε =
∫ ε

0

(1− t2

4 )
2 + t2

(1 + t2

4 )
3

dt× H

and the discretisation preserves H.

Example 2.31 (Linear Hamiltonian on the dual of a Lie algebra). Let G a
Lie group, g its Lie algebra and consider its symplectic groupoid G× g∗ ⇒
g∗. As the coadjoint action of G on g∗ preserves the Lie bracket, a Poisson
scheme discretising the flow of a linear Hamiltonian f ∈ g is given by:

xn+1 = Ad∗exp(ε f )xn

and corresponds to the Lagrangian bisections {(exp(ε f ), x), x ∈ g∗} ⊂ G×
g∗.

Example 2.32 (Kahan discretization of one Lotka-Volterra system). For the
quadratic Poisson bracket on Rd given by:

{xi, xj} = xixj if 1 ≤ i < j ≤ d (19)
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and the linear Hamiltonian H(x) = ∑d
i=1 xi, a Poisson scheme is given in

[15] by the Kahan discretisation

x(n+1)
i − x(n)i = ∆t x(n)i

(
∑
j>i

x(n+1)
j −∑

j<i
x(n+1)

j

)
+∆t x(n+1)

i

(
∑
j>i

x(n)j −∑
j<i

x(n)j

)
(20)

where n is the iteration indice of the scheme and x = (xi) are coordinates
on Rd.

Let us interpret this discretization in terms of Theorem 2.26:

(M, π) is M = Rd with the Poisson structure (19).
(G, Ω) Its symplectic groupoid is

G = T∗Rd,
Ω = ∑i dxi ∧ dpi + ∑i,j(δi<j − δi>j)xi pjdxi ∧ dpj + ∑j<i pi pjdxi ∧
dxj + ∑j<i xixjdpi ∧ dpj
α : (x, p) 7→ x,
β : (x, p) 7→

(
e∑i(δi<j−δi>j)xi pi xj

)
1≤j≤n

with (x, p) cotangent coordinates on T∗Rd.
(ht) The variation function is given by:

ht(x) = H(x)× ∂ f
∂t

(t, H(x)),

where
f : (R, 0)×R → R

(t, u) 7→ eut−1
u(eut+1)

.

(Lε) The family of Lagrangian submanifolds Lε are given by Lε = Φε
(α∗ht)t∈R

(Rd).
L0 is the unit manifold.

(φε) The induced Poisson diffeomorphism is precisely (20) for ε = ∆t.
(Hε) The modified Hamiltonian is simply Hε(x) := H(x) f (ε, H(x)).
Let us give some details on these points.
Let φε the map implicitly defined by (20) and

f : (R, 0)×R → R

(t, u) 7→ eut−1
u(eut+1)

, then following proposition 3.1 of [15],

φε(x) = Φ f (t,x)
H (x).

In this case, as

Φ f (t,H(x))
H (x) = Φt

h(x)

where

ht(x) = H(x)× ∂ f
∂t

(t, H(x)),

the Lagrangian bisection associated to (20) are the image of Rd by the flows
of the right-invariant vector fields associated to dh in the symplectic groupoid
of (Rd, {., .}).
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Example 2.33 (Splitting methods through Lagrangian bisections). This ex-
ample is inspired by [14]. Let G ⇒ M be a symplectic groupoid integrating
a Poisson manifold M and H = H1 + H2 be a splitted Hamiltonian such
that for each Hi, one knows a smooth family of Lagrangian bisections (Li

t)t
inducing a Poisson integrator (φi

ε)ε for Hi at order 1, with variation func-
tions (hi

t)t.
(Lε) The composition of Lagrangian bisections in G is a Lagrangian bi-

section again, so that

t 7→ L2
t ◦ L1

t

is a family of Lagrangian bisections. It is easily checked to induce a
Poisson integrator for H at order 1.

(φε) The induced Poisson diffeomorphism is the composition φε = φ1
εφ2

ε .
(ht) The variation function is

ht = h1
t + h2

t (φ
1
t )
−1

and equals H at order 1.
For Poisson integrator at order k, the situation is more complicated. As

shown by [14] in the symplectic context, we then have to compose sev-
eral times the bisections, and use the following consequence of the Baker-
Campbell-Hausdorff formula: assume we are given φ1 and φ2 two Poisson
integrators for H1 and H2 at order 1, then there exists n ∈ N and (cj

l) j=1,2
1≤l≤n

such that L(k)
ε = Π1

l=nL2
c2

l ε
.L1

c1
l ε

induces a Poisson integrator for H at order k.

(Lε) Lagrangian bisections are L(k)
ε = Π1

l=nL2
c2

l ε
.L1

c1
l ε

.

(φε) The induced Poisson diffeomorphism is the composition φε = Πn
l=1φ1

c1
l ε

.φ2
c2

l ε
.

(ht),(Hε) The variation function is

ht = c1
1h1

t + c2
1h2

t (φ
1
c1

1t)
−1 + c1

2h1
t (φ

1
c1

1tφ
2
c2

1t)
−1 + . . .

and equals H at order k− 1. The modified Hamiltonian is the Mag-
nus seriesM(h) of h.

3. HAMILTON-JACOBI EQUATION ON THE LOCAL SYMPLECTIC GROUPOID

When the symplectic groupoid is known, i.e. a symplectomorphism with
T∗M is given, constructive Poisson integrator of arbitrary order for an ar-
bitrary Hamiltonian can be given. This will turn results of section 2 into
constructive ones.

3.1. Geometry of Lagrangian bisections in the cotangent bundle of the
base. Let us recall a classical result of Poisson geometry:

Theorem 3.1. [7]-[10]-[9] There exists a neighborhood of T∗M that carries a
structure of local symplectic groupoid G on the base M. Its symplectic form is
the canonical one and its unit map is the zero section.

This theorem is, in its general form, an existence theorem. However,
in many cases, the source and target maps of the groupoid structure on
(T∗M, ωcan) can be made explicit.
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We call a bi-realisation of a Poisson manifold (M, π) a triple (U , α, β)
made of a neighborhood of the zero section U ⊂ T∗M symplectomorphic
to a local symplectic groupoid integrating (M, π) such that the zero sec-
tion corresponds to M by this symplectomorphism and whose source and
target are α and β.

Remark 3.2. Notice that, as explained in section 2.3, for any birealisation
(M, α, β), the source α : U → M is a Poisson submersion and the target
β : U → M an anti-Poisson submersion. Also, we do not specify the groupoid
product.

Let us illustrate the notion of birealisation in some cases of interest. We
make use of the so-called Poisson spray of [9] and Moser’s trick in a neigh-
borhood of M to compute bi-realisations of examples 3.3 and 3.6.

Example 3.3. For the Poisson structure ∂p ∧ ∂q of T∗Rn with coordinates
(q, p), denoting (q, p, ξq, ξp) the induced coordinates on T∗T∗Rn, the choice
of the Poisson spray ξp∂q − ξq∂p gives the following birealisation:{

α : (q, p, ξq, ξp) 7→ (q− 1
2 ξp, p + 1

2 ξq)
β : (q, p, ξq, ξp) 7→ (q + 1

2 ξp, p− 1
2 ξq)

(21)

Example 3.4. When (M, ωM) is symplectic, there is no “natural” (i.e. pre-
ferred) way to send symplectically a neighborhood of the diagonal of the
pair groupoid (M × M, p∗1ωM − p∗2ωM) on a neighborhood of M in T∗M.
More precisely, there are as many ways as choices of Lagrangian bundles
such that fibers are transverse to the diagonal in M×M. In fact, birealisa-
tions are in one-to-one correspondence with symplectomorphisms between
a neighborhood of the zero section in T∗M and a neighborhood of the di-
agonal in M. However, they may not be computable explicitly in general.

Example 3.5. Let G be a Lie group with Lie algebra g. Consider ϕ a diffeo-
morphism from an open subset U ⊂ G to an open subset of U ⊂ g mapping
1G to 0.

Since ϕ is a diffeomorphism, Tϕ : TU → TU is an invertible vector bun-
dle morphism, and so is T∗ϕ : T∗U → T∗U. It is moreover a symplecto-
morphism, when T∗U and T∗U are equipped with their respective canon-
ical structures. Since the source and target of T∗G ' g∗ × G are given by
α : (ξ, g) 7→ ξ and β : (ξ, g) 7→ Ad∗gξ, it suffices to transport those through
T∗ϕ to get a birealisation.

Let us be more explicit: with the cotangent lift

T∗ϕ : T∗g
ξx

→
7→

T∗G
t(d

ϕ−1x ϕ).ξx

and the natural isomorphism T∗g ' T∗g∗, the symplectic groupoid of the
dual of a Lie algebra T∗G ⇒ g∗ becomes indeed g× g∗ near g∗ with source
and target: α : (g, 0)× g∗ → g∗ : (η, ξ) 7→

(
Lϕ−1(η)

∗T∗
ϕ−1(η)

ϕ
)

.ξ

β : (g, 0)× g∗ → g∗ : (η, ξ) 7→
(

Rϕ−1(η)
∗T∗

ϕ−1(η)
ϕ
)

.ξ
(22)

The most natural diffeomorphism ϕ is of course the logarithm map log :
G → g. There are however other ones, like, e.g.:
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(1) for g the Lie subalgebra of n× n nilpotent matrices, the map ϕ : x →
id + x

(2) for g the Lie subalgebra of skew-symmetric n× n matrices, the map
x 7→ id+x/2

id−x/2 is also a diffeomorphism in a neighborhood of 0.

Example 3.6. The symplectic groupoid G ⇒ Rn of the real log-canonical
Poisson bracket on Rn, i.e.:

{xi, xj} = aijxixj, (23)

with (aij)i,j a skew-symmetric matrix is computed in [16] and is shown to
be globally diffeomorphic to T∗Rn. The explicit structures given in [16] can
be modified such that G = T∗Rn is equipped with the canonical symplectic
structure. The source and target maps defined in [16] then become, with
(x, p) cotangent coordinates on T∗Rn:

α : (x, p) 7→
(

e−
1
2 ∑i aijxi pi .xj

)
j=1,...,n

β : (x, p) 7→
(

e
1
2 ∑i aijxi pi .xj

)
j=1,...,n

(24)

The triple (T∗Rn, α, β) is a bi-realisation of the Poisson structure (23).

3.2. Lagrangian bisections and Hamilton-Jacobi equation. We are now
ready to use bi-realisations in order to look for Poisson integrators that ap-
proximate the flow of a Hamiltonian H, by considering them as graphs of
closed 1-forms on M.

More precisely, assume we are given (U, α, β) a bi-realisation of a Poisson
manifold (M, π) and H a Hamiltonian function. In the sequel, we will see
from (25) that to the flow of H corresponds a family (Lt)t∈I of Lagrangian
bisections of the symplectic groupoid (G, Ω), with L0 = M. Reducing I
if necessary, the bisections (Lt)t∈I become Lagrangian submanifolds in an
open subset U of (T∗M, ωcan). Since L0 is the zero section, Lt is the graph
of a closed 1-form ζt ∈ C∞(M) depending smoothly on t. This form is
exact, thanks to the following proposition. The first and second points are
consequences of proposition 2.19 and example 2.23 respectively.

Proposition 3.7. Let ξ ∈ Ω1
0(U), U ⊂ M an open subset and I an open interval

containing 0 such that the flow of π#(ξ) is defined for all t ∈ I on U.

(1) There exists a unique smooth family of 1-forms (ζt)t∈I such that ζ̄t =
Φt−→

ξ
(M).

(2) For all t, ζt is exact if and only if ξ is also exact.

Corollary 3.8. The closed 1-forms are exact, ζt = dSt. with (St)t ∈ C∞(M× I)
a solution of {

∂tSt(m) = (τ|dSt)
−1∗α∗|dSt

H(m) + χ(t)
S0 = 0

(25)

where χ(t) ∈ C∞(I, R) is any smooth function and τ is the cotangent projection.

We call (25) the Hamilton-Jacobi equation for a Poisson structure.
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Remark 3.9. Let us comment on the intial condition S0 = 0. In the context
of this article, we are mainly interested with local embeddings of the sym-
plectic groupoid G in some cotangent bundle T∗V such that the unit space
M coincides with the base V. It may happen, though, that one considers
embeddings where this property does not hold. For instance, the symplec-
tic groupoid T∗G of the dual of an integrable Lie algebroid A = Lie(G) is
naturally fibered on its groupoid G but the fibration is transverse to the unit
space. In those cases, it still makes sense to look for Lagrangian bisections
as graphs of closed forms, but only if they are far from M. There, one might
relax the condition S0 = 0 and build a family of Poisson automorphisms
that are not perturbation of the identity map.

Theorem 3.10. Assume we are given (U, α, β) a bi-realisation of a Poisson man-
ifold (M, π) and H a Hamiltonian function.

(1) The Hamilton-Jacobi equation (25) admits a solution (St)t in a neighbor-
hood of M× {0} ⊂ M×R.

(2) The family of Poisson automorphisms induced by the Lagrangian bisec-
tions (dSt)t is the flow of H.

Proof. The embedding of G ⇒ M in T∗M allows to express Lagrangian
bisections near the base with graphs of closed 1-forms in a smooth way.
That explains the first point.

Similar computation as 2.23 gives the Hamiltonian induced by (dSt)t,
which admits the differential:

(α−1
|dSt

)∗τ|dSt
∗d∂tSt = (α−1

|dSt
)∗d
−→
H = dH.

�

Remark 3.11. Let us relate the usual Hamilton-Jacobi equation described
in Section 2.2 with the equation we present in this section.

For the first one: Φt−→
H
(T∗Q) ⊂ T∗Q × T∗Q is related by some graph of

exact one-form dSt on Q×Q by Ψ.
For the second one: Φt−→

H
(M) ⊂ G is related by some graph of exact one-

form dSt on M by the bi-realisation.
This equation is analogous to (10) in the sense of variations of Lagrangian

bisections. Indeed, (10) measures Lagrangian perturbations of the diagonal
in T∗Q× T∗Q by 1-forms on Q× Q through the canonical symplectomor-
phism (9) while the one of this section measures Lagrangian perturbations
of M in its local symplectic groupoid by 1-forms on M through some bi-
realisation.

3.3. Main result and numerical consequences. The computation of (St)t
is not of interest from a numerical aspect because it is equivalent to inte-
grate the Hamiltonian flow. Nevertheless, a natural consequence of theo-
rem 3.10 is that the first terms of the expansion of (St)t with respect to t
induce an approximation of similar order of the flow of H:

Theorem 3.12. Assume we are given (U, α, β) a bi-realisation of a Poisson man-
ifold (M, π) and H a Hamiltonian function. Define recursively a family (Si)i∈N

of smooth functions on M by S0 = 0, S1 = H, S2(m) = 1
2

d
dt |t=0H(α(tdmH)),
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and

Si+1(m) =
1

(i + 1)!
di

dti

∣∣∣∣
t=0

H
(

α
(

dmS(i)
t

))
(26)

where we write S(i)
t = ∑i

j=1 tjSj.
The family of Poisson automorphisms associated to the Lagrangian bisections

d
(

S(k)
t

)
are Hamiltonian Poisson integrators of order k for H with variation func-

tions :
dht = (τ|dS(k)

t
◦ α−1
|dS(k)

t
)∗d∂tS

(k)
t (27)

and the modified Hamiltonian verifiesMε(h) = εH + o
(
εk) .

Remark 3.13. The term of St of order 1 in t is necessarily H.

Our general algorithm of a Poisson integrator of timestep ∆t for H at
order k, following remark 2.17 and theorem 3.12, is given by the three steps:

(1) Use recursion (26) to compute the k-th terms of (S(k)
t )t.

(2) starting from x ∈ M, solve

x = α(dxS(k)
∆t ), x ∈ M, (28)

(3) and project

x̃ = β(dxS(k)
∆t ). (29)

It is clear that for small ∆t, (28) always has a solution.

3.4. Examples of Poisson integrators revisited.

3.4.1. Poisson bracket of the canonical symplectic form of T∗Rn. The equation
(25), following choices of example 3.3, becomes

∂tSt(q, p) = H
(

q− 1
2

∂pSt(q, p), p +
1
2

∂qSt(q, p)
)

. (30)

and the corresponding numerical scheme is, starting from (q, p) ∈ T∗Rn :

(a) solve {
q = q− 1

2 ∂pS∆t(q, p)
p = p + 1

2 ∂qS∆t(q, p)
, (q̄, p̄) ∈ T∗Rn (31)

(b) project {
q̃ = q + 1

2 ∂pS∆t(q, p)
p̃ = p− 1

2 ∂qS∆t(q, p)
(32)

Remark 3.14. It is remarkable that the scheme 3.4.1 for the harmonic os-
cillator H = x2+y2

2 at order 1, i.e. for the lagrangian bisection given by the
graph of tdH, produces the mid-point scheme 2.30.
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3.4.2. Linear Poisson bracket on the dual of a Lie algebra. The equation (25),
following choices of example 3.5, becomes

∂tSt(x) = H(L∗ϕ−1dxSt
T∗ϕ−1dxSt

ϕx) (33)

and the corresponding numerical scheme is given by the two steps: start-
ing from x ∈ g∗,

(a) solve (
L∗ϕ−1dxS∆t

T∗ϕ−1dxS∆t
ϕ
)

.x = x, x̄ ∈ g∗

(b) project

x̃ =
(

R∗ϕ−1dxS∆t
T∗ϕ−1dxS∆t

ϕ
)

.x

3.4.3. Quadratic constant Poisson bracket. Here, the Hamilton-Jacobi equa-
tion reads:

∂tSt(x) = H
(
(e−

1
2 ∑i aijxi∂xi St(xi)xj)j

)
(34)

The term of first order in t of St is H. The one of second order is :

S2(x) = −1
2 ∑

1≤i,j≤n
aij xixj ∂xi H(x) ∂xj H(x). (35)

In general, the functions (St)t correspond to the numerical scheme given
by the two following steps: starting from x ∈ Rn

(a) solve (
e−

1
2 ∑i aijxi∂xi S∆t(xi)xj

)
j
= xj ∀ 1 ≤ j ≤ n

(b) project

x̃j =
(

e
1
2 ∑i aijxi∂xi S∆t(xi).xj

)
j
∀ 1 ≤ j ≤ n

to obtain a Poisson scheme of the quadratic Poisson bracket at any desired
order.

CONCLUSION

Let us sum up the message of this article. A bi-realisation of a Pois-
son manifold M, i.e. a symplectomorphism between the local symplectic
groupoid and a neighborhood of the base in T∗M, allows to transform,
through the analog of the Hamilton-Jacobi equation, a Hamiltonian H ∈
C∞(M) into a smooth family of functions (St)t on M with S0 = 0. Then, the
recursively computed truncation S(k) of order k of S gives a Poisson integra-
tor φ∆t of order k for H, using the induced Lagrangian bisections (dSt)t and
the source and targets: φ∆t = β ◦ (α

dS(k)
∆t
)−1. These integrators have strong

geometric properties: not only their iterations stay on the symplectic leaf of
the initial point (even a singular one), but they also follow the exact flow of
a Hamiltonian on the manifold, which coincides with H up to order k− 1.
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Hence the groupoid formalism developped in section 2 proved to be use-
ful for the construction of integrators. As one could expect, most existing
Poisson integrators were already of that form, although not understood as
such. Moreover, the Magnus formula introduced in section 1 gives a new
constructive way to compute the modified Hamiltonian of a Hamiltonian
Poisson scheme and a new point of view on backward analysis in the con-
text of geometric integrators for symplectic and Poisson geometry.

As mentioned in the introduction, one expects those integrators to be of
particular interest in mechanics, where it matters to preserve properties of
the dynamics when discretizing trajectories. In order to illustrate the link
between their geometric properties and their long-term stability, we imple-
ment and benchmark Poisson schemes of section 3.3 ([6]), to study them
from a numerical aspect in comparison with other classical and geometric
methods available to the community. There we also explain the “minimal
working knowledge” in geometry to apply those to problems from me-
chanics.
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